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Abstract

Hardware In the Loop (HIL) simulations are testing tools that have been widely
applied in recent years for the design and testing of components and systems. In
particular, a part of the real environment is inserted in the simulation loop. The HIL
architecture, whose nature results partly physical and partly simulated, is employed
to test a component or system in Real Time (RT). The continuous development of
technologies for the fast prototyping of RT code has contributed to speed up the
diffusion of complex HIL testing techniques. However, this approach still appears to
be poorly followed in the energy field where, concerning the study of complex plants,
the accurate modelling of these systems results in high computation times that are
not acceptable for RT simulations. Therefore, the thesis focused on the development
of innovative techniques for the modelling, RT and HIL testing of industrial systems,
which aimed at obtaining the best compromise between accuracy and efficiency. In
particular, the proposed strategies have been applied in two distinct test cases. The first
one concerns with the development of both an efficient model of a turbo-machinery
auxiliary plant and of a suitable RT control system for the execution of functional
tests procedure on a real plants. The second one aimed at developing an innovative
control system for Turbine Bypass Valves (TBVs) through HIL tests performed on a
dedicated test rig. The research work has been executed by the Section of Applied
Mechanics from the Department of Industrial Engineering of the University of Florence
in collaboration with General Electric S.p.A and Velan ABV S.p.A, which provided the
required tools and experimental data.
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Introduction

The growing of computing performances of modern computers determined an
increase in the use of numerical simulations and, in parallel, of Hardware In the Loop
(HIL) simulations for the design and testing of complex mechatronics and embedded
systems. In particular, HIL applications are simulation tools that have been widely
applied in recent years [1, 2]. The basic idea is that of including a part of the real
environment in the simulation loop during the system development, without actually
installing it on hardware. Rather than testing the control algorithm on a purely
mathematical model of the system, real hardware in the simulation loop can be used.
Furthermore, the evaluation of tested system is carried out in Real Time (RT), ensuring
that the embedded control system can deliver the control input within the desired
sampled period of time. This is important as the lack of control signal at the end of
the sample period can affect stability of both the simulated and psychical systems.

The success of HIL methods is mainly due to the increase in computing power of
modern computers that made RT simulations accessible to the industrial companies
and no longer relegated only to the academic field. Moreover, the development of
Real Time Operating systems (RTOs) [3, 4, 5], with increasingly complex and versatile
interfaces, made the development of RT applications extremely user-friendly, reducing
the computer and programming skills for their realization.

The typical industrial applications are historically focused on the automotive
technology, where HIL technologies contributed to the design and verification of
smart (active or semi-active) suspensions for the suppression of vibrations, control
instrumentation, ABS systems, control of airbags and safety systems [6, 7, 8, 9, 10, 11,
12].

1
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Other industrial fields of application usually regard the power electronics (e.g. for
the desing of inverters and electric motors drives) [13, 14, 15, 16, 17, 18], railways
engineering [19, 20, 21], aerospace [22], military [23, 24] and biomedical implants
[25] industries; while traditional applications in the academic field usually regard the
robotics (e.g. for the validation of impedance and force control strategies) [26, 27, 28].
Also, HIL simulations technology is applied in other industries which produce
consumer goods (e.g. household appliances, televisions and video recorders, home
security systems, telephones), telecommunications systems (e.g telephone stations,
stations for mobile telephony), land and environment protection systems [29, 30].

The continuous development of technologies for the fast prototyping of RT code
has contributed to speed up the diffusion of complex HIL testing techniques also
to the fluid systems technology, which covers different applications: pneumatic
brake systems in the railway sector; in the automation area, control strategies for
fluid components and plants; also, in the industrial field, hydraulic and pneumatic
distributed systems (e.g. lube oil units or steam plants). In particular, HIL applications
can be found in the energy industry as well, for instance in [31].

Moreover, an increasing interest in the application of HIL techniques can be noticed,
for instance to large energy production facilities, including thermal plant controllers
[32], electrical power management systems [33], or even large hydro-power plants
[34]. However, even in many recent works related to thermal engineering [35], the
application of HIL techniques is often confined to the testing of electronic control units
(ECU) [6].

However, this approach still appears to be poorly followed in the energy field while,
concerning the study of complex plants, the accurate modelling of these systems results
in high computation times that are not acceptable for RT simulations.

In addition, a limit for this type of applications is often represented by the
development of sufficiently efficient mathematical model of the simulated part. The
experiences documented in literature usually refer to models that are mainly devoted
to a specific application or that use expensive software packages, which are more
versatile but developed for specific applications too.

Therefore, the research activity aimed at developing an innovative approach to
the HIL testing of components and systems in the energy industry. In particular,
this thesis focuses on the description of an efficient modelling approach for the
dynamic simulation of thermal-fluid plants, considering both the incompressible and
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compressible fluids, which have been employed to develop respectively auxiliary
lubrication systems and steam-power plants, which will be analyzed in the present
thesis.

The modelling and RT implementation strategies of the developed model on
dedicated RT platforms are described in order to realize accurate and optimized
models to obtain the best compromise between accuracy and efficiency, which is
mandatory to meet the typical constraints introduced by the RT implementation.
During the research activity, a library of components for the modelling of fluid
plants was developed, considering also elements characterized by a high degree of
complexity. Another important feature of the proposed modelling strategy involves
the possibility to develop large plants models, characterized by lots of components.
In addition, it is interesting to notice that the models are designed with a modular
approach and therefore the library elements may directly be inserted and customized
to produce a heavily customized code for both virtual HazOp analyses and RT
simulations.

The research activity has been performed via numerical simulations, thorough the
Matlab-Simulink software, of plant dynamics taking into consideration a few real
contexts of practical interest and by executing experimental tests in collaboration
with the project partners. In facts, the proposed modelling, RT and HIL techniques
have been applied in two distinct test cases that are introduced to determine the
effectiveness and reliability of the proposed approach:

The first test-case regards the development of both an efficient model of a turbo-
machinery auxiliary plant and of a suitable RT control system for the execution of
functional tests procedure on a real auxiliary plant.

The second one aimed at developing an innovative control system for Turbine
Bypass Valves (TBVs) through HIL tests performed on a dedicated test rig. The second
project belongs to the project High Efficiency Valves (CUP:D55C12009530007) which is
financed by the program POR CREO FESR of Regione Toscana (European Funds for
Regional Industrial R&D projects).
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The research work has been executed by the Section of Applied Mechanics from the
Department of Industrial Engineering of the University of Florence in collaboration
with General Electric S.p.A and Velan ABV S.p.A (respectively the industrial partners
of the project concerning the first and the second test-cases), which provided the
required tools and experimental data to validate the techniques proposed in this thesis.





Structure of the thesis

This thesis starts with an initial chapter presenting the state-of-the-art on the topic
of the Real-Time (RT) simulations. In particular, the main working principles of Real-
Time Operating Systems and scheduling paradigms are explained. Moreover, the
concept of Hardware In the Loop (HIL) test is introduced.

The second chapter deals with a survey of the modelling approaches commonly
used to study the dynamics of fluid systems. Then, according to Bond-graph modelling
theory, an innovative modelling method is introduced to describe both the fluid
dynamic and thermal transients of both compressible and incompressible fluids to
achieve the required compromise between accuracy and efficiency.

The third chapter presents a practical application of Real-Time technologies. First,
the modelling of an auxiliary lubrication system for turbo-machinery is presented,
than the RT control is realized and performed through a Real-Time Operating system
(RTOs). The model based-approach for the development of the controller will
be validated according to the experimental data obtained during a functional test
procedure.

Finally, the fourth chapter concerns with the development of an innovative control
system for Turbine Bypass Valves (TBVs) through Hardware In the Loop (HIL) tests
performed on a dedicated test rig. First, both the RT modelling and control aspects
of a two-stages steam power plant are treated. Subsequently, the HIL architecture
is described and the developed controller is validated according to tests carried out
through the built rig.
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Chapter 1
Real Time and HIL technologies:
State-of-the-art

The growing of computing power of modern computers caused an increase in the
use of numerical simulations and, in parallel, of HIL simulations in both the design
phase and validation of components and complex systems. In particular, Hardware in
the loop (HIL) simulations are techniques employed to the develop and test complex
mechatronic systems [1, 2]. This kind of simulations are being widely used in the field
of embedded systems, which indicate very complex electronic systems, devoted to a
particular application and implemented in heterogeneous architectures. Through the
development of mechatronics technology the HIL testing methods are being employed
in many areas and, first of all, in the automotive one.

As said before, this thesis describes an efficient modelling approach for the dynamic
simulation of thermal-fluid plants devoted to the development of innovative HIL
architectures for the design and testing of industrial systems. However, a preliminary
description of HIL architectures is useful to understand the procedures employed to
develop the HIL applications proposed in the next chapters.

Therefore, this chapter provides an overview of the HIL systems. First, the aim is to
explain how the Real Time Operating systems (RTOs) work, then the main features of
HIL simulations will be described, showing the general architecture and compositional
elements in these kind of applications.

8
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1.1 Real Time Operating systems

A Real Time Operating system (RTOs) is an operating system devoted to support
RT software applications [3, 4]. These kind of systems are used whenever a system
response within a determined time is mandatory. Therefore, a RTOs must ensure that
a task is processed within a specific time interval (deadline). An appropriate process
scheduling is required to ensure this goal. Moreover, the provided answers and results
must be those which are predicted (this feature is common to all processing systems).
Generally, time scheduled tasks are iteratively repeated with an assigned frequency.
The time scheduling of tasks, which is managed by the scheduler (see section 1.1.1), is
affected by small errors and fluctuations (gitter).

RTOs can be classified according to the kind of events that have to be managed:

• Event-driven: in this case the system react to external events occurring in casual
time instants. This kind of events are generally called aperiodic events.

• Time-driven: these RTOs work periodically, according to events occurring in
predetermined periods of time. This kind of events are generally called periodic
events.

Moreover, another classification is possible according to the kind of reaction to events:

• Hard Real Time systems: the temporal deadlines must be strictly respected to
avoid catastrophic effects (often used in safety critical applications, e.g. air traffic
control systems, nuclear reactors, the industrial plants, defense systems).

• Firm Real Time: occasionally, the temporal deadlines could not be respected as
their violations do not imply catastrophic effects, but the usefulness of results
decreases ad the delay with respect to the deadline grows (e.g. data-base
transactions or on-line applications).

• Soft Real Time systems: occasionally, the temporal deadlines could not be
respected as the correct system operation is not affected (e.g inputs of keyboard
characters, telecommunications systems, video and audio transmission systems,
automated manufacturing...).

In particular, the two applications that will be presented in the following chapters of
this thesis belong to the casuistry of Hard Real Time systems.
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Concerning the hardware implementation, two possible architectures can be
exploited:

• The first one involves the use of two distinct calculators communicating through
two boards. On the target PC is booted a simplified operating system (e.g.
with no graphical interface, limited access to devices) with a RT kernel 1.1.3
while the host PC provides a HMI (for the process management, to display the
controlled and measured variables and data storage) of the RT system. The
communication between the two calculators is implemented via Ethernet boards
or a wireless LAN connection. The communication between hardware and
software is performed through one or more I/O cards installed on the target PC.
For instance, both National Instrument (LabVIEW) and Mathworks (Matlab) use
this type of architecture for their RT tools (respectively LabVIEW Real-Time and
xPC Target).

• The second one is based on a single calculator on which an open-source operating
system (e.g. Linux) is patched with a RT plug-in.

Figure 1.1: Architectures of RT systems with two calculators (a) and a single calculator (b).

1.1.1 Scheduling

The main difference between a not-RT system and an RTOs is mainly due to the
scheduler. The scheduler is an algorithm that controls the access to the CPU from
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the various calculator processes. The scheduling is critical to ensure the computational
efficiency of the calculator, ensuring an optimized use of the CPU among processes that
work in parallel considering the interrupts, i.e. operations which are asynchronously
activated by an external event such an hardware generated signal. Typical examples of
interrupts are emergency procedures, execution of operations which are triggered by a
particular value of a simulated or acquired signal or generated by I/O units, memories
and hard-disk.

Therefore, the scheduling problem aims at a feasible scheduling in the whole set of
the tasks. In particular, the following conditions have to be guaranteed:

• Each task should be terminated within its deadline.

• Each priority constraint has to be respected.

• All shared resources (mutually exclusive) have to be properly used.

A process (or task) can be defined as a sequence of instructions that (in absence of
other activities) is executed from the CPU in a continuative way till to its completion.
In particular, the possible states of a task are the following:

• Ready: ready for execution, waiting for the CPU.

• Pended: waiting for a resource which is required by the task to proceed in the
execution.

• Delayed: waiting for the end of a predetermined timeout.

• Suspended: it is the initial state of a just created task.

The tasks in ready state are ready to be executed. The way in which tasks access to the
CPU is a function of the algorithm implemented on the scheduler. In particular, the
most important aspects are priority and preemption:

-Priority: this attribute defines the importance of a task with respect to the others.
It defines a criterion for an optimized execution in a context characterized by limited
resources: tasks with higher priority can start before or even pause (if preemption
is admitted) the execution of another task with lower priority to be completed.
Background or idle tasks have the lowest priority. In particular, the priority can be
distinguished in internal priority (defined according to several criteria as memory,
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I/O requests, execution time) and external priority (user defined). Moreover, it can be
defined a dynamic priority (aging): Processes in low priority are bypassed by processes
in higher priority. However, it might happen that a process could never be executed
(it is starved to death: starvation). Thence, when a process has been ready to run for a
long time, his priority is dynamically increased by the scheduler.

-Preemption: if a ready process with higher priority than the one running on the CPU
is in the queue, the scheduler forces up the CPU to be releases and to run the process
with the highest priority. For instance, this is what often happens for the I/O. If a high-
priority process is interrupted for the management of an I/O operation, the scheduler
passes the CPU to the next process. If preemption is absent, the high-priority process
should wait for the low-priority one to run. Conversely, the use of preemption allows
the CPU to be releases from low-priority processes when high-priority processes return
ready (e.g. when a I/O operation is over).

The tasks execution involves a certain time consumption. If the time needed for
the execution of a task (turnaround time) exceeds the deadline (usually the sample
time, which corresponds to the reciprocal of task frequency) it may be scheduled
to execute before its previous instance has completed. The result is a task overrun.
Therefore, when a task overrun occurs, the task execution causes a delay which exceeds
the maximum allowed one. if the scheduler is non preemptive it cannot interrupt
the execution of the task with potentially dangerous consequences. Consequently,
preemptive schedulers are the most diffused in RT contexts and, in safety related
applications, additional hardware and software protections are usually implemented
(e.g. watchdog or redundant safe layouts).

More generally, the scheduler algorithm can be distinguished according to the
following characteristics:

• Preemptive: preemption is allowed.

• Non preemptive: preemption is not allowed.

• Static: decisions referred to fixed parameters assigned to the tasks before their
activation.

• Dynamic: decisions referred to parameters variable during the tasks execution.

• Off-line: decisions are taken before tasks activation according to prior known data
and stored on a schedlunig table that in run-time is executed by a dispatcher.
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• On-line: decisions are taken during the execution.

• Best-Effort: the schedule is decided according to a cost function globally defined
on tasks set. Mean performances are privileged rather than timing constraints.

• Guaranteed: time constraints of each task is guaranteed. A guarantee test runs
every time that a new task enters the system.

1.1.2 Classification of RT task scheduling algorithms

Several schemes of classification of RT task scheduling algorithms exist. A popular
scheme classifies the RT task scheduling algorithms based on how the scheduling
points, i.e. the points on time line at which the scheduler makes decisions regarding
which task is to be run next, are defined. The main types of schedulers according to
this classification scheme are: clock-driven, event-driven, and hybrid.

The clock-driven schedulers are those in which the scheduling points are
determined by the interrupts received from a clock. In the event-driven ones, the
scheduling points are defined by certain events which precludes clock interrupts. The
hybrid ones use both clock interrupts as well as event occurrences to define their
scheduling points.

A few important members of each of these three broad classes of scheduling
algorithms are the following:

• Clock Driven: Table-driven, Cyclic.

• Event Driven: Simple priority-based, Rate Monotonic Analysis (RMA), Earliest
Deadline First (EDF).

• Hybrid: Round-robin (RR).

Typical examples of clock-driven schedulers are table-driven and cyclic schedulers.
Clock-driven schedulers are simple and efficient. Therefore, these are frequently used
in embedded applications.

Important examples of event-driven schedulers are Earliest Deadline First (EDF)
and Rate Monotonic Analysis (RMA). Event-driven schedulers are more sophisticated
than clock-driven schedulers and usually are more proficient and flexible than clock-
driven schedulers. These are more proficient because they can feasibly schedule
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some task sets which clock-driven schedulers cannot. These are more flexible because
they can feasibly schedule sporadic and aperiodic tasks in addition to periodic tasks,
whereas clock-driven schedulers can satisfactorily handle only periodic tasks. The
most known event-driven algorithms are the Earliest Deadline First (EDF) and the
Rate Monotonic Analysis (RMA). It is worth to note that several variations to these
two basic algorithms exist.

Another classification of RT task scheduling algorithms can be made based upon
the type of task acceptance test that a scheduler carries out before it takes up a task for
scheduling. The acceptance test is employed to decide whether a newly arrived task
would at all be taken up for scheduling or be rejected. Based on the task acceptance
test used, there are two broad categories of task schedulers:

• Planning-based.

• Best effort.

In planning-based schedulers, when a task arrives the scheduler first determines
whether the task can meet its dead-lines, if it is taken up for execution. If not, it is
rejected. If the task can meet its deadline and does not cause other already scheduled
tasks to miss their respective deadlines, then the task is accepted for scheduling.
Otherwise, it is rejected. In best effort schedulers, no acceptance test is applied.
All tasks that arrive are taken up for scheduling and best effort is made to meet its
deadlines. But, no guarantee is given as to whether a task deadline would be met.

Another type of classification of RT tasks is based on the target platform on which
the tasks are to be run. The different classes of scheduling algorithms according to this
scheme are:

• Uniprocessor.

• Multiprocessor.

• Distributed.

Uniprocessor scheduling algorithms are possibly the simplest of the three classes of
algorithms. In contrast to uniprocessor algorithms, in multiprocessor and distributed
scheduling algorithms first a decision has to be made regarding which task needs
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to run on which processor and then these tasks are scheduled. In contrast to
multiprocessors, the processors in a distributed system do not possess shared memory.
Also in contrast to multiprocessors, there is no global up-to-date state information
available in distributed systems. This makes uniprocessor scheduling algorithms that
assume central state information of all tasks and processors to exist unsuitable for
use in distributed systems. Further in distributed systems, the communication among
tasks is through message passing. Communication through message passing is costly.
This means that a scheduling algorithm should not incur too much communication
over- head. So carefully designed distributed algorithms are normally considered
suitable for use in a distributed system.

According to priority and preemption many schedulers have been developed. The
most common scheduler algorithms are:

-FCFS (First Come First Served): based on a First In First Out logic (tasks are executed
in the order that they arrived), a preemption logic is not considered. Therefore, it is
difficult to forecast its results (it depends on the arrival order of the tasks) causing a
minor efficiency. Since it is non preemptive, short-time tasks are non favored (because
of the long waiting times).

-SJF (Shortest Job First): in this case the tasks which require a minor use of the CPU
in terms of execution time are privileged. However, it is difficult to forecast CPU
times that can be given by the user but, usually, are estimated by the algorithm itself
(e.g. computing the weighted average of previous execution times). It can be both
preemptive (in this case is also called SRTF-Shortest Remaining Time first) and non
preemptive.

-Time-Sharing Scheduling: These algorithms are preemptive and characterized by a
timer. A quantum of time is assigned to each task. The bigger is the quantum, the
minor will be the interactivity degree among the tasks. Round Robin (RR) is one of
the most employed of Hybrid and Time-Sharing Scheduling algorithms, which is an
FCFS preemptive algorithm which uses the quantum of time. One of the advantages
of this kind of algorithm with respect to FCFS is the possibility of ration among tasks.
In addition, it is less efficient than a preemptive SRTF but the processes end up in the
nearest time.

-Multiple Queue Scheduling: it represents a combination of multiple scheduling
strategies as different tasks are managed with separate queues characterized by
different schedulers. For example, in Unix background tasks are considered batch
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(without preemption), while the foreground ones are interactive.

Concerning the most diffused operating systems (Linux and Windows) the
implemented scheduling logics are the following:

- Linux Scheduling: there are two separate tasks queues, one relative to soft RT
tasks (RR or FCFS scheduler with static priority) and user tasks (RR scheduler, which
is not in real time and is characterized by dynamic priorities) that are managed through
ticks (time units for the CPU usage). Each task is characterized by a certain number of
ticks and when a task is ready the number of used ticks is decreased. When a task is
dispatched (removed from the CPU and substituted) the task with the larger number
of ticks is then executed. Finally, when all of the ready tasks have no more ticks, they
are reassigned. It should be noticed that ticks depend on priority and, obviously, RT
tasks have a very high priority. All the ready tasks have to use up all the credits, thus
avoiding starvation unless lots of RT tasks are present.

- Windows Scheduling: as in Linux, there are soft RT tasks and user tasks. In user
tasks, priority is reduced if is used the whole time quantum, but never decreases below
a certain value (while in Linux it can reach zero). Consequently, starvation may occur,
although an aging mechanism is present. In particular, Windows is characterized by
mechanisms that privilege tasks with both the windows on the foreground and tasks
using several devices (e.g monitor and keyboard). Generally, Windows operating
system are not RTOs since the task execution time is unpredictable. Furthermore,
hard disk drives introduce strong execution latencies, preventing to evaluate the time
needed to retrieve the information. Finally, several implemented systems (direct
memory access, cache, interrupts, power management systems) reduce predictability
as well.

1.1.3 RT kernel

The kernel is a computer program that defines fundamental part of a modern
operating system. Its purpose is to management and control over everything that
occurs in the system (e.g. I/O requests from software, memory management,
communication with peripherals).

A RT kernel assigns an execution time limit to each user level process and, once this
time is expired, the resources are assigned to the next task. However it might happen
that, while acquiring data with an I/O board, this approach does not guarantee that
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all signals are correctly acquired and that the encoding and decoding algorithms are
solved by the CPU.

For instance, the Linux RT kernel (see Figure 1.2 (b)) could be situated between the
operating system kernel and the computer hardware.

The RT kernel modifies the task scheduling by replacing it with another with fixed
priority and assigning the minimum priorities to the operating system kernel which
is an independent task. The RT PlugIn receives all the hardware interrupts while
the interrupts directed to the Linux kernel become low priority (software) interrupts.
Obviously, the priority defines the execution order of RT tasks.

Figure 1.2: Architectures of non RT (a) and RT kernels (b).



1.2 Hardware In the Loop testing 18

1.2 Hardware In the Loop testing

In a HIL simulation, the test object (e.g. the ABS controller of a vehicle) is tested
on a test rig that reproduces the system that this object must control (e.g. brakes).
The overall system in which this is integrated (e.g. car) is simulated with a suitable
mathematical model and runs on a RT platform. The communication between the real
and virtual systems is obtained through sensors (brake system pressure measurement)
and actuators (e.g. simulating the braking action on the pedal).

The main advantages of a HIL simulation in the design of a mechatronic product
can be expressed in terms of:

• Reduction of the design time.

• Reduction of the testing cost.

• Improvement of tests safety.

• Inclusion of the human interaction.

• Enhancement of results faithfulness and quality.

The design time is reduced as the testing of a component is clearly more fast: the
realization of a complete prototype to test the it is no longer necessary as it can be
performed in the design stage, reducing the durance of the testing phase on the final
prototype and consequently its costs, in terms of both running costs and costs due
to safety precautions. Moreover, it should be considered that machines and control
systems are usually developed in parallel, which means errors in the control system
can only be found during commissioning. With HIL simulation, errors can be found
early-on and solved early-on.

The safety of the testing phase is improved as a great part of the plant to which the
component under test belongs is virtual. Therefore, since dangerous processes are non
longer real but only simulated the safety of the tests can be considerably increased.
For instance, it could be very useful in systems where heavy lift cranes are present
and where personnel safety is of the utmost importance and therefore extensive safety
procedures are required. Finally, the results of HIL simulations are more are more
indicative of the real behavior of the system under test with respect to results obtained
with purely virtual simulations.
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In addition, in most testing procedures the human interaction is not included.
However, HIL simulation can be employed to test the human interaction on machines,
allowing to test if machines can be operated easily and comfortably. If the HIL
simulation is extended with visualization screens they can be used to train operators.

Concerning the quality of design, if HIL simulation is embedded in a model based
design process of a plant or component, it can be used already during its early stages.
The HIL simulator will grow with the design of the real plant and can be used to
continuously test their control systems. These tests may reveal problems that would
otherwise have been found at the final phases of a design where the control system
and plant are integrated, leading to a significant increase in the quality of machines
and systems.

The realization of a HIL architecture is subjected to several development conditions.
First, the virtual part must be implemented in a mathematical model which should be
consistent with the physics of the process. Consequently, interdisciplinary skills for
the modeling of complex systems are required (e.g. mechanics, electronics, industrial
automation) as well as computer science knowledge. In addition, a RT hardware on
which is implemented a suitable RTOs is required to execute RT simulations. As the
model has to be compiled and uploaded on the RT hardware, a high efficiency level is
required to meet the RT constraints described in the previous sections. Consequently,
the development of RT model for the virtual part should aim at reaching the best
compromise between accuracy and efficiency. Finally, the hardware architecture has
to manage the I/O for the management of the signals between virtual simulation and
test rig.

Therefore, the general architecture of a HIL system, as shown in Figure 1.3, is
composed by the following parts:

- Software:

• The HMI (Human Machine Interface) allows the user to perform the on-line
management of the testing conditions and the storage of the testing data.

• The RT model defines the virtual part of the complete plant physics, which is
only simulated. Eventually, a RT control system is present.

• The DAC acquisition board performs the communication between the virtual
model and both sensors and actuators respectively through the A/D and D/A
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Figure 1.3: General architecture of a HIL simulation.

modules which are designed to convert an analogical signal to a digital one and
vice versa.

- Hardware:

• The sensors are employed to monitor the state of the test rig.

• The actuators are used to interact with the rig.

• The test rig is the element of the HIL architecture on which the physical
component under test is present.





Chapter 2
Modelling of fluid-thermal systems

This chapter introduces general modelling concepts to build fast and efficient
lumped models of industrial plants which are characterized by the presence of
compressible and/or incompressible fluids. In peculiar, the developed modelling
method is optimized for RT simulation and consequently HIL testing of mechatronic
components. For this reason, the proposed strategy is focused at obtaining the best
trade-off between accuracy of the obtained results and execution efficiency.

Bond-graph modelling techniques are introduced to describe a mono dimensional
flow, in order to approximate the distributed fluid models in high efficiency lumped
ones. In particular, the proposed approach is followed to support fixed step solvers
which are necessary for the further implementation on RT target. In facts, the execution
on RT targets are constrained by the need of a limited execution time to respect
assigned scheduling and timing of tasks (see chapter 1).

Some modelling applications examples are also introduced: the hydraulic and
pneumatic components that are employed in industrial and mechatronics units (for
instance valves, pumps, accumulators).

22



2.1 Modelling approach 23

2.1 Modelling approach

2.1.1 State-of-the-art in fluid dynamics modelling

For RT applications, an efficient and integrated design of thermal-fluid plants
should involve both the prototyping of the models [36], including all the integrated
mechatronic components (e.g. electric and fluid actuators, pumps, valves, sensors)
and the control algorithms [37]. However, this process appears to be poorly followed,
especially in RT applications, in particular for all those components described by
complex mathematical models, such as the Pressure Control Valve (PCV), Temperature
Control Valve (TCV), Main Pressure Control Valve Actuator, Extraction Control Valve
Actuator, Current-to-Pressure Converter (CPC), etc. [38].

Modern lubrication studies (based on Computational Fluid Dynamics techniques,
CFD) assess with a high accuracy level the main components performances. For
example, in bearing performances analyses, 3D CFD simulations are required to
achieve reliable results for highly loaded Thrust Bearings [39], Journal Bearings [40],
TPJBs [41] and dynamically loaded supports [42] (i.e., bearings of connecting rods for
automotive engines). In addition, CFD studies, about particular valves commonly
present in industrial plants [43], can be found. Pneumatic plants are studied with a
high accuracy degree: as well, for instance, boilers [44] or steam plants dynamics [45]
are considered. However, in complex plants the accurate modelling of these systems
results in an high computation times, that is not acceptable for RT simulations.

Conversely, the typical plants components (e.g. valves or hydraulic bearings) and
lubricant supply plants are based on simplified lumped parameter models [46]. At
the same time, in the rotor-dynamic field, bearings are generally regarded as lumped
parameters spring-damper systems [47, 48, 49]. This approach is very efficient but,
usually, not very accurate.

Therefore, the research activity carried out in these years aimed at developing an
accurate lumped parameter model, especially in transient operation, characterized by
an high accuracy level, however with a greater efficiency. In particular, the modelling
technique followed in literature [50, 51, 52, 53, 54, 55, 56, 57, 58] to describe mono-
dimensional, isotropic, incompressible and compressible, viscous and laminar flows is
the so-called Bond-graph approach, which will be briefly described in the following
section 2.1.2. This method, which can be used to better approximate the distributed
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models in terms of high efficiency lumped ones, is optimized for RT simulation and
consequently HIL testing of complex plants.

2.1.2 Bond-graph modelling

The Bond-graph method is a graphical approach to modeling, which provides a
way to understand and mathematically model basic as well as complex fluid systems
that is consistent with other energetic domains (electric, electromechanical, thermal,
mechanical, chemical, etc.).

According to this method, component energy ports are connected by bonds
that specify the transfer of energy among system components belonging to various
energetic domains. Power, the rate of energy transport between components, is the
universal currency of physical systems. The concept of power can be described by
the product between two power variables, effort and flow, that illustrates the energy
transfer in a generic system using power bonds. In particular, a power bond is
symbolized by a half-arrow, whose orientation indicates the direction of power transfer
(Figure 2.1) between two subsystems (the power transfer is positive in the direction of
the arrow).

Figure 2.1: Bond-graph power system.

The Bond-graph representation is similar to the well known block diagrams and
signal-flow graphs, however the arcs in bond-graphs represent bidirectional exchange
of physical energy, while those in block diagrams and signal-flow graphs represent
unidirectional flow of information.

Therefore, one way to consistently partition and connect subsystem models is by
using effort and flow variables to quantify the system interactions. These power-
conjugate variables (i.e., those whose product yields power) can be identified for each
energy domains of interest, as summarized in Table 2.1.

The sections where the subsystems can be interconnected are those through which
the power can flow among the subsystems. These parts are defined as ports and the
physical subsystems realized with one or more doors are called multiport. A system



2.1 Modelling approach 25

Table 2.1: Effort and flow variables in different physical domains.
Domain Effort Flow

Mechanical (translation) Force [N ] Velocity [m/s]

Mechanical (rotation) Torque [Nm] Angular velocity [rad/s]

Electrical Voltage [V ] Current [A]

Hydraulic Pressure [Pa] Volume flow rate [m3/s]

Thermal Temperature [K] Entropy flow rate [W/K]

Chemical Chemical potential [kJ/mol] Mole flow rate [mol/s]

Magnetic Magnetomotive force [AT ] Magnetic flux [Wb]

with a single port is called 1-port, a system with two ports is called 2-ports and so on.
In particular, a 1-port element is connected to the network through a single energy
port and a unique pair of effort and flow variables exists, while a 2-port element is
connected through two energy ports to which correspond two pairs of effort and flow
variables.

This basis assures energetically correct models, and provides a consistent way to
connect system elements together. The graphical nature of bond graphs separates
the system structure from the equations, making bond graphs ideal for visualizing
the essential characteristics of a system. Therefore, the lumped parameter elements
of resistance, capacitance and inertance are interconnected in an energy conserving
way by bonds and junctions resulting in a network structure. Considering the Bond-
graph representation, the derivation of system equations is so systematic that it can be
implemented in algorithms. In facts, the modelling and simulation of physical multi-
domain systems can be carried out through existing software (e.g., Matlab-Simscape,
ENPORT, Modelica [59], Camp-G, SYMBOLS, LMS Amesim, COSMO, LorSim) that
are based on the proposed approach. In particular, considering the activities carried
out during these years, the research focused on the development of efficient thermal
fluid models in Matlab, starting from the Bond-Graph approach.
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2.2 Fluid models description

According to the Bond-graph modelling method described in the previous
section 2.1.2, the fluid is described in terms of mass balance (continuity/mass
conservation, Equation 2.1), momentum balance (Equation 2.2) and and energy
balance (enthalpy balances and more generally expressions derived from the first
principle of thermodynamics, Equation 2.3) based on the 1-D Navier-Stokes equations:

dρ

dt
=

dm
dt
− ρdV

dt

V (t)
; (2.1)

ρ

(
∂vx
∂t

+ vx
∂vx
∂x

)
= −∂p

∂x
− fx + ρgx; (2.2)

dh

dt
= cp

dT

dt
− T

(
∂νs
∂T

)
p

dp

dt
. (2.3)

where the employed variables are the following: t defines the time [s], V is the fluid
volume [m3], ρ is the fluid density [kg/m3], m is the fluid mass [kg], x represents the
longitudinal direction in space [m], vx defines the longitudinal velocity [m/s], p is the
fluid pressure [Pa], fx defines the axial tangential effort [kg/(m2 · s2)], h is the specific
enthalpy [J/kg], cp is the specific heat at constant pressure [kJ/kg ·K], T represents the
temperature [K] and vs defines the specific volume [m3/kg].

In order to reproduce the dynamical behaviour of thermal hydraulic systems, PDEs
(Partial Differential Equations), Equations 2.1,2.2,2.3 are solved. Following the above-
mentioned bond-graph approach [53, 54, 55], the plant model is discretized in lumped
elements where the PDEs (Equations 2.1, 2.2, 2.3) are rewritten in terms of control
volume balances. Therefore, the system can be described by an ODE (Ordinary
Differential Equation) system.

To realize a lumped parameters model of the real plant, different elements have to
be described. This way, the model is characterized by good accuracy, similar to the one
of 3D models, obtaining a high numerical efficiency. Thus, the main elements are:

• Resistive-Inertial (RI) or just Resistive (R): RI-element is a lumped component
where only the momentum balance is implemented, in order to calculate the mass
flow rate ṁ and the enthalpy flow rate H . The control sections, considering inlet
and outlet conditions (temperature T , pressure p and enthalpy h), are calculated
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by an adjacent capacitive element or imposed by an external source (boundary
conditions). If transient terms (time derivative) in Equation 2.2 are neglected,
only dissipative effects are modelled and the corresponding element is called R
or pure resistive element, which is represented in Figure 2.2. Typical resistive
elements are orifices, valves and almost every component in which drag or
inertial effects are dominant while energy and mass exchanges are absent or
negligible.

Figure 2.2: Resistive element.

• Capacitive (C): for the C elements, a lumped volume (or capacity) is described by
energy and mass balances to calculate a local value of temperature T , pressure p
and enthalpy h (assuming inlet and outlet mass flow rates ṁ, and enthalpy flow
rates H as imposed). Moreover, both the thermal and the work exchanges can
be considered introducing in Eq. 2.1, 2.3 the corresponding effects. The input
/ outputs of a typical capacitive element are illustrated in Figure 2.3. Typical
components which can be represented as Capacitive elements are tanks, heat
exchangers, junctions in which is modeled the mixing of different inlet flows and
more general components associated to energy or mass exchanges.

Figure 2.3: Capacitive element.

• Mixed Elements (ME): ME elements are composition of the RI and C elements to
describe different components with particular physical behavior, e.g. boundary
elements, T-connections, etc.

An important feature of this approach consists in the bidirectional variables exchange
among the various blocks in which the network is discretized (see Figure 2.4).

Considering the aforementioned approach a large library of components (e.g.
orifices, valves, actuators, etc..) commonly employed in industrial plants was
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Figure 2.4: Discretized network of R-C elements

developed. Since many elements have been modeled and validated over time,
even complex plants can be assembled. In addition, the high customization of the
components allows to build and simulate the transient dynamics of different plants
according to the specific requirements needed by industrial partners (see Figure 2.5).

Figure 2.5: Example of simulation block, representing a flanged orifice, with corresponding

conventions adopted for data-exchange ports.

Opposed to other known commercial products, the realized models have been
customized in order to ease simulation of complex interactions with digital logic
components and plant controllers including their sensors and measurement systems.
In particular, the proposed approach is optimized for fixed step execution and fast
prototyping of Real Time code both for RT-HIL testing and production purposes as
well.

An additional characteristic of the developed models is robustness, making them
suitable for virtual (simulated) Haz-Op analyses (component failures or off-design
conditions) during the design process [60, 61, 62]. In facts, simulation of failures often
correspond to ill conditioned models, that should be difficult to be treated from a
numerical point of view. Consequently, robustness and stability of the simulation code
represents a mandatory specification.
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Finally, the proposed modelling strategy allows automatic model generation: in
order to reduce errors and delays due to model transcription and data transcription
from technical documentation, the developed Simulink model can be automatically
generated by P&Id schemes, e.g. taken from GE PidXP configuration tool (an
engineering tool/database for the definition and sketch of hydraulic systems). Using
a simple tool internally developed by GE, the user is able to automatically extract a
network topology from a P&Id scheme of the industrial system, where each component
is associated to the corresponding database of properties and technical information
and allows the automatic generation of the developed model simply using remote
construction instructions. The topology of the automatically generated model is very
similar to the P&Id scheme since there is 1:1 correspondence among P&Id symbols and
library models. The relative positions of components are also reproduced to define an
intuitive approach. It is important to notice that since the model is built in Matlab-
Simulink, further customization and modifications are still possible, considering that
most of the parameters are masked, and the blocks are accessible as standard masked
subsystem. If a failure analysis is required, the failure list is automatically created
starting from the elements present in the plant topology, where each component
has several failure modes depending on the element characteristics (e.g. the three-
way valve (TCV) can failure remaining open both in the hot side and in the cold
one). The work-flow corresponding to the automatic model generation from PidXP
is schematized in Figure 2.6.

It is interesting to notice that the software is designed with a modular approach,
and so an expert user may directly drop, block to produce its own heavily customized
code for simulation; on the other hand, standard analysis can be eventually performed
by intermediate and entry level users following the automated-guided process, which
strongly reduces the risk of human errors and can assure safety and repeatability of
both failure analyses and RT simulations.

To summarize, the main modelling characteristics of the proposed approach are
resumed in Figure 2.7.
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Figure 2.6: Typical workflow from P&Id scheme to the corresponding Matlab model.

2.2.1 Resistive components modelling

The resistive element is modelled starting from the equation of motion ( momentum
conservation) 2.4 generalized for the three-dimensional case:

ρ

(
∂vx
∂t

+ vx
∂vx
∂x

+ vx
∂vx
∂y

+ vx
∂vx
∂z

)
= −∂p

∂x

(
∂τxx
∂x

+
∂τyx
∂y

+
∂τzx
∂z

)
+ ρgx. (2.4)

In the mono-dimensional case the Equation 2.4 can be simplified in the form shown
in Equation 2.2.

Moreover, as visible in Figure 2.8, considering an uniform flow rate in a pipe with
a constant section A, length l, inclined of an angle θ with respect to the ground, the
momentum balance, shown in Equation 2.2, should be written as in Equation 2.5,
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Figure 2.7: Main characteristics of the proposed modelling approach.

where V̇ is the volumetric flow rate [m3/s] assumed to be homogenous along the pipe

ρl
dV̇

dt
= (pin − pout)A− ξ (Re)

ρ
∣∣∣V̇ ∣∣∣ V̇
2A

− ρgsin (θ)Al; (2.5)

The ξ term represents the viscous friction factor which is calculated as a function of
Reynolds number Re. In the form described by Equation 2.5, the volumetric flow rate
can be calculated by means of the integration layout schematized in Figure 2.8.

Figure 2.8: Sketch of a general RI element.

However, in several examples, the contribution of the time derivative terms are
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negligible, then, the Equation 2.5 can be written in a simpler form (shown in Equation
2.6), that can be solved without any additional integrator block. That case the element
is simply called R (or pure resistive) and corresponds to a simpler implementation.

(pin − pout)A− ξ (Re)
ρ
∣∣∣V̇ ∣∣∣ V̇
2A

− ρgsin (θ)Al − ρldV̇
dt

= 0⇒ V̇ = f (pin − pout) ; (2.6)

The mass flow rate ṁ is directly calculated from the volumetric flow rate V̇ and
the density value ρ in the inlet section. In addition, considering the iso-enthalpy
hypothesis of the flow, the enthalpy flow rate H is computed starting from the specific
enthalpy h

ṁ = ρV̇ ,

H = hṁ.
(2.7)

The use of the R and the RI components allows the simulation of different
components such as distributed or lumped pipe losses, orifices and valves, which can
be defined through a variable area (flow coefficient). The controlled R components
consist in a R systems which have the controller algorithm implemented using the
Matlab blocks.

It is worth to note the possibility to model hydraulic actuators (such as pumps and
motors) using a customized version of Equation 2.6, where V̇ is directly calculated to
model actuator behaviour: i.e. a centrifugal pump is described in terms of load φ and
flow ϕ coefficients. Hence, the Equation 2.8 should be adopted

V̇ = f (pin, pout, n) = f (φ, ϕ, n) ;

φ (ϕ) = V̇
ncφ
, ϕ = pin−pout

n2cϕ
.

(2.8)

where n defines the rotation speed and cφ, cϕ are characteristics coefficients.

Enthalpy exchanges introduced by the hydraulic actuators have to be evaluated for
the calculation of the proper enthalpy flow rate; indeed, the specific enthalpy h in
the outlet section has to be coherently recomputed taking into account the exchanged
mechanical work calculated in Equation 2.3. Even considering the hydraulic power
Wh and the efficiency of the pump η(φ, ϕ), it is possible to compute the mechanical
power Wm and the required torque Tres. As consequence, also a pump or an
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actuator/motor should be modelled as a customized resistive block. For instance,
an asynchronous motor can be efficiently modelled considering a known-tabulated
speed-torque response Tm while a filtering transfer function should be introduced to
model inertial and viscous friction mechanical loads

Tm (n)− Tres = Jm
dn

dt
+ fn⇒ n =

Te (n)− Tm
Jms+ f

; (2.9)

where Jm is the motor inertia and f defines the friction factor.

2.2.2 Capacitive components modelling

The mass conservation in Equation 2.1 can be applied to a control volume
represented in Figure 2.9 to determine the density ρ, and consequently, knowing the
properties of the modelled fluid, is possible to calculate the pressure derivative from
the following Equation

dp

dt
= β

[
1

ρ

dρ

dt
+ α

dT

dt

]
= β

[
− 1

vs

dvs
dt

+ α
dT

dt

]
; (2.10)

where α and β are defined as follows

α = −1
ρ

(
∂ρ
∂T

)
p

= 1
vs

(
∂vs
∂T

)
p

;

β = ρ

( ∂ρ∂p)T
= 1

vs( ∂ρ∂p)T
= −vs

( ∂vs∂p )
T

.
(2.11)

In Equation 2.11 appears the α coefficient that takes into account the thermal
dilatation of the fluid.

Temperature derivative is calculated from enthalpy balance shown in Equation 2.3,
which is written in the simplified form in Equation 2.12

dT

dt
=
Hin −Hout − ρdV/dth+Qt + L

V cp
vs +

1

cp
T

(
∂vs
∂T

)
p

dp

dt
; (2.12)

Therefore, both pressure and temperature profiles are homogenous in the control
volume. They can be calculated integrating 2.10, 2.12 according to the simplified
scheme in Figure 2.9.

The exchanges between the capacitive element and the external environment are
allowed both by the Qt (heat exchanged, i.e. the heat flow due to the non-adiabatic
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Figure 2.9: Control volume considered for mass and enthalpy balance of a general C element.

capacitive) and by the external work L (i.e. the mechanical work of an hydraulic
actuator). The change of the volume capacity V , due to the wall flexibility, is
modelled through a wall function V (p). V (p) calculates the internal volume derivative
considering the internal pressure coupled with the external mechanical impedance.
Therefore, the effect of a generic real pipe wall with an elastic behaviour is modelled,
or alternatively (customizing the V (p) function), a simple effect actuator coupled with
a mechanical impedance can be modelled.

Also a variable volume or pressurized tanks is modelled as particular case of
capacitive elements by properly modelling the V (p) function. It is also interesting to
notice that the heat exchange phenomena are modelled through capacitive blocks.
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2.3 Modelling of lumped and distributed losses

2.3.1 Lumped losses

These sub-models do not have a friction factor expressed as a function of the total
length. These components evaluate the local pressure drop, considering their local
geometry. Such local geometries induce a sudden change in the speed and direction of
flow. The flow coefficient Cv is deducted from the total friction factor ζ

Cv =
1√
ζ

; (2.13)

The total friction factor is obtained from specific tables and graphs available in
literature [63], [64], [65].

2.3.2 Distributed losses

The pressure losses along a straight tube having a constant section of passage are
represented by the total friction factor ζ

ζ =
fl

Dh

; (2.14)

where f is the friction factor of a pipe sketch having relative length unit l/d = 1, l is
the length of the pipe andDh defines the hydraulic diameter or equivalent (it is defined
as the diameter of the circular cross section conduit and, more generally, consists in the
ratio between four times the section area and the perimeter).

The flow coefficient Cv is still deducted from Equation 2.13.

In straight pipes, the resistance to motion of a liquid or a gas in laminar motion
conditions is due to internal friction forces. This is possible when a layer of liquid
or gas has a relative motion comparable with another. These viscous forces are
proportional to the flow velocity. Hence, the friction factor depends from the Reynolds
Number Re.

When the Re increases, the inertial forces (which are proportional to the square of
the speed) tend to dominate. The flow becomes turbulent since there is a significant
increase of the resistance to movement. Part of this increase is due to the roughness
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of the wall surface, in facts the ducts surfaces are never perfectly smooth, since they
present protrusions and recesses with respect to the ideal surface.

In addition, the average value of the protrusions δ is added to the variables
that determine the geometric similarity; hence, the friction factor is function of two
dimensionless numbers: the Re and the relative roughness. The relative roughness is
calculated as the average of all the protrusions (i.e. the absolute roughness) in the inner
diameter of the tube, as seen in the Figure 2.10

Figure 2.10: Roughness of the wall surface in straight pipes.

Hence, the relative roughness rr is expressed as follows

rr =
ar

Dh

. (2.15)

Regards the calculating method of the friction factor f , it uses the dependence to
f from Reynolds number Re and the relative roughness rr, through the Colebrook
iterative formula

1√
f

= −2log

(
rr

3.7
+

2.51

Re
√
f

)
. (2.16)

Since the Equation 2.16 is iterative (respect to f ), one of its approximations will be
used, the Haaland equation 2.17, so to obtain immediately the value of the friction
factor:

1√
f

= −1.8log

(( rr
3.7

)1.11
+

6.9

Re

)
. (2.17)

Finally, the Figure 2.11 highlights the evolution of f in function of the dimensionless
coefficients.
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Figure 2.11: Moody diagram.

As can be observed, for the laminar flow the value of f is simply given by f =

64/Re, regardless of the relative roughness. Then, a measurement uncertainty zone,
corresponding to the transition between laminar and turbulent flow follows. Finally,
for the turbulent flow, the relationship between f and Re also depends on the relative
roughness with laws more complex not obtainable through theoretical treatises, where
f declines with increasing to Re up to a limit value, above which the friction factor is
constant.
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2.4 Fluid properties

One of the aims of the proposed modelling approach is to simulate the thermal,
flow rate and pressure transients of a complex plant, considering off-design conditions,
which are often associated to pressure-temperature working ranges where the
fundamental properties of the fluids such as viscosity and density could change in
an appreciable way. Therefore, the real behaviour of the fluid has been modelled,
considering the physical variables as polynomial functions of fluid pressure and
temperature and extrapolating the fluid properties respect to reference conditions of
pressure pref and temperature Tref .

The main advantages of the proposed approach are the simplicity of the equations,
obtained using Taylor series in the linearization process, and the possibility to describe
in a closed form the partial derivative of pressure and temperature (which are more
suitable from a computational point of view).

In the following paragraphs, the way in which the main physical variables are
modelled is described, respectively, for incompressible and compressible fluids.

2.4.1 Incompressible fluids

The main physical variables employed to describe an incompressible fluid are
specific volume, absolute viscosity, specific heat coefficient, thermal conductivity:

Specific volume vs - It is interpolated with a 2nd order polynomial law

vs = 1
ρ

= vs0
[
1 + ap1 (p− pref ) + ap2 (p− pref )2 +

+at1 (T − Tref ) + at2 (T − Tref )2 + apt (P − Pref ) (T − Tref )
]

;
(2.18)

where vs0 defines the reference value of vs and ap1, ap2, at1, at2, apt are the
coefficients of the polynomial law.

Absolute viscosity µ - It is approximated by an exponential law whose exponent is
interpolated with a 2nd order polynomial law

µ = µ010ψ, ψ = bp1 (p− pref ) + bt1 (T − Tref ) + bt2 (T − Tref )2 ; (2.19)

where µ0 defines the reference value of µ and bt1, bt1, bt1, bt2 are the coefficients of the
polynomial law.
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Specific heat coefficient ch - It is interpolated with a 2nd order polynomial law

ch = ch0
[
1 + cp1 (p− pref ) + ct1 (T − Tref ) + ct2 (T − Tref )2 + cpt (p− pref ) (T − Tref )

]
;

(2.20)
where ch0 defines the reference value of ch and cp1, ct1, ct2, apt are the coefficients of
the polynomial law.

Thermal Conductivity λ - Sensitivity against pressure is neglected

λp = λp0
[
1 + dt1 (T − Tref ) + dt2 (T − Tref )2

]
; (2.21)

where λp0 defines the reference value of λp and dp1, dp2, dt1, dt2, dpt are the coefficients
of the polynomial law.

2.4.2 Compressible fluids

A compressible fluid can be modelled according to the following gas equation

P = ρRT ; (2.22)

where R is a constant which is different for each gas and its value can be
approximated from 2.22 considering the standard conditions of density ρ0, pressure
p0 and temperature T0

R = ρ0 (p0T0) ; (2.23)

Therefore, density ρ (and obviously specific volume) can be computed according
to Equation 2.22. Concerning the other physical variables, their calculation is very
similar with respect to the incompressible fluids. In particular, the absolute viscosity
µ and thermal conductivity λ are calculated according to Equation 2.19, 2.21 shown in
the previous paragraph 2.4.1.

The gas compressibility is expressed by the following Equation

β =
ρ∂p

∂ρ
. (2.24)
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where β indicates the Bulk modulus.

The specific heat at constant pressure cp is interpolated with a 2nd order polynomial
law as a function of pressure

cp = ep0
[
1 + et1 (T − Tref ) + et2 (T − Tref )2

]
; (2.25)

where ep0 defines the reference value of cp and et1, et2 are the coefficients of the
polynomial law. Finally, the link between specific heat at constant pressure cp and
specific heat at constant volume cv has been modelled

cv = cp −R, γ =
cp
cv

; (2.26)

where γ represents the specific heats ratio.



2.5 Modelling examples 41

2.5 Modelling examples

In this section several fluid plant components, belonging to a dedicated library
developed during the research activity for an industrial partner, are presented to better
clarify the proposed appraoch.

2.5.1 Hydraulic Orifice

This Resistive element models a generic uncontrolled hydraulic orifice, whose
layout, as visible in the developed library, is shown in Figure 2.12.

Figure 2.12: Layout of the hydraulic orifice element.

The inputs of this model are represented by the temperatures Tin, Tout, pressures
pin, pout and enthalpies hin, hout that are calculated by the inlet and outlet adjacent
capacitive elements, while the outputs are defined by the mass flow rate ṁ and
enthalpy flow rate H . In particular, the mass flow rate ṁ and enthalpy flow rate H
are equal in module but have opposite sign between input and output.

The algebraic Equation describing the component behaviour in terms pf volumetric
flow rate V̇ , neglecting the inertial effects, is the following:

V̇ =
V̇nom√
∆pnom

∆p = CvA

√
2∆p

ρ
; (2.27)

where A represents the orifice section and V̇nom is the nominal volumetric flow rate.
The flow coefficient Cv is used to include the losses due to friction and the local kinetic
energy losses. Generally, it may be introduced, for example, to consider friction losses
in pipes, or local resistances due to geometric or directional flow changes of the pipes.

The corresponding mass flow rate ṁ and enthalpy flow rate H can be computed
according to Equations 2.7.
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2.5.2 Pneumatic Orifice

This Resistive element models a generic uncontrolled pneumatic orifice, whose
layout is shown in Figure 2.13.

Figure 2.13: Layout of the pneumatic orifice element.

The kinetic energy of the upstream flow is denied. The mass flow rate of the
compressible flow passing through the orifice is defined as a function of input pressure
and temperature according to the following formula

ṁ = CvCmA
pin√
Tin

; (2.28)

where A represents the orifice section, Cv defines the flow coefficient and Cm is an
additional coefficient employed to distinguish between supersonic and subsonic flow
conditions:

• Sonic condition (pout/pin > pccr):

Cm =

√
2γ√

R (γ − 1)

√(
pout
pin

)2/γ

−
(
pout
pin

)(γ+1)/γ

. (2.29)

• Subsonic condition (pout/pin > pccr):

Cm =

√
2γ√

R (γ − 1)
pcr. (2.30)

In particular, critical pressure pccr is defined as follows

pccr =

(
2

γ + 1

)1/(γ−1)

. (2.31)
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2.5.3 Heat exchanger

The element shown in Figure 2.14 represents a generic heat exchanger where the
exchanged thermal power depends from the difference between external and actual
component temperatures. The cooler element is realized in a capacitive element
between two orifices, constituting an R-C-R chain; therefore, it is externally “seen”
as a Resistive element. To this end, this block is associated with drop losses and a
certain flow. In addition, the volume associated to the cooler is defined according to
the corresponding length and section.

Figure 2.14: Layout of the heat exchanger element.

As for the orifice element, the inputs of this model are represented by the
temperatures Tin, Tout, pressures pin, pout and enthalpies hin, hout that are calculated
by the inlet and outlet adjacent capacitive elements, while the outputs are defined by
the mass flow rate ṁ and enthalpy flow rate H . In particular, the mass flow rate ṁ and
enthalpy flow rate H are equal in module but have opposite sign between input and
output.

The R orifice Equations have already been illustrated in the previous paragraph 2.5.1
while, concerning the C tank dynamics, pressure, temperature and specific enthalpy
can be computed as respectively shown in Equations 2.10, 2.12 and 2.3.

The heat exchanged with the external environment is computed using the
convection formula

Q = hcA (Tenv − T ) ; (2.32)

where Tenv and T are respectively external and actual component temperatures, hc
is the convection coefficient and A is the exchange surface.
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2.5.4 Gas-charged accumulator element

This block (in Figure 2.15)describes the dynamics of a thermal-fluid accumulator in
which a separated volume contains a pressurized gas. This element is determined by
an orifice (Resistive) which is included between the Capacitive tank, and the piping of
the fluid circuit. Therefore, this block is an R-C element connected to the network from
the R side.

Figure 2.15: layout of the gas-charged accumulator.

Again, the R orifice Equations have already been illustrated in paragraph 2.5.1
while, concerning the C tank dynamics, pressure, temperature and specific enthalpy
can be computed as respectively shown in Equations 2.10, 2.12 and 2.3.The inputs of
this model are represented by the temperature T , pressure p and enthalpy h that are
calculated by the adjacent element of the circuit whose the tank is connected, while the
outputs are defined by the mass flow rate ṁ and enthalpy flow rate H .

The gas contained in the accumulator follows the law of polytropic gases:

pV γ = const.; (2.33)

where the constant is defined by the precharge pressure pprec and accumulator
volume. It is assumed that the hydraulic fluid inside the accumulator has the same
pressure of the gas.

For the interaction between compressible and incompressible fluids
the accumulator is considered as a hydraulic piston with two separate chambers in
which the volume variations of a chamber influences the volume of the other one

pprecV
γ = pinitV

γ
gas ⇒ Vgas = Vgas γ

√
pprec
pinit

; (2.34)

and therefore the equivalent piston run rp can be expressed through the following
formula

rp = VgasA. (2.35)
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In particular, the gas volume Vgas is calculated according to Equation 2.36

Vgas =

[
V − V

(
pprec
pinit

) 1
γ

]
+ A

∫
(ṙp) dt; (2.36)

while the equivalent piston run is computed as follows

rp = JpA

∫
[pgas − p] dt = JpA

∫ [
(pprecV

γ)

V γ
gas

− p
]
dt. (2.37)

where Jp defines the piston inertia.





Chapter 3
RT control of auxiliary lubrication
systems

In the Oil & Gas industry, the testing of auxiliary lubrication plants represents an
important preliminary activity before the whole turbo-machinery train (including the
auxiliary lubrication plant) can be put in operation. Therefore, the employment of
both efficient and accurate plant models becomes mandatory to synthesize satisfactory
control strategies both for testing and normal operation purposes. For this reason, this
chapter focuses on the development of an efficient RT model and control architecture to
describe and regulate auxiliary lubrication plants. In particular, according to the Bond-
Graph modelling strategy introduced in the previous chapter 2, an efficient lumped
parameter model of the lube oil unit has been developed to properly optimize the
description of such system.

The code (developed through Matlab-Simulink software), which is implemented
for a fixed, discrete step solver, has been compiled and uploaded on a commercial RT
platform (MicroAutoBoxII produced by dSpace R©), employed to control the Pressure
Control Valve (PCV) of the physical plant, for which a new controller has been
developed.

The modelling approach and the control strategy have been developed in
collaboration with GE Nuovo Pignone S.p.a. while the experimental data were
acquired in a plant located in Ptuj (Slovenia).

47
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3.1 Introduction to the test-case

A growing interest in the auxiliary lubrication systems employed in the Oil & Gas
plants has been noticed in the last few years, because they can significantly affect
the turbo-machines operation. In particular, lubrication units are fundamental in
the hydrodynamic bearings lubrication [66, 67], which are mandatory to sustain the
rotating machines and to avoid potential instability phenomena, as shown by Genta
[47, 48]. Furthermore, these plants are very important not only in classical rotor-
dynamic and fluid-dynamic fields, but also from an automation point of view [68],
because bearings pressure must be controlled within a certain operating range to
ensure a reliable plant operation.

For RT applications, an efficient and integrated design of turbo-machinery auxiliary
lubrication plants should involve both the physical models [36], including all the
integrated mechatronic components (e.g. electric and fluid actuators, pumps, valves,
sensors etc.) and the control algorithms [37]. However, such model-based approach
appears to be poorly followed, especially in RT applications, in particular for all those
components described by complex mathematical models, such as the Pressure Control
Valve (PCV), Temperature Control Valve (TCV), Main Pressure Control Valve Actuator,
Extraction Control Valve Actuator, Current-to-Pressure Converter (CPC), etc. [38].

Usually, the typical plants components (e.g. valves or hydraulic bearings) of
lubricant supply plants are based on simplified lumped parameter models[46],
especially in RT applications and, consequently, very simple and non-optimized
controllers are implemented. At the same time, in the rotor-dynamic field, bearings
are generally regarded as lumped parameters spring-damper systems [47, 48, 49]. This
approach is very efficient but, obviously, not very accurate.

On the other hand, modern lubrication studies (based on Computational Fluid
Dynamics techniques, CFD) assess with a high accuracy level the main components
performances. For example, in bearing performances analyses, 3D CFD analyses are
required to achieve reliable results for highly loaded Thrust Bearings [39], Journal
Bearings [40], TPJBs [41] and dynamically loaded supports [42] (i.e., bearings of
connecting rods for automotive engines). In addition, CFD studies, about particular
valves commonly present in industrial plants [43], can be found. Pneumatic plants are
studied with a high accuracy degree: as well, for instance, boilers [44] or steam plants
dynamics [45] are considered.
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However, in complex plants the accurate modelling and the subsequent
employment of model-based control techniques of these systems results in an high
computation times, that is not acceptable for RT simulations. In addition, both
efficient and accurate models usually focus on the modelling of components or
plants behaviour, neglecting the development of proper control systems (for instance
automatic synthesis instruments or control optimization procedures appear to be
generally neglected [69, 70]).

Continuous development of technologies for the fast prototyping of RT code has
really contributed to speed up the diffusion of complex HIL testing techniques, able
to support complex models of plant components and advanced control systems. For
instance, HIL approach is usually applied in the automotive area [20, 29, 21], and
it could be widely employed in the rotor-dynamics or energy fields. To this aim,
as shown in chapter 2, a Matlab-Simulink library was developed for the integrated
simulation of thermal hydraulic plants, such as the auxiliary lubrication circuits.

Therefore, both a model-based approach for the simulation of a complete auxiliary
lubrication plant and a PID control optimization approach based on the flexible
simplex technique for the control of the plant have been carried out. More in
detail, an accurate lumped parameter model was developed, especially in transient
operation, characterized by an high accuracy level, however with a greater efficiency,
hence optimizing the trade-off between results accuracy and execution efficiency. In
particular, the bond-graph approach was adopted 2.1.2, to describe mono-dimensional
flows and to better approximate the 1D distributed models through high efficiency
lumped ones, optimized for RT simulation and consequently HIL testing of the
plant. Concerning the plant control, the main problem highlighted by the industrial
partner, GE Nuovo Pignone, was the improvement of the Pressure Control Valve
(PCV) regulator performances and, consequently, of the plant pressure and of PCV
actuator behaviour. To this end, an innovative model-based methodology is proposed,
including both identification and control optimization techniques (based on flexible
simplex strategies [71, 72, 73].

Starting from the real data of the plant, provided by the industrial partner, using
the proposed approach, the new dynamic plant model was implemented by means of
the aforementioned approach (described in chapter 2), characterizing each component
through the real characteristics.

In the second phase, the transfer function of the PCV actuator has been
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obtained through classical identification techniques [74] consisting in a non-parametric
identification based on step response tests. According to this actuator transfer function,
which is based on experimental data, the real behaviour of the PCV is properly
considered in the simulation of the auxiliary lubrication plant.

In the third phase, an innovative optimization strategy based on flexible simplex
strategies for the PCV regulator, with improved accuracy and performance stability,
has been developed and tested in the full plant model.

Finally, the performances of the developed PCV regulator have been validated
tested through the comparison with the real plant data, using the new PCV regulator
directly on the real plant.

To reach these goals, both a suitable electronic cabinet equipped of a RT platform
(MicroAutoBoxII produced by dSPACE R©), on which new models can be implemented,
and the corresponding RT code of the controller are developed, implemented and
successfully tested on the field. Finally, according to the internal GE Nuovo Pignone
testing procedure, the whole auxiliary lubrication plant has been tested under real
operative conditions with the proposed controller.

The whole model approach and the control strategy have been developed and
validated in collaboration with Ge Nuovo Pignone S.p.a. which provided the required
technical and experimental data [75] needed for the strategy validation. The data are
referred to a suitable testing system built at the testing center located in Ptuj (Slovenia).
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3.2 Plant description

The lube oil console consists of three pumps: main volumetric pump, auxiliary
centrifugal pump (actuated by two asynchronous motors) and emergency centrifugal
pump (controlled by a DC motor). A pressure safety valve has been inserted
downstream the volumetric pump to limit the plant pressure and then fix the flow rate
supplied by the main pump. Then, an orifice is installed, which simulates the usual
pressure drop of a cooler and is applied in parallel with the emergency pump; these
pipes are connected through a 3-way valve. Beyond this valve, a filtering stage and a
Pressure Control Valve (PCV) are installed. The PCV is a regulated pressure control
valve for the regulation of the downstream pressure, with a bypass branch placed in
parallel (in the following section the PCV control will be described in detail). Finally,
two orifices in parallel are placed after the PCV to simulate the oil flow through the
bearings and the hydraulic bleed of the gear box. Additional orifices, check-valves
and bypass valve are added to the plant to simulate other known lumped losses or
failures.

The fluid which flows through the plant is a mono-dimensional, isotropic,
incompressible, viscous and laminar flow of a Newtonian lubricant called ISO VG 32,
given by GE Nuovo Pignone S.p.a.. This mineral oil is characterized by a kinematic
viscosity µ in a range between 28.8 and 35.3 mm2/s at 40 ◦C.

3.2.1 General architecture of the auxiliary plant model

The model, which was built in Matlab software, has been discretized according to
the procedure shown in chapter 2. In particular, the resulting architecture is depicted
in Figure 3.2.

The main sub-models that are employed to describe the dynamics of the auxiliary
plant are the following:

• Main, Auxiliary and Emergency pumps (R elements): These elements are
complex resistive blocks in which, as shown in section 2.2.1, are included the
main equations of electric drives (AC and DC motors). The outputs of this kind
of sub-models are determined by the mass flow rate ṁ and the enthalpy flow
rate H , while the inputs are upstream and downstream temperatures Tin, Tout,
pressure pin, pout and enthalpy hin, hout.
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Figure 3.1: Real plant and functional scheme of the lubrication testing system in Ptuj (SLO).

• Hydraulic pipes (C elements): The pipe element models the capacitive effects
present in a fluid circuit. Since it is a fully capacitive element, it does not calculate
the distributed load losses. Consequently, it can be used when it is assumed that
the piping lengths are small enough, thus the corresponding losses of the real
plant can be negligible. Finally, heat exchange with the external environment
is neglected to reduce the computational load of the whole model. Each pipe
receives as inputs the mass flow rates ṁin, ṁout and enthalpy flow rates Hin,
Hout from adjacent resistive blocks (valves, filters, pumps, orifices...) while
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Figure 3.2: Simplified architecture scheme of the studied auxiliary plant with corresponding

discretization in capacitive (C green capital letters) and resistive (R red capital letters).

dynamically computes pressure P , temperature T and specific enthalpy h.

• Valves, orifices, filters (R elements): This kind of elements model lumped load
losses in fluid plants. According to chapter 2, the outputs are defined by the
mass flow rate ṁ and the enthalpy flow rate H , while the inputs of these model
are represented by upstream and downstream temperatures Tin, Tout, pressure
Pin, Pout and enthalpy hin, hout.

Thus, the Matlab-Simulink layout of the complete model is shown in Figure 3.3.

3.2.2 Model of the auxiliary and emergency pumps

The auxiliary and emergency pumps are centrifugal pumps, which are peculiar
Resistive components. The model inputs are represented by the inlet/outlet pressure
pin, pout, temperature Tin, Tout and enthalpy hin, hout, while the computed outputs are
the mass flow rate ṁ and enthalpy flow rate H exchanged with the adjacent capacitive
components. In addition, since it is driven by an electric motor, the pump model
receives the angular speed n and provides the volumetric flow rate V̇ and the resistant
torque Tres.
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Figure 3.3: Matlab-Simulink layout of the auxiliary lubrication plant.

Generally the centrifugal pump is characterized by two fundamental curves:

• The flow rate-prevalence curve.

• The power-flow rate curve.

The first characteristic curve is employed to compute the volumetric flow rate V̇ .
The pump flow rate-prevalence curve is plotted experimentally for points, at constant
speed, by plotting in the x-axis the prevalence ∆p/(ρg) and in the y-axis the flow rate
V̇ in a system of orthogonal Cartesian axes. The prevalence decreases with increasing
flow rate (and vice-versa). Consequently, when the flow rate is zero, the prevalence
reaches the maximum value.

The second characteristic curve is utilized to calculate the developed power. The
power W is the product of the flow rate V̇ , by the prevalence ∆p and the density of the
fluid ρ

W = ρV̇
∆p

ρg
= V̇

∆p

g
. (3.1)
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The pump power-flow rate curve is plotted experimentally for points, at constant
speed, by plotting in the x-axis the flow rate V̇ and in the y-axis the power W in a
system of orthogonal Cartesian axes. Therefore, the power increases as the volumetric
flow rate grows.

In order to eliminate the rotational speed dependence in the proposed model, both
curves were rendered dimensionless. Hence, the prevalence dimensionless coefficient
χ is given by the ratio of the prevalence itself and the square of the rotational speed;
the flow rate dimensionless coefficient φ is given by the ratio of the flow rate and the
rotational speed; finally, the power coefficient PW is calculated through the ratio of
the power and the cube of the rotational speed. The dimensionless characteristics are
plotted in Figure 3.4.

Figure 3.4: Dimensionless characteristics: (a) flow rate-prevalence (φ-χ) and (b) power-flow

rate (PW -φ).

The dimensionless characteristic power-flow rate, as shown in Figure 3.4 (b), also
depends from temperature. Consequently, the inputs of the second curve are both the
dimensionless flow rate φ and the temperature T .

Even if, in the developed architecture, the resistive components have an isenthalpic
behaviour, due to the pump efficiency losses, the outlet enthalpy flow rate must be
calculated as visible in the following formula

Hout = ṁout [hin + V (pout − patm)] . (3.2)
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3.2.3 Model of the AC motor

This element, whose model is strictly coupled with the centrifugal pump one,
represents a simplified model of an asynchronous electric motor, whose electrical and
inertial characteristics are statically defined by means of a Matlab script file.

First, the synchronous velocity ns is computed as follows

ns = n
60

2π

100

Nref

; (3.3)

where Nref represents the motor nominal speed. The ratio between motor torque
Tm and nominal torque value Tnom is given by the formula

Tm
Tnom

=
n

ns
; (3.4)

where a known-tabulated speed-torque response Tm is implemented.

The resisting torque is calculated from the developed power Wm and angular
velocity n

Tres =
Wm

n
. (3.5)

Finally, the angular velocity n is computed through Equation 3.6, in which a filtering
transfer function has been introduced to model inertial and viscous friction mechanical
loads

Jmṅ = Tm − Tres − fn⇒ n =
Te (n)− Tm
Jms+ f

; (3.6)

where Jm is the motor inertia and f defines the friction factor.

3.2.4 Model of the main pump

The main pump is a volumetric pump, which is a peculiar Resistive component.
The model inputs are represented by the inlet/outlet pressure pin, pout, temperature
Tin, Tout and enthalpy hin, hout, while the computed outputs are the mass flow rate
ṁ and enthalpy flow rate H exchanged with the adjacent capacitive components. In
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addition, since it is driven by an electric motor, the pump model receives the angular
speed n and provides the resistant torque Tres.

Other important parameters that the determine the component operation are the
displacement c, volumetric efficiency ηv and mechanical efficiency ηm. The flow losses
are obtained from the angular speed of the shaft n, from the displacement c and from
the inlet pressure pin. The mass flow rate through the pump ṁ and the enthalpy flow
H are calculated from the temperature Tin and the pressure input pin. In particular, the
equations that describe the behavior of the component and that allow to find the mass
flow and the enthalpy flow are

ṁ = nρcηv; (3.7)

H = ṁhinTresn; (3.8)

where the resistant torque Tres is calculated through the following formula

Tres = c (pin − pout)
ηv
ηm

; (3.9)

3.2.5 Model of the DC motor

This element, whose model is strictly coupled with the volumetric pump model,
represents a very simplified model of a generic DC electric motor in which the angular
velocity n varies linearly with respect to the resistant torque Tres. To completely
define its behavior the free angular velocity (without resistive load) n0 and the angular
velocity ng obtained at a generic value of torque Tg have to be provided.

The input is represented by the resistant torque Tres of the connected volumetric
pump while the output is the angular velocity n. Consequently, the equations that
describe the behavior of the component in terms of angular velocity is the following:

n = n0 +
ng − n0

Tg
Tres; (3.10)
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3.2.6 Model of the plant pipes

The basic pipe element models the effect of capacities present in a circuit. In
particular, several simplifying assumptions are considered:

• It does not model heat exchanges between piping and external environment;

• Distributed load losses are neglected, therefore it can be used when the lengths
are small enough to be regarded negligible.

The Equations associated with this component, respectively 2.10, 2.12 and 2.3,
allow to compute pressure, temperature and enthalpy variations in the piping section.
Therefore, it can be considered as a simple C component.

However, a more complex version of the piping model was developed to include the
gravitational effect: the effect of the piezometric altitude on the fluid inside the pipe.
This characteristic is quite useful to simulate particular plant geometries (for instance,
the bearings load may be situated at a different altitude from the auxiliary plant).
This way, the more complex component results in a composition of three elements:
Capacitive-Resistive-Capacitive. This way, a central resistive element allows to model
the hydraulic losses and the gravitational effect on the pipe, which, externally, is still
“seen” as a C element. Therefore, the distrubuted losses are computed considering the
equations expressed in section 2.3.2.

3.2.7 Model of the orifices and filters

The model employed to describe the orifice has already been described in paragraph
2.5.1.

Concerning the filter, this element follows the approach of resistive elements 2.2.1.
The mass flow rate is computed depending on the type of regime:

• Laminar regime:

ṁ = ρV̇

√
∆p

∆pnom
. (3.11)
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• Turbulent regime:

ṁ = ρV̇
∆p

∆pnom
. (3.12)

Moreover, the component model allows to simulate the filter failure which is simply
obtained by a different initialization of the nominal drop ∆pnom. In facts, from a
physical point of view, it represents a major pressure drop associated to this component
which is due to a partial filling (e.g. caused by dirt in the filter).

3.2.8 Model of the check-valves

This Resistive component allows to simulate the behavior of a check valve which
has a spring with linear characteristic. It incorporates a 1st order dynamic element
whose working frequency reaches about 10-15 Hz. In addition it is supposed adiabatic,
since all the energy dissipated by the check valve is transferred to the fluid.

The pressure drop for this component is evaluated as follows

∆p = pin − pout − pcr; (3.13)

where pcr defines the pressure value which has to be exceeded in order to allow
the fluid flow through the element. In particular, the mass flow rate through the
component is computed according to the following Equations

• If ∆p > 0:

ṁ = ρ(max{Tin, Tout})f(∆p). (3.14)

• If ∆p < 0:

ṁ = 0. (3.15)

where ρ represents the fluid density and f(∆p) defines a the valve characteristic
which depends from the pressure drop of the valve.
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3.2.9 Model of the T-junctions

This element allows to model a “T” shaped junction, also modelling the
concentrated losses arising within this three-way connection. Therefore, this element
models a Resistive block.

The nominal flow V̇nom defines the nominal flow calculated with respect to which
the pressure drop associated with the block; moreover, the ratio between the major and
the minor diameters is employed to increase the pressure loss generated by the further
narrowing of the piping section.

The direction of the fluid flow is determined by the pressure at the three terminals
so that the balance among them should be maintained. In particular, this element
implements two orifices. Each one of these orifices computes its own mass flow rate
(ṁin1, ṁin2) and enthalpy flow rate (Hin1, Hin2) and, finally, the output mass flow rate
ṁout and enthalpy flow rate Hout are calculated through Equations 3.16 and 3.17.

ṁout = ṁin1 + ṁin2; (3.16)

Hout = Hin1 +Hin2. (3.17)

3.2.10 Model of the Pressure Safety Valve

This Resistive component allows to simulate the behavior of a pressure safety valve,
characterized by a mono-dimensional flow. Similarly to the check valve model, it
simulates the presence which of a spring with linear characteristic, thus incorporating
a 1st order dynamic element whose working frequency reaches about 10-15 Hz. In
addition it is supposed adiabatic, since all the energy dissipated by the check valve is
transferred to the fluid.

The pressure drop for this component is evaluated as follows

∆p = pin − pout − pcr; (3.18)

where pcr defines the pressure value which has to be exceeded in order to allow
the fluid flow through the element. In particular, the mass flow rate through the
component is computed according to the following Equations
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• If ∆p > 0:

ṁ = ρ(max{Tin, Tout})f(∆p). (3.19)

• If ∆p < 0:

ṁ = 0. (3.20)

where ρ represents the fluid density and f(∆p) defines a the valve characteristic
which depends from the pressure drop of the valve.

3.2.11 Model of the Pressure Control Valve

The Pressure Control Valve (PCV) can be approximated as a variable orifice
controlled by a standard PID in order to vary its flow coefficient in function of the
downstream pressure to be controlled. The PCV used in this lubrication testing system
is characterized by a maximum flow coefficient Cv = 113 and its actuator is moved
with equipercentual characteristic; this valve has been made available by Masoneilan
[76]. The PCV model (R element) is a variable orifice in which the mass-flow rate ṁ
[kg/s] is calculated as a function of the maximum flow coefficient Cv [−], the valve
opening xc [−], the pressure drop ∆P [Pa], the density ρ [kg/m3] and a coefficient SG
called “Specific gravity” [−]:

ṁ = xc · ρ · Cv

√
∆p

SG
; (3.21)

while the enthalpy flow rate is computed using the following Equation:

H = hṁ. (3.22)

Then, the formula 3.21 is applied to the actuator real dynamics identified as
described in Equation 3.24. The valve opening xc (manipulated variable) is calculated
by a simple PID controller in function of the error between the PCV downstream
pressure Pout (controlled variable) and the set point pressure Pref . Consequently, the
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opening percentage xc is computed as follows

xc(s) = ep(s)

[
kp +

ki
s

+
kds

1 + kd
kpN

s

]
, (3.23)

where kp, ki, kd define respectively the proportional, integral and derivative gains
while the constant N > 0, introduced to guarantee the feasibility of the controller,
is chosen so that that the pole in s = −Nkp/kd is out of the control band (at high
frequency). The logic scheme of the PCV model is shown in Figure 3.5:

Figure 3.5: Scheme of the PCV model.
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3.3 Control Design

3.3.1 Preliminary testing of the PCV

This preliminary test campaign, which is not included in the functional test
procedure, concerns the data acquisition of the PCV dynamic behaviour according to
several step tests. In particular, the PCV opening position and downstream pressure
were acquired to perform the valve identification described in the next section. The
following experimental data have been obtained by the industrial partner at the testing
site located in Ptuj (Slovenia). These preliminary results have been obtained through
a PID control system which was manually tuned by the industrial partner[77], whose
gains are shown in Table 3.1, while the main features of the adopted testing computer
and algorithm are expressed in Table 3.2.

Table 3.1: Features of the preliminary PID control system.

Gain Value

Proportional gain kp 10 [1/bar]

Integral gain ki 0.03 [1/ (s · bar)]
Derivative gain kd 3 [s/bar]

Table 3.2: Main features of the testing computer and of the adopted solver for the RT control

system.

Computer

Operative system Windows 7 R©

CPU clock frequency 2.4 GHz

RAM memory 8 Gb

Solver

Solver name ODE1

Solver type Fixed Step

Sampling time 0.001 s

In Figure 3.6 and 3.7 both pressure and position trends are shown. Both the PCV
opening position and, consequently, the regulated header pressure demonstrate an
oscillatory behaviour, therefore a proper tuning of the control system seems to be
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mandatory in order to perform the desired tests. In facts, in the subsequent sections
the optimized results will be shown.

Figure 3.6: Experimental behavior of the PCV opening position trend.

Figure 3.7: Experimental behavior of the header pressure trend.

The Control System functional scheme is represented in Figure 3.8: it is composed
by two control loops, one of which is a pressure control loop and the other is a position
one.
In particular, the desired set-point, represented by the reference pressure Pref [barG],

is compared with the actual header pressure P [barG] (controlled variable), measured
downstream the PCV. The error eP [barG] is then processed by the Pressure regulator
GPID, object of the further optimization (see the following section), whose output
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Figure 3.8: Functional scheme of the PCV Control loops.

is represented by the PCV reference position yref [−] (which is the set-point of the
inner control loop). The PCV dynamics ĜPCV , (which is unknown and therefore to be
identified) could be schematized in two separate processes: the first one is represented
by the Positioner regulator Gpos that, according to the position error ey = yref − y [−]

produces the command uPCV (the manipulated variable of the inner control loop,
internal to the PCV and unknown/not measurable) which makes the PCV actuatorGact

move to the position y [−] (the manipulated variable). The position y [−] influences the
plant Gp in terms of the oil passage downstream the valve, and, finally, the controlled
variable (pressure P ).

The tuning of the proper control system could be improved by the numerical model
of both the lube oil plant and the PCV, because their dynamics highly affects the
parameters of the control system. Therefore, the Control Design procedure can be
resumed in three steps:

• Realization of the plant model: the whole plant P dynamics affects also the PCV
actuator and controller.

• Identification of the PCV transfer function: a linear model of the PCV
(
ĜPCV

)
should be identified in order to capture the component dynamics, according to
the acquired experimental data.

• Tuning of the control parameters: according to the plant model and the identified
PCV transfer function, an optimization procedure, based on the flexible simplex
techniques, can be applied to find the best gains for the controller GPID.
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3.3.2 Identification of the PCV

The PCV dynamics has been acquired with the proposed testing setup and
according to the Pref step variation from 1.8 barG to 1.6 barG of the PCV shown in
the first 50 seconds of Figure 3.7. The control adopted for these test is not optimized
yet (see the previous section) and is performed through a classic PID regulator
manually tuned from the industrial partner (Table 3.1), without using any optimization
technique to improve the accuracy of the controller action. The identification
procedure of the PCV has been performed with the Matlab System Identification Toolbox.
In particular, the employed techniques include maximum likelihood, prediction-error
minimization schemes, and subspace methods [78].

The Matlab System Identification Toolbox takes in input the experimental pressure
error ep and the measured opening position y (shown in Figure 3.6) and brings out the
transfer function F (Figure 3.9 (a)) that models the dynamics of pressure regulator
GPID, and PCV dynamics, described by the closed loop transfer function ĜPCV =
Gpos·Gact

1+Gpos·Gact (see Figure 3.9 (b) and Equation 3.24).

Figure 3.9: Identification of the transfer function F (a) and computation of yidf (b).

The whole PCV dynamics (of both internal regulator Gpos and actuator Gact) is
represented by the identified transfer function shown in Equation 3.24.

ĜPCV (s) =
F (s)

GPID(s)
=

k

1 + τs
(3.24)

where k = 1.296 [−] and τ = 0.9794 s.

The identified trend of the PCV opening position yidf has been obtained considering
the error pressure eP as input of the identified F . The comparison between the
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opening position trends, obtained from experimental data y (see Figure 3.6) and yidf ,
represented in Figure 3.10 show a good matching in terms of amplitude and phase of
the signals. In particular, the experimental data shown in Figure 3.10 corresponds to a
Pref step variation from 1.8 barG to 1.6 barG of the PCV: the adopted control logic in
this case is that indicated in Table 3.1), that consists in a classic implementation of a
PID regulator manually tuned.

Figure 3.10: Comparison between the opening position trends obtained from experimental

data y and identification yidf , corresponding to Pref step variation from 1.8 barG to 1.6 barG of

the PCV

3.3.3 Optimization of the PCV PID regulator

The parameters optimization of the pressure regulator, referred to the Figure 3.8,
represents a novelty in the energy field and an important aspect in order to improve the
trend of the regulated header pressure. More precisely, the flexible simplex technique
has been adopted [71, 72, 73], which is quite useful for two reasons:

• derivative free algorithm;

• high numerical efficiency, especially for low dimension problems.

In facts, the proposed method aims at obtaining a vector of parameters (here the PID
control gains) which minimizes a given non-linear function (here depending from the
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Figure 3.11: Functional scheme of the plant and the PCV.

pressure error). In particular, this technique aims at minimizing a cost function: the
parameter used for the optimization is the IAE (Integral Absolute Error), indicated in
Equation 3.25. In particular, it is computed through the simulation of the whole model
of the auxiliary lubrication plant (shown in Figure 3.11) during the tracking of the same
reference pressure pref (Figure 3.7) with a nominal flow-rate of 2000 lpm.

IAE =

∫ T0

0

|ep(t)| dt, ep(t) = pref − p(t) (3.25)

where T0 = 650 s (in according with Figure. 3.7), pref is the set pressure, p(t)
indicates the PCV downstream pressure while ep(t) is the difference between these
two amplitudes.

The simplex algorithm has been developed in Matlab-Simulink environment and
needs to define the starting values of the PID parameters from which it begins to
operate: to this aim, the parameters of the preliminary PID control system have
been used (see Table 3.1). In order to improve the optimization procedure, the
simplex algorithm provides optional parameters, whose features and working setup
are illustrated in Table 3.3. The obtained PID parameters are listed in Table 3.4. Results,
that will be described in the following section, have shown the good operating of the
proposed procedure as control strategy, implemented with a first identification phase
of the PCV dynamic behaviour and a second one of controller optimization through
flexible simplex techniques. Results described in chapter 3.5 highlight the efficiency
and accuracy of the proposed approach.
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Table 3.3: Description of the adopted configuration for the optional parameters and tolerances

of the flexible simplex algorithm.

Option Description Value

Option1 Display of the intermediate results:

1/0 (Y/N) 1

Option2 Precision required for the optimized

parameter at the solution 0.1

Option3 Precision required for the cost function

at the solution 0.1

Option14 Maximum number of iterations after which

the research of the minimum is stopped 500

Table 3.4: Features of the optimized PID control system.

Gain Value

Proportional gain kp 11.2562 [1/bar]

Integral gain ki 0.1287 [1/ (s · bar)]
Derivative gain kd 10.3621 [s/bar]
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3.4 Experimental Testing

3.4.1 Functional test procedure

The functional test procedure is characterized by a first phase in which only the
auxiliary centrifugal pump is activated and the diameters of the last orifices are set to
have a circuit flow rate equal to the nominal one; then this flow rate is increased by
20% and subsequently decreased to a value equal to 70% of the nominal one. During
these tests the PCV is always able to control the downstream pressure unless the flow
rate is equal to 70% of the nominal one, where it should be fully closed. At this point,
the test procedure continues by searching the minimum flow rate for which the PCV
restarts to regulate.

For the successive tests, the following testing conditions are considered: the last
orifices are set to have a circuit flow rate equal to the nominal one. Maintaining the
auxiliary centrifugal pump activated, the main volumetric pump is initially turned
on by rotating the motor at a velocity equal to 20% of the normal operating one. The
motor rotational velocity is then increased up to 80% and 100% of the normal operating
velocity.

Finally, first the auxiliary centrifugal pump is switched off, maintaining the motor
rotational velocity equal to the nominal one, and then the main volumetric pump is
turned off too, simultaneously activating the emergency centrifugal pump. The last
test requires to set the last orifices in order to have a circuit flow rate equal to 50% of
the nominal one, only with the emergency centrifugal pump activated. This functional
test procedure is summarized in Table 3.5.

3.4.2 Testing Apparatus

The control signal and the measured data are processed by MicroAutoBox II,
which is a commercial RT platform produced by dSPACE R©, and many electronic
components that equip the electric cabinet, while the tunable simulation parameters
(gains, numeric conversions...) and the measured data can be managed in a Human
Machine Interface (HMI) realized with the dSPACE R© software Control Desk R©. The
HMI, whose layouts for the management of the PCV control logics and plant sensors
acquisition are respectively shown in Figures 3.13 and 3.14, is located on a Host PC
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Table 3.5: Functional test procedure.
Main Auxiliary Emergency

Volumetric Pump Centrifugal Pump Centrifugal Pump

Test 1 no
activated

no
(nominal flow rate)

Test 2 no
activated

no
(120% nominal flow rate)

Test 3 no
activated

no
(70% nominal flow rate)

Test 4 no
activated

no
(nominal flow rate)

Test 5
activated activated

no
(20% normal operating velocity) (nominal flow rate)

Test 6
activated activated

no
(80% normal operating velocity) (nominal flow rate)

Test 7
activated activated

no
(normal operating velocity) (nominal flow rate)

Test 8
activated

no no
(normal operating velocity)

Test 9 no no
activated

(nominal flow rate)

Test 10 no no
activated

(50% nominal flow rate)

Figure 3.12: Testing apparatus architecture.

employed for data acquisition and test management. The the logic architecture is
shown in Figure 3.12, while electric cabinet layout is depicted in Figure 3.15.

The inputs of the electric cabinet are represented by the 4 − 20 mA electric current
signals provided by the transmitters installed on the physical plant shown in Figure
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Figure 3.13: Dedicated HMI: layout of the PCV control logics.

Figure 3.14: Dedicated HMI: layout of the plant sensors acquisition.

3.16. In particular, these signals are referred to physical variables described in Table
3.6.

The command output is represented by the 4 − 20 mA electric signal employed
to command the PCV positioner, an electronic-pneumatic component whose internal
control system sets the actuator position to the given reference (its input command
signal produced by the electric cabinet).

In more detail, the electric cabinet is composed by the following components:

• MicroAutoBox II: it is the RT platform for performing fast function prototyping,
whose main features are described in Table 3.7. It operates without user
intervention, just like an ECU (Electronic Control Unit), which can be used
for different rapid control prototyping (RCP) applications. The control and
measurement system is developed in Matlab-Simulink R© 2013a. In particular,
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Figure 3.15: Electric cabinet and components.

Figure 3.16: Transmitters installed on the physical plant.
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Table 3.6: Acquired signals.

Header pressure
Main pump discharge pressure

Auxiliary pump discharge pressure
Emergency pump discharge pressure

Filters differential pressure
Tank temperature

Header temperature
PCV position feedback

Load flow-rate
Flow-rate on the bypass line

the PID control logic has been uploaded on the MicroAutoBox II hardware that,
therefore, is able to send the control signal to the other electronic components and
contemporary receive in RT the data from the plant. The output consists in the
PWM control signal to the PWM/I converters while the inputs are the voltage
signals from the 250 Ω resistors.

Table 3.7: Main Features of the chosen RT board.
Model MicroAutoBox II 1401/1511

Processor 900 MHz

I/O Design Voltage 5/4.5 V

Memory 16Mbit (main) +16Mbit (flash)

CAN modules 4

Host and RT I/O interfaces Ethernet connection (100/1000 Mbit/s)

ADC I/O channels 16/4

GPIO pins 40/40

PWM inputs/outputs 40/40

• PWM/I converters: the PWM/I converters are electronic components employed to
convert the Pulse Width Modulation signal,provided by the RT platform, into a
4− 20 mA current signal, which is sent to the PCV positioner.

• Supply: the supply system converts the 220VDC voltage into a stabilized 24VDC

voltage, which is used to supply the MicroAutoBox II and the PWM/I converters.

• Electronic time delayer: An electronic time delayer produces a fixed time delay
of the 24VDC voltage from the Supply system to the other components. It is
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useful to avoid undesired power shut-downs due to the inrush currents of the
components.

• 250 Ω resistors: Ten 250 Ω electric resistances are equipped in order to convert the
4 − 20 mA current signals from the plant sensors in 1 − 5 V voltage signals that
can be acquired by the input stage of the RT platform.
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3.5 Validation and Results

3.5.1 Steps test: Numerical Simulation

The following section focuses on the simulation results obtained according to the
simulation of the whole plant model with different PID parameters. This numerical
test in not included in the functional test procedure. It is required to compare the
different PID performances, and in particular to show that the optimized PID has a
better behavior respect to the non-optimized one. This way, the optimized PID can be
employed to regulate in the real component to perform the functional test procedure,
which will be object of the next section 3.5.2.

In particular, the control is evaluated in terms of the following parameters:

• Rising time Tr;

• Falling time Tf ;

• Settling time Ta,ε;

• Static error of pressure ep.

The following figures (3.17 and 3.18) show the behaviors of the pressure
downstream the PCV, with standard and optimized PID regulators, respectively in
falling and rising steps of the reference pressure Pref .

In particular, while the rising time Tr and falling time Tf remain very similar,
the settling time Ta,ε and the static error of pressure eP relative to the optimized
gains simulation are remarkably reduced respect to the standard one. The obtained
parameters values are resumed in Table 3.8.

Table 3.8: Comparison between Tr, Tf and eP obtained from standard and optimized PID

gains.

PID gains Mean Tr Mean Tf Mean eP Mean Ta,ε

Standard 2 s 4 s 0.02 bar 200 s

Optimized 2 s 4 s < 0.01 bar 8 s
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Figure 3.17: Comparison between the pressure trends, obtained from standard (std) and

optimized (opt) PID gains, with respect to a decreasing step of Pref .

Figure 3.18: Comparison between the pressure trends, obtained from standard (std) and

optimized (opt) PID gains, with respect to an increasing step of Pref .

3.5.2 Experimental Data Comparison

In this section, the comparisons between the numerical results of the whole plant
(simulated through the Thermal-Hydraulic Library components) and the experimental
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data acquired during the official tests performed in Ptuj, Slovenia have been carried
out. According to the Tables 3.5 and 3.9, the numerical simulations follow the real
functional procedure. These comparisons aim at evaluating the optimized controller
performance in terms of the whole plant.

Table 3.9: Testing phases.
Main Auxiliary Emergency Flow Main Auxiliary Emergency

Volumetric Centrifugal Centrifugal rate pressure pressure pressure

Pump Pump Pump [lpm] [barG] [barG] [barG]

Test 1 X 2000 6.6

Test 2 X 2400 6.15

Test 3 X 1400 6.95

Test 4 X 2000 6.6

Test 5 20% X 2000 5.8→6.4 6.6→7

Test 6 80% X 2000 6.4→7 7

Test 7 X X 2000 7→7.45 7

Test 8 X 2000 7.5

Test 9 X 1500 2

Test 10 X 1000 2.2

Figures 3.19, 3.20 and 3.21 express the experimental validation of the numerical
model with respect to the real plant. Both the numerical simulations and the
experimental tests have been performed through the optimized PID controller. The
highlighted areas represent a test part which is not defined in the test procedure and
therefore is not simulated during the validation phase.

According to the previous subsection, the control model is also validated in terms
of TTH components of the whole plant (e.g.: pump, check valve, orifice,...). Figure
3.19 shows the comparison between the measured and simulated header pressure
(i.e. the downstream PCV pressure). Figure 3.20 and Figure 3.21 show respectively
the comparison between the measured and simulated flow rate and the comparison
between the main, auxiliary and emergency pump pressures; since the flow rate
and the pumps pressures are directly influenced by the PCV pressure, the successful
outcome of this validation demonstrates the proper operation of the PCV controller
synthesized in the previous sections. The yellow labels indicate the corresponding test
number.

The numerical simulations of the plant were carried out through the testing
computed and algorithm shown in Table 3.10. It should be noticed that, because
the feasibility of RT simulations is a mandatory specification, the developed code has
been optimized to privilege robustness when used with fixed step solvers and limited
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Figure 3.19: Comparison between the measured and simulated header pressure.

computational resources, which involve the use of low sampling-solving frequencies.
Therefore, for the present application, implicit solvers proved to be more stable than
the explicit ones; in particular, the ODE14x [79] is an extrapolation solved based on
linearly implicit Euler method [80, 81] and has been preferred because it represents the
best compromise in terms of stability and numerical efficiency. Therefore, considering
the simulation times, the ratio between the simulated test time (i.e. about 2700 s) and
the time needed by the computer to carry out the simulation is less than 1:3, which,
considering the large amount of components present in this plant and consequently
in the model, can be considered a satisfactory result, very close to the desired 1:1 “RT
ratio”.
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Figure 3.20: Comparison between the measured and simulated flow rate.

Figure 3.21: Comparison between the main, auxiliary and emergency pump pressures

obtained from experimental data and numerical simulation.
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Table 3.10: Main features of the testing computer and of the adopted solver for the plant

simulation.

Computer

Operative system Windows 7 R©

CPU clock frequency 2.4 GHz

RAM memory 8 Gb

Solver

Solver name ODE14x

Solver type Fixed Step

Sampling time 0.0005 s





Chapter 4
HIL testing of a Turbine Bypass Valve
controller

In this chapter, a numerically efficient model for the RT simulation of a steam plant
is presented. To this aim, the modelling approach described in the previous chapter
2 has been employed to develop a lumped parameter model of the steam plant. The
proposed model has been used to develop a HIL test rig of turbine bypass controllers
and (eventually) valve positioners, which was the aim of the industrial partner (Velan
ABV S.p.A.).

The simulation code (developed through Matlab software), which is implemented
for a fixed, discrete step solver, has been compiled for a RT target to be executed in Real
Time on a low-cost (and low-performances) industrial hardware. In particular, for this
application, a Texas Instrument DSP was chosen. Considering the low performances
of the chosen hardware, the modelling and RT implementation activities aimed at
obtaining the best compromise between accuracy and efficiency.

Therefore, in this chapter, the modelling and RT implementation aspects of both
model and related control system are treated. Moreover, the whole HIL architecture
for the execution of the experimental activities and results of the proposed test rig are
discussed.

The work proposed in the following sections belongs to the project High Efficiency
Valves (CUP:D55C12009530007) which is financed by the program POR CREO FESR of
Regione Toscana (European Funds for Regional Industrial R&D projects).

83
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4.1 Introduction to the problem

Efficiency and, more generally, cost optimization of energy production are
important specifications for the development of power generation units [45].

However, a growing interest is noticed in the improvement of the performance
in transients and off-design operating conditions [82] (e.g. the cyclic operation).
This interest is mainly justified by industrial and economic reasons such as the
delocalization of energy production and the increasing global liberalization of the
energy market. One of the most important causes of the delocalization of the energy
production (especially in western Europe) is the growing use of renewable energy
sources. Also, integration and management of renewable energy sources into total
sites, as proposed for example by Varbanov and Klemes [83] should offer a way to
mitigate these troubles, but not to change the trend toward a more flexible exercise
of both power plants and grids. Another important aspect is the globalization and
liberalization of the energy market [33].

Liberalization involves the availability of different power sources, countries and
producers. With a free energy market even an intermittent use of the plant should
become remunerative, considering fluctuations of the energy price. This is one of the
most cited reasons to optimize, as much as possible, the control and behavior of power
plants during the start-up phase [84].

For large steam or combined cycle power plants, a flexible use of the plant involves
higher reliability, availability, and duration of components which are more subjected
to potentially dangerous thermomechanical stresses. These features can be achieved
introducing turbine bypass systems.

4.1.1 Turbine Bypass Systems

Turbine bypass valves (TBVs, in Figure 4.1 [85]) are typically used to smoothly
adjust temperature and pressure gradients affecting the plant transients and off-design
operating conditions, which can negatively affect safety and reliability of potentially
critical components such as heat exchangers or turbines [86]. In particular, these
results are obtained by adjusting the pressure and the temperature of the fluid by two
distinct valves, respectively defined as DTP (Discrete Tortuos Path, which refers to the
construction technology of these valves [87, 88]) control valve and spray water control
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valve.

Figure 4.1: Typical layout of a turbine bypass system (e.g. HP stage), courtesy of Velan ABV

[87].

The system architecture is heavily influenced by features and performances of
the valves used to adjust pressure and temperature: useful technical information
concerning valve structure and performances are available from the sites of some of
the most important industrial suppliers [87, 89, 90].

Typical applications of bypass systems are in large fossil fired steam plants [91], in
combined gas-steam turbine power plants [45] or even in nuclear plants [92].

4.1.2 Hardware In the Loop Approach

To improve the response of the turbine bypass systems (TBSs) an efficient design
of both actuators and control system is mandatory. In particular, the TBS control
parameters have to be optimized with respect to plant features including the
dynamical response of valves and their positioners. To this aim, HIL testing could
represent a powerful tool to identify and optimize the dynamical performances of
valve actuators and positioners and to mutually tune them with respect to the higher
level control of the TBS system.

A preliminary scheme of the proposed HIL test rig is described in Figure 4.2: the
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actuators and positioners of the turbine bypass valves are the components that are
really installed and tested on the rig; the valve reference commands are generated by a
RT model of the plant including the TBS controller. The corresponding response of the
valve actuators in terms of position feedback is acquired in Real Time; once the plug
positions are acquired by the control board the simulated opening states of the valves
are known and the RT model of the plant is updated and able to calculate new values of
valve commands for the next computational step, closing the simulation loop. The rig
is completed by a host pc which is used to implement the rig Human Machine Interface
(HMI) and, more generally, to manage the rig (pre-processing and post-processing of
test results and data storage).

Figure 4.2: Preliminary HIL architecture in which both DTP and spray water valves are

simulated.

The way in which the RT models of both plant and controllers are developed and
implemented is very important for the future use of the rig in terms of expandability
and customization.

Simulation and optimization of TBSs are still the object of recent research:
for example, in [91] and [92] simulation tools dedicated to specific power plant
configurations and technologies have been proposed. With respect to these previous
works, the idea of developing a modular, object oriented model is proposed, in which
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every component of the simulated plant can be seen as an individual block of a library
that can be used to assemble different plant layouts. In literature there are some
previous works [93, 59] concerning the development of dynamical models mainly
applied to the optimization of control aspects. However, they are mostly devoted to
off-line standard simulations and not to RT applications. In particular, RT applications
involve an efficient and robust fixed-step implementation of the model which is not
considered in the above mentioned examples [93, 59]. To this end, the plant is modeled
as a lumped system in which each component is implemented as a lumped element.

The aim of the proposed HIL application is to test the behavior of tested positioners,
also during the start-up and the shut-down phases of the plant; during the plant start-
up, pressure and temperature of the steam flow drastically change and all the plant is
working in off-design conditions which are smoothly but continuously changing; so,
the use of linearized models with respect to a known mean operating point could cause
appreciable errors that can be avoided by using a nonlinear plant model.

It is also interesting to notice that, to simplify as much as possible the RT
implementation, the number of plant states that are integrated in the time domain have
been reduced as much as possible. For this reason, the behavior of some plant states is
calculated by interpolating tabulated data that are referred to the steady-state response
of the simulated plant in off-design conditions. The tabulated data are calculated using
an off-line steady-state model previously developed and validated in [94, 95, 96].

In 2014, Sindareh-Esfahani published two works [97, 98] on these topics, concerning
both simulation, control and identification of a steam generator during a cold plant
start-up. Since a complete model of the boiler dynamical behavior is quite unsuitable
for RT implementation, a simplified approach was preferred [99]. In particular, the
dynamical model is derived from the work of Astrom and Bell [44].

In order to verify the suitability of the chosen approach, some simulations on a
specific benchmark case study [100] have been carried out. Benchmark simulations are
directly performed in Real Time using the same DSP that has been used for the HIL
test rig. The adopted benchmark is referred to a double pressure level, fossil fired,
steam power plant. Despite to the age of the publication, this kind of benchmark was
preferred since it was directly referred to the simulation of a plant start-up with a
General Electric MARK architecture which is still quite diffused.

Therefore, the aim is to demonstrate that the RT plant model can be used to
simulate different kind of plant control layouts without losing reliability, numerical
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stability, and ease of use. In particular, results of RT simulations are compared with
the corresponding pressure, flow and temperature profiles calculated in [100]. The
aim of this comparison is not to simply evaluate the performance of the controllers
but, mainly, the robustness of the proposed HIL approach. Finally, the results of
experimental activities performed on the test rig are described.
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4.2 Model of the steam plant

4.2.1 General architecture of the steam plant model

Figures 4.3 and 4.4 show respectively the general architecture of the steam power
plant chosen as benchmark [100] and the functional scheme of the implemented boiler.

Figure 4.3: Simplified architecture scheme of the studied steam plant with adopted symbols

and variables and corresponding discretization in capacitive (C green capital letters) and

resistive (R red capital letters).

Figure 4.4: Simplified boiler plant scheme adopted for the simulation and temperature versus

heat exchanged diagram.

The dynamical behavior of the continuous fluid system has been represented
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considering the equations governing the balance of mass 2.1, momentum 2.2, and
energy 2.3 and, more generally, the modelling approach described in chapter 2 was
adopted. In particular, the plant is composed by the following components:

• The boiler (C element): The boiler is represented by a block including evaporator
(EV), economizer (ECO), and superheater stage (SH). In the boiler model, the
pressure PSH and the temperature TSH of the outlet flow rate of the superheater
are calculated as functions of the heat QSH +QEV provided by an external source
(the burner) and by the steam flow ṁBVHP + ṁTHP required by the connected
high-pressure turbine and bypass valve.

• High-pressure turbine, THP, with its regulating valve TVHP (R element): the
steam flow of the turbine ṁTHP is calculated as a function of PSH , TSH , and PRH

which are calculated by adjacent capacitive blocks. The relationship between the
computed flow rate ṁTHP and the pressure drop (PSH − PRH) considers both the
states of the valve TVHP (open/closed) and of the turbine.

• Bypass and spray valves (respectively BVHP and WVHP) of the bypass system
for the high-pressure level (R elements): the computed steam flow through BVHP
ṁBVHP and the water flow through WVHP ṁWVHP are calculated as functions of
the pressure drop across the valves and their opening state in terms of equivalent
area.

• Mixer MXHP and reheater RH Block (C element): this block represents the
mixing of different flows coming from THP, BVHP and WVHP. In addition, the
reheating in the RH stage is modeled. The inlet flow rates ṁBVHP ,ṁWVHP , and
ṁTHP are calculated by the turbine and valves resistive blocks. Performing mass
and enthalpy balances is possible to calculate the corresponding pressure PMXHP

and temperature TMXHP of the mixed flow. Neglecting pressure drops in the
reheater stage (PMXHP = PRH) and knowing the heat flow QRH from the boiler is
possible to calculate the outlet temperature TRH .

• Low-pressure turbine, TLP, with its regulating valve TVLP (R element): the steam
flow of the turbine ṁTLP is calculated as a function of PRH , TRH and PCND

which are calculated by adjacent capacitive blocks. The relationship between the
computed flow rate ṁTLP and the pressure drop (PRH−PCND) considers both the
states of the valve TVLP (open/closed) and of the turbine.
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• Bypass and spray valves (respectively BVLP and WVLP) of the bypass system for
the low pressure level (R elements): the computed steam flow rate through BVLP
ṁBV LP and the water flow through WVLP ṁWV LP depend both on the inlet and
outlet pressure conditions and on the valves opening states.

• Condenser CND and low-pressure mixer stage MXLP (C element): this block
represents the condenser which is modeled as an imposed boundary pressure
condition PCND. The temperature of the mixed flow TMXLP is obtained by
merging ṁBV LP , ṁWV LP , and ṁTLP through a simple enthalpy/energy balance.

The proposed approach is modular, so it can be easily applied to the simulation of
plants with different layouts.

4.2.2 Model of the steam generator

The aim of the proposed model is the HIL testing of components such as the
valve positioners and, therefore, a simplified model has been developed. On the
other hand, the dynamical effects, as the huge thermal capacity of the evaporator,
cannot be completely neglected. Moreover, in the proposed approach the following
simplifications are assumed:

• The level of the water in the boiler drum is perfectly controlled so, considering the
presence of the boiler pressure control too, the mass flow rate of feeding water
provided by the pump to the boiler drum is equal to the corresponding steam
mass flow rate produced.

• Pressure losses into evaporator and superheater are completely neglected PEV =

PSH .

• Enthalpy of the feeding water is assumed to be known and constant, including
the contribution of the pump.

• The calculation of the outlet temperatures of superheater TSH and reheater
TRH are approximated using tabulated results from static off-line simulations
of the plant in off-design conditions. Off-line simulations are performed with
a previously developed model [94].
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If these assumptions are verified, the application of mass and energy conservation
to a lumped element produces the balance equation 4.1 which has been previously
introduced [44]:

PSH
dt

=
[QECO +QEV − (ṁBVHP + ṁwV HP ) · (hEV + hFW )][

ρw,EV · Vw,EV · hw,EVdPSH
+ (CEV + CSH) · TEV

dt

] . (4.1)

By integrating equation 4.1, it is possible to calculate the pressure of both evaporator
and superheater [44]. Mass flow rates are calculated by connected resistive elements.
In addition, the temperature of the evaporator (TEV ) is known as it depends from
PEV (assumed to be equal to the one calculated in the previous computational step).
The steam properties are calculated considering tabulated data taken from Wagner
et al. [101]. Moreover, the heat flows exchanged in the economizer (QECO), the
evaporator (QEV ), and the superheater (QSH) have to be calculated, as they are the
control variables of the control system implemented within the boiler model.

The control input of the boiler is supposed to be the fuel mass flow rate. For an
assigned fuel/air ratio of the burner, the mass flow rate of hot gas produced by the
burner is proportional to the consumed fuel. To optimize computational resources
for a RT application, a tabular approach was preferred: a previously validated
model ([94, 95, 96]) for the performance analysis in steady-state conditions is used to
determine temperatures and exchanged heat fluxes of the plant considering different
off-design conditions. These simulations are performed off-line. The boiler geometry
is imposed; moreover, the thermodynamic, heat transfer, and momentum equations
are used. Fluid properties in each section of boiler and heat exchanger are calculated
in design analysis, but it changes in off-design conditions according the approach
proposed in [95, 96]. In off-design analysis, the heat transfer coefficient depends on the
mass flow rate and on the fluid properties. Correlation for the heat transfer coefficient
can be defined using Nusselt and Reynolds number (exponent between 0.5 and 0.8).

The boiler plant is composed by an evaporator a superheater, a reheater section,
and finally an economizer (Figure 4.4) where the evaporator is put in fire zone to
take advantage of flame radiation. Figure 4.5 shows the steam and gas temperature
trends in the boiler stages. Fixing the heat exchanging surfaces of the boiler stages,
only three parameters can be changed: the burner gas mass flow rate (ṁGAS),
evaporator/superheater pressure (PEV = PSH), and reheater pressure PRH .

Some simulation results are shown in Figures 4.5 and 4.6. The outlet steam
temperature of superheater depends on pressure of the same element, but there is
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Figure 4.5: Calculated (interpolated from off-design steady-state simulations) outlet

temperature TSH as function of PSH for an assigned value of ṁGAS (the nominal value).

only a minor effect of reheat pressure because the reheater is downstream with respect
to evaporator and superheater, so it has an effect only on the economizer. Varying
the superheater pressure, some phenomena occur: the latent heat exchanged into
evaporator varies and the mean logarithms difference temperature into evaporator
varies, too. Thus, the heat exchanged changes and the steam temperature from
superheater is like in Figure 5. The reheater temperature (Figure 4.6) depends on
superheater and reheater pressures, in fact the superheater is upstream with respect
to reheater and so the evaporator (and superheater) pressure influences the exit
temperature from reheater. Varying the reheater pressure, the exhaust condition of
high-pressure turbine changes, and hence the steam temperature at inlet of reheater
varies, too. It should be also noticed from Figure 6 that the dependency of TRH with
respect to a variation of PRH is quite weak. Heat fluxes exchanged along the various
sub-sections of the steam generator (QECO, QEV and QSH) and outlet temperatures of
steam from superheater and reheater elements (TSH , TRH) are calculated using on-line
interpolation of tabulated data from off-design simulations.

The complete model [94] runs off-line, producing in few minutes a tabulated surface
of results which can be used to evaluate on-line the desired plant properties. The main
advantage of the proposed approach is the simplicity and the capacity of simulating
the delays effects introduced by the thermal inertia of water and metal parts of the
evaporator. Thermal inertia of the evaporator greatly contributes to influence the plant
dynamics during transients. On the other hand, superheater and reheater are modeled
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Figure 4.6: Calculated (interpolated from off-design steady-state simulations) outlet reheater

temperature TRH as function of PSH and PRH for an assigned value of ṁGAS (the nominal

value).

considering tabulated data of off-design simulations. As consequence, the contribution
of these components to the plant dynamics is treated with a much more approximated
approach.

4.2.3 Model of the bypass valves

The HP bypass valve BVHP and LP bypass valve BVLP generate an adjusted
pressure drop (isenthalpic lamination) respectively across the HP and LP pressure
levels of the plant. The mass flow rates [kg/s] of BVHP and BVLP are calculated
according to the following equations, which are empirical fits to experimental data
derived from technical documentation [87, 102]:

ṁBVHP = xc,BV HPCv,BV HPFpN6

√
γSWPSHXBVHP ·

(
1− XBVHP

3xtFk(γ)

)
1

3600
; (4.2)

ṁBV LP = xc,BV LPCv,BV LPFpN6

√
γSWPRHXBV LP ·

(
1− XBV LP

3xtFk(γ)

)
1

3600
. (4.3)

The behavior of spray water valves is modeled using equations 4.4 and 4.5, which
describe the water mass flow rates ṁWVHP , ṁWV LP [kg/s] derived from [87, 102] as
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well:

ṁWVHP =

√
1000vsFW (PFW − PRH −∆PrgHP )0.865ρFW

3600
1

C2
vWVHP

+ 1
C2
vRGHP

; (4.4)

ṁWV LP =

√
1000vsFW (PFW − PCND −∆PrgLP )0.865ρFW

3600
1

C2
vWV LP

+ 1
C2
vRGLP

. (4.5)

Moreover, both the DTP valves and the spray water ones are composed by an array
of stacked perforated discs which are grouped in sets. A single set is composed of
a 3 mm thick full disc (spacer) and by two perforated, milled discs (5 mm thick for
BVHP and BVLP; 3 mm thick for WVHP and WVLP), rotated through a particular
angle. The Cv trend along the height direction of the set defines the set characteristics,
while the sum of the set characteristics produces the valve characteristics. Hence,
valves characteristics have been modeled through a look-up table, reproducing a sum
of broken lines of the set characteristics. Finally, the opening/closing dynamics of the
valve actuators are realized by simple first-order filters with a time constant of 3.3 s

[87].

4.2.4 Model of the turbines

Turbines have been modeled implementing a simplified algebraic model [103]
which is still widely adopted for the modeling of turbine control systems [98, 104].

Since steam turbines operate in chocking conditions, the equations defining the
mass flow and relative enthalpies of the HP and LP turbines are respectively 4.6 and
4.7:

ṁTHP = K
PSH√
TSH

, HTHP = ṁTHPhTHP ; (4.6)

ṁTLP = K
PRH√
TRH

, HTLP = ṁTLPhTLP . (4.7)

where K
[
kg·K1/2

s·barA

]
is defined according to a look-up table to simplify the regulation

that, in a steam plant is performed by the turbine valves TVHP and TVLP. Hence,
the mass flow regulation is simulated adjusting this value to reproduce the turbine
behavior during the plant start-up.



4.2 Model of the steam plant 96

Values of Isentropic efficiencies of the turbines ηIsHP and ηIsLP are considered
respectively equal to 0.75 for THP and 0.72 for TLP. From the efficiency expression
4.8, the enthalpies hTHP and hTLP are calculated:

hTHP = hSH − ηIsHP (hSH − hTHPIs) ,
hTLP = hRH − ηIsRP (hRH − hTLPIs) ;

(4.8)

where hTHPIs and hTLPIs are the specific enthalpies calculated considering an ideal
isentropic expansion corresponding to an unitary efficiency (ηIs = 1). The specific
enthalpies of the outlet turbine flows are used by the connected capacitive components
to update their local temperature calculations.

4.2.5 Models of mixer-reheater and mixer-condenser blocks

The superheated steam downstream the BVHP and THP is mixed with the atomized
cold water from the valve WVHP. The mixing of these flows has been implemented in a
capacitive element by merging energy and mass conservation equations. The enthalpy
of the mixed flow 4.9 is then obtained:

hMXHP =
ṁTHPhTHP + ṁBVHPhSH + ṁWVHPhFW

ṁTHP + ṁBVHP + ṁWVHP

. (4.9)

Pressure drops in the reheater stage are neglected (vs,MXHP = vs,RH , PMXHP = PRH).
Consequently, the specific volume 4.10 and pressure 4.11 are calculated as follows:

vs,MXHP = vs,RH = −
∫
v2s,RH

ṁTHP + ṁBVHP + ṁWVHP − ṁTLP − ṁBV LP − ρRH V̇RH
VRH

dt

(4.10)

PMXHP = PRH =

∫ (
ρRHRṪRH − ρ2RHRTRH v̇s,RH

)
dt (4.11)

Once the pressure PMXHP is known, it is possible to calculate the temperature TMXHP

of the mixed flow rate from tabulated steam properties [101] since both pressure and
enthalpy conditions are known.

The same approach is also followed to model the mixer-condenser block: hot steam
from BVLP and TLP is mixed with the atomized cold water from the valve WVLP.
The mixing of these flow rates has been implemented in a capacitive element, so the
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enthalpy hMXLP can be calculated:

hMXLP =
ṁTLPhTLP + ṁBV LPhRH + ṁWV LPhFW

ṁTLP + ṁBV LP + ṁWV LP

. (4.12)

Assuming that PCND is imposed as a boundary condition, the temperature of the
mixed flow TMXLP is calculated from steam tabulated properties as a function of
known pressure and enthalpy conditions.
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4.3 Simulated benchmark plant and control scenarios

Turbine bypass systems are used to smoothly control the plant start-up which is
modeled considering three phases: bypass start-up, turbine run-up, bypass shutdown.

During the bypass start-up, the boiler gradually starts to produce steam which is not
used to feed turbines, since TBVHP and TBVLP are closed. All the steam flow passes
in the bypass system. Flow rates, pressures, and temperatures are smoothly increased.
Once the minimal pressure and temperature conditions are reached, a second phase,
turbine run-up, begins: the turbine valves are gradually opened while an appreciable
part of the flow rate is still passing in the bypass system. Once the turbine stages are
correctly initialized the bypass system has to be gradually excluded. This phase is also
called bypass shutdown: bypass and spray valves BVHP, BVLP, WVHP, and WVLP
are gradually closed. Therefore, at the end of this phase, all the steam produced by the
boiler is processed by the turbines.

During the plant start-up various control strategies can be followed [100]. The
adopted control strategies mainly differ in the way is supposed to be controlled the
boiler and, more generally, the plant with respect to the functionality of the turbine
bypass system. In particular, the boiler can be mainly pressure or flow regulated.
Typically on a real plant both the control strategies of the boiler are adopted because
both the approaches have their own benefits and weak points: for instance, the sliding
pressure control is preferable for plants operating with partial loads, since the inlet
turbines valves are maintained fully opened in steady-state condition, improving the
plant efficiency. Therefore, the pressure varies (“slides”) depending on the actual load
condition.

Thus, two different simulation scenarios are proposed, called Strategy “A” and “B”,
in which is assumed that the boiler is always pressure controlled (Strategy “A”) or flow
regulated (Strategy “B”).

4.3.1 Strategy “A”

The boiler pressure (PEV = PSH) is controlled as visible in the simplified scheme of
Figure 4.7. PEV is determined by increasing and decreasing the heat flow provided to
the boiler. The boiler controller is modelled as a proportional, integral, and derivative
(PID) regulator. Bypass valves BVHP and BVLP control the steam flow rates through
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the two stages of the plant. As a consequence, small changes of the heat provided to
the boiler produces null or negligible changes in terms of steam flows, with respect to
appreciable variations of the boiler pressure PEV .

Figure 4.7: Simplified scheme of Strategy “A” control.

In particular, different control strategies are supposed to be applied with respect to
three phases of the plant initialization described above. During bypass start-up and
turbine run-up phases, BVHP controls the reheater pressure PRH , while the total steam
flow ṁCND which is discharged in the condenser is determined by BVLP. Both control
loops are supposed to be controlled using simple PID regulators. ṁCND differs from
the corresponding steam flow produced by the boiler ṁSH only for the contribution
of the water injected by the two spray waters WVHP and WVLP. WVHP and WVLP
regulate respectively TMXHP and TMXLP to protect the reheater and the condenser from
excessive thermal loads and gradients. In this way, it is possible to smoothly start
the plant while the turbines are still excluded (bypass start-up) and in the following
turbine run-up where TVHP and TVLP are opened.

During the bypass shut-down, the controllers smoothly transfer their functions,
adopting a bumpless switching strategy [105, 106]: BVHP regulates the mass flow
rate ṁMXHP through the whole high-pressure stage and, consequently, through the
reheater; BVLP regulates the pressure in the reheater PRH . In addition, during the
bypass shut-down, both the water spray valves WVHP and WVLP continue to regulate
respectively temperatures TMXHP and TMXLP .
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4.3.2 Strategy “B”

In this second case, as shown in the scheme of Figure 4.8, bypass valves BVHP
and BVLP are used to control the pressure levels of both boiler PSH and reheater
PRH . As a consequence, a variation of the heat provided by the boiler produces a null
or negligible variation in the boiler pressure PEV with respect to the corresponding
variation of the produced steam flow ṁSH . For this reason, the boiler is modeled
as a flow controlled system in which a simplified PID regulator adjusts the heat flux
provided by the burner to roughly control ṁSH . The Outlet mean temperatures of the
HP and LP stages TMXHP and TMXLP are regulated with the same approach described
for the Strategy “A”: spray valves WVHP and WVLP regulate respectively TMXHP

and TMXLP by injecting a variable amount of cold water in the steam flow. As in the
previous case, all the loop controllers are implemented as simple PID.

Figure 4.8: Simplified scheme of Strategy “B” control.

4.3.3 Benchmark plant: Reference data and performances

The research doesn’t aim at a strict comparison of the performances of the two
control strategies. Both controllers are implemented to verify the generality and the
robustness of the proposed plant model with respect to the simulation of different
control strategies and plant operating conditions. Both the proposed control strategies
are applied to the same benchmark plant described in Figure 4.3, whose main features
available in bibliography are described in Table 4.1.

The same bibliographic reference [100] gives also some results, shown in Table 4.2,
concerning the start-up of the plant whose boiler is supposed to be pressure controlled
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Table 4.1: Main features of the simulated plant [100].
Data Value Units of measure

Plant type Oil-fired generating unit -
Power 4× 500 MW

Nominal steam flow 1, 343, 664 kg/h

Nominal throttle pressure 16.8 MPa

Nominal superheater temperature 538 ◦C

Nominal reheater temperature 538 ◦C

(Strategy “A”). These values are referred to a time history which is defined with respect
to initial conditions in which PEV = 68 bar.

Table 4.2: Behaviour in the transient phases of the reference plant.
Time (s) 0 200 1,000 3,000 3,300 3,600

Unit Variable Bypass Start-up Turbine Run-up Bypass Shut-down

HP level
[kg/s] ṁMXHP 0 30 35 60 125 125
[kg/s] ṁTBV HP 0 30 35 60 60 0
[kg/s] ṁTHP 0 0 0 0 65 125

LP level
[kg/s] ṁMXLP 0 35 43 75 130 125
[kg/s] ṁTBV LP 0 35 43 75 75 0
[kg/s] ṁTLP 0 0 0 0 60 125

HP level
[bar] PSH 68 68 85 117 117 123
◦C TSH 571 571 572 573 572 572
◦C TMXHP 300 300 300 300 300 300

LP level
[bar] PRH 3.7 4 5.3 5.3 11.75
◦C TRH 440 455 500 538 538 538

[bar] PCND 0.285 0.285 0.285 0.285 0.285 0.285
◦C TMXLP 210 210 210 210 210 210



4.4 RT implementation 102

4.4 RT implementation

The complete model of the plant described in the previous sections has been
implemented in Real Time. For this reason, it was chosen for the RT Implementation
a commercial digital signal processing (DSP) board TI C2000-F28335 [107] (Figure 4.9)
whose main features are described in Table 4.3.

Figure 4.9: DSP board TI C2000-F28335.

The chosen DSP board is supported by Matlab Real Time WorkshopTM [79] and,
consequently, the Simulink code can be easily compiled and download for RT
execution on the board. Also, the cost of the proposed board is very low with
respect to a possible industrial application and it has been successfully used for the
development of model based controllers of plants [108]. Finally, the chosen board
provides a wide range of analog and digital I/O to be easily integrated in mechatronic
complex systems including sensors, actuators, and a communication bus (CAN and
Serial communication modules).

The docking station (Figure 1.5-13) supplies the control card that contains the
microcontroller and performs the communication with an external PC via USB
connection which allows to program the microcontroller and manage the data transfer.
Also, makes it possible to manage its inputs and outputs. In particular, the serial
communication between the code uploaded on the board and the PC host is realized
through two separate channels: a first channel is used for reading the data from the
microcontroller through a suitable HMI present on the host PC; a second channel
was instead created specifically for writing operations, by connecting the appropriate
microcontroller pin to (TTL-232R-PCB) TTL to USB Serial Converter PCB, again
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Table 4.3: Main features the Texas Instrument Delfino C2000-F28335 DSP board [107].
Data Value Units

Model TMS320F28335 -
Processor 150 MHz
I/O voltage 3.3 V
DMA controller Six channels -
On-chip memory 256K × 16 Flash -
PWM outputs 18 -
CAN modules 2 -
SCI modules 3 -
A/D 12-bit channels 16 -
GPIO pins 88 -
Cost (estimated) 70 (single piece), 20 (mass production) e

through this graphical user interface on the host PC, the required parameters the
proper execution of the tests.

The RT implementation of Simulink models depends on the particular features
of the chosen hardware and, consequently, of the corresponding target for which
Mathworks Real Time WorkshopTM compiles the model, producing a program which
is optimized for a specific environment.

According to target specifications, the integration of continuous states in differential
equations using Matlab-Simulink integrators is not supported. To avoid potential
portability and stability troubles related to specific features of the target, the discrete
integration of all the differential equations of the model has been implemented.

Moreover, a multitasking implementation has been adopted: integrated equations
are solved by different tasks running with different integration steps. For the
discretization of integrated states the bi-linear Tustin method is adopted [109]. A non-
secondary advantage granted by the adopted multitasking approach consists in an
high numerical efficiency of the generated code: heavy calculations, corresponding to
systems with a slow dynamic behavior (e.g. the boiler) are implemented considering
a slow integration frequency (10 Hz), reserving higher frequencies (400 Hz) to the
simulation of fast transients and dynamics as the ones associated to the closed loop
controllers of valves and to safety and communication tasks of the system. The
structure of the Simulink model is organized in different subsystems whose topology
resembles the structure of the simulated plant as visible in Figure 4.10.
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Figure 4.10: Implemented Matlab-Simulink model.
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4.5 Preliminary validation of the RT model

To verify stability and reliability of the RT plant model, the results shown in Table 4.2
are compared with the corresponding ones obtained repeating the same simulations
with both the control strategies “A” and “B”. It should be noticed that the control
strategy “A” is the same adopted in the reference test case [100]. The gains of the
“A” control system have been tuned to fit the performances of the reference test case
taken from literature: in this way it is possible to verify that the proposed model is able
to reproduce in Real Time the same behavior exhibited in [100]. The same procedure
is repeated considering the control strategy “B” to verify that the model can be easily
customized to implement control strategies which are quite different with respect to
the proposed one. The gains tuned for PID controllers with strategies “A” and “B” are
described in Tables 4.4 and 4.5.

Table 4.4: Gains of the PID controllers for Strategy “A”.
Operating phases

Bypass start-up Turbine run-up Bypass shut-down
PID Gain Value Unit of measure Unit of measure Unit of measure

HP level Bypass valve kP 0.5 1/barA 1/barA s/kg

kI 0.025 1/sbarA 1/sbarA 1/kg

kD 0 s/barA s/barA s2/kg

Spray valve kP 0.01 1/◦C 1/◦C 1/◦C

kI 0.001 1/s◦C 1/s◦C 1/s◦C

kD 0 s/◦C s/◦C s/◦C

LP level Bypass valve kP 0.25 s/kg s/kg 1/barA

kI 0.2 1/kg 1/kg 1/sbarA

kD 0 s2/kg s2/kg s/barA

Spray valve kP 0.001 1/◦C 1/◦C 1/◦C

kI 0.001 1/s◦C 1/s◦C 1/s◦C

kD 0 s/◦C s/◦C s/◦C

In Figures 4.11, 4.12 and 4.13 are presented the pressure, temperature and mass
flow rate profiles, simulated considering both “A” and “B” strategies compared with
reference results [100]. Moreover, the maximum relative errors between simulated
temperature, pressure, and flow values with respect to the reference of literature are
shown in Table 4.6.

Higher errors in terms or regulated temperature are recorded for both control
strategies at the beginning of the bypass start-up phase and at the end of the bypass
shut-down phase. In the end of the bypass shut-down phases the flow processed by the
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Table 4.5: Gains of the PID controllers for Strategy “B”.
Operating phases

Bypass start-up Turbine run-up Bypass shut-down
PID Gain Value Unit of measure Unit of measure Unit of measure

HP level Bypass valve kP 0.5 1/barA 1/barA 1/barA

kI 0.025 1/sbarA 1/sbarA 1/sbarA

kD 0 s/barA s/barA s/barA

Spray valve kP 0.01 1/◦C 1/◦C 1/◦C

kI 0.001 1/s◦C 1/s◦C 1/s◦C

kD 0 s/◦C s/◦C s/◦C

LP level Bypass valve kP 0.25 1/barA 1/barA 1/barA

kI 0.2 1/sbarA 1/sbarA 1/sbarA

kD 0 s/barA s/barA s/barA

Spray valve kP 0.001 1/◦C 1/◦C 1/◦C

kI 0.001 1/s◦C 1/s◦C 1/s◦C

kD 0 s/◦C s/◦C s/◦C

Figure 4.11: Pressure behavior for superheater and reheater stages: comparison between

reference values and controlled ones for Strategies “A” and “B”.
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Figure 4.12: Temperature of the outlet mixed flow rate after the bypass turbine stages:

comparison between reference values and controlled ones for Strategies “A” and “B”.

Figure 4.13: Mass flow rate of the outlet mixed flow rate after the bypass turbine stages:

comparison between reference values and controlled ones for Strategies “A” and “B”.
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bypass system is quite small since the bypass is gradually excluded. In future studies,
it should be considered the implementation of a more complex control strategy also
affecting the way in which the turbines are regulated during this phase. Also, in the
beginning of the bypass start-up phase the flow processed by the bypass system is
quite small with respect to the nominal one.

It can be noticed that differences between obtained simulation results with the same
control strategy proposed in [100] are quite small. Therefore, the model should be
considered validated with respect to the reference literature case study. Moreover, also
Strategy “B” is validated with respect to both Strategy ‘A” and the reference case study.

Table 4.6: Behavior of the relative error between simulated values and reference ones [100].
Bypass Start-up Turbine Run-up Bypass Shut-down

ṁMXHP (strat. “A”) < 4% < 0.1% < 0.1%

ṁMXHP (strat. “B”) < 0.1% < 0.1% < 0.2%

ṁMXLP (strat. “A”) < 0.5% < 3.5% < 6.5%

ṁMXLP (strat. “B”) < 0.7% < 6.5% < 8.5%

PSH (strat. “A”) < 0.1% < 0.1% < 0.1%

PSH (strat. “B”) < 0.1% < 0.1% < 0.1%

PSH (strat. “A”) < 0.1% < 0.1% < 4%

PSH (strat. “B”) < 0.1% < 0.1% < 4%

TMXHP (strat. “A”) < 0.4% < 0.2% < 2%

TMXHP (strat. “B”) < 0.2% < 0.3% < 0.9%

TMXLP (strat. “A”) < 0.2% < 0.2% < 3%

TMXLP (strat. “B”) < 0.2% < 0.4% < 3%
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4.6 Architecture of the test rig

Aim of the rig is to test the dynamical response of the positioners and the
corresponding actuators of both DTP and spray water valves reproducing their
interaction in Real Time with the simulated plant and control systems. In addition, the
simulated plan control system can be calibrated and improved on the rig considering
the real response of the tested components.

The positioners and their corresponding actuators, visible in Figures 4.14 and 4.15,
are the real components that have to be materially tested on the rig. The layout of the
HIL test rig is shown in Figure 4.16 and it should be considered as a peculiar case with
respect to the more general scheme of Figure 2. In particular, to verify the functionality
of the rig, the testing of the HP stage positioners is performed. The simulated plant,
interacting with the control valves, is supposed to be controlled according to the
Strategy “B”. As shown in Figure 4.16, at each computational step, the RT model of
the plant calculates the reference commands for both HP spray water and DTP bypass
valves; the reference commands are transmitted as analogic current signals (4−20 mA)
to the tested valve positioners shown in Figure 4.14.

Figure 4.14: Young Tech series 3400-3450 smart positioner; an example of 4/3 3/3 pneumatic

position controller typically used to pilot pneumatic actuators.

The tested positioners are able to measure the position of the corresponding
actuators that are interfaced with mechanical devices properly regulated to reproduce
the preload and the mechanical impedance of the moved valves (equivalent preload
stiffness and damping). The position feedbacks are acquired as current signals
(4 − 20 mA) by the DSP board on which is running the plant model. Consequently,
a new simulation step is calculated considering the measured positions of the tested
valves and their corresponding effects on the simulated plant.
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Figure 4.15: Tested actuators and positioners of TBV control systems during preliminary

testing activities of the rig.

Figure 4.16: Architecture of the test rig for TBV control systems applied to the testing of

positioners and actuators of the HP stages of the simulated plant (Strategy “B”).
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With respect to the general scheme of Figure 4.3, the RT model of the plant
implemented in the scheme of Figure 14 has to be slightly customized: the simulation
blocks corresponding to tested actuators have to be removed. Moreover, the RT
application has to manage the communication with the tested systems in term of
outputs (the reference commands of the HP valves) and inputs (valve position
feedback signals).

An external PC communicates with the DSP board using dedicated USB
connections. The external PC is used to provide the rig of an HMI ( in Figure 4.17).
The interface was designed in Matlab and then compiled to generate a standalone
application (.exe) that can run on a generic calculator, on different operating systems
and without the Matlab software. The executable has been obtained through MCR
Installer (Matlab Compiler Runtime), which is available (free) on the net. In this
way, it is ensured a better portability of both the code and the system that has been
simulated through this software. The interface is designed to accomplish the following
specifications:

• Management of the host-to-DSP communication settings;

• Management of the control gains: a panel allows to change the gains of the
control system during the execution of the test;

• On-line visualization of both the physical and simulated variables;

• Storage of test data.

The main advantage of the rig shown in Figure 4.15 is the possibility to virtually
verify performances of valve control and actuation systems and their mutual
interactions with the rest of the plant. Benefits in terms of costs, time to market,
and reliability of the tested product are quite evident and largely justify research
investments. It can be noticed that the proposed system is modular, so it is possible
to build a more complex layout in which the LP actuators can be connected and tested
with the corresponding LP stage model, and therefore, in which the whole plant model
is considered. In addition, different control strategies can be tested on the rig.
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Figure 4.17: Graphical User Interface for the HIL testing of TBV controllers.
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4.7 Experimental results

The experimental activities have been organized in two phases. First, tested
positioners and actuators are calibrated and identified. Then, in a second phase, HIL
tests are performed and also the simulated plant controllers are calibrated with respect
to the performances of the chosen actuators. In this way, it is possible to verify the
potential uses of the proposed approach to mutually tune actuators, positioners, and
plant controllers in a controlled environment with a clear advantage in terms of costs,
safety, and performances.

Compared to the actuator model simulated via software, in real systems
several unmodeled phenomena are usually present which can negatively affect the
performance and sometimes the stability of the whole system. In such cases, the system
under test should be carefully identified to eventually modify the control law with
respect to the one adopted in the completely virtual model.

For this reason, one of the possible functionalities of the realized test rig consists in
the open-loop evaluation and identification of generic unknown actuators.

In this peculiar application, the transfer functions of the pneumatic cylinders have
been identified through open-loop tests. Therefore, the steam plant transfer functions
have been linearized to improve the control system performances for the further HIL
testing activities.

4.7.1 Identification of valve positioners and actuators

The response of valve and positioners and actuators is the result of a complex
interaction between the valve position loop, performed in the positioner, and the
behavior of the corresponding pneumatic actuator, which is highly nonlinear. In
particular, the orifices which provide air to the pneumatic cylinders have to be tuned to
obtain the same rise time both during the opening (filling of the pneumatic cylinder)
and the closing (cylinder is discharging) times. Opening and closing times are set
according to those values suggested in literature [100]. In Figure 4.18, a simplified
scheme of pneumatic plant and tuning orifices is shown.

In this preliminary phase, the internal gains of the positioner loop have to be
calibrated as well: the resulting PI controller is tuned with high proportional gain and
a tiny integral part to compensate static errors due to friction and fluid losses. This is a
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Figure 4.18: Simplified scheme of the pneumatic plant for a single cylinder.

quite common calibration considering that the response of a fluid actuator with respect
to the flow provided by the positioner can be approximated using a system with a pole
in zero: position of the actuator is proportional to the exerted force since the cylinder
is coupled and preloaded with a spring; force is proportional to the actuator pressure
which depends from the integral of the inlet mass flow.

The transfer function between reference command given to the positioner and
corresponding position of the actuator is then identified by sending a position
reference signal, defined as a square wave function whose features are described in
Table 4.7.

Table 4.7: Features of the square wave signal.

Low level opening (%) 0
High level opening (%) 100
Time period [s] 50

Identification is performed using a best-fit procedure, which tunes the coefficients
of the identified transfer function to minimize the mean square error between
experimental and predicted output. As shown in Table 4.8, both the identified closed-
loop transfer functions are second-order systems which are quite different from the
first-order ones originally expected and used for the simulation described in the section
4.5.

As shown in Figure 4.19, the fitting between the responses of the DTP and
spraywater valves (measured data) and the identified transfer functions is quite good.
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Table 4.8: Identified closed-loop transfer functions of the positioner with their corresponding

actuators.
Input Output Identified TF Nominal TF

Position reference for the positioner Position of the DTP valve TFBV = TFBV nom =

of the DTP valve of the HP Stage of the HP stage = 0.1587
s2+0.6319s+0.1634

= 1
3.3s+1

Position reference for the positioner Position of the spray water valve TFSW = TFSWnom

of the spray water valve of the HP stage of the HP stage = 0.2793
s2+0.8571+0.2801

= 1
3.3s+1

Figure 4.19: Comparison between physical and identified systems responses for the DTP (a)

and spraywater (b) pneumatic cylinders.
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4.7.2 Tuning of the plant controller

The identified transfer functions TFBV and TFSW (in Table 4.8) are quite different
with respect to their expected behavior. Consequently, the HIL tests performed with
controllers having the nominal gains described in Table 4.5 produced poor results:
the simulated control system was prone to instability troubles and more generally
performances were not satisfactory. To better understand and explain the stability
margins of the system, a linearization of the plant model was performed with respect to
the operating conditions which proved to be more critical for the stability of the system.
In particular, the system is linearized with respect to an operating point described in
Table 4.9, which corresponds to an intermediate phase of the Bypass Start-up of the
turbine bypass system.

Table 4.9: Operating point chosen for the linearization.

Simulation time PSH TMXHP PRH TMXLP ṁMXHP

1100 s 86.6 barA 300 ◦C 4.065 barA 210 ◦C 36.7 kg/s

Since the RT model of the plant was implemented in Simulink the numerical
linearization of the system was performed using the tools available in the same Matlab
environment (Matlab Identification ToolboxTM). In particular, maintaining all the other
input constants, a step perturbation on the plant on a desired input is introduced
(for instance, the reference command of a DTP positioner). The corresponding
outputs are used to perform a numerical identification using the same procedure
adopted in section “Calibration and identification of valve positioners and actuators”
to identify the transfer function of positioners and actuators. Considering the current
configuration of the HIL test rig shown in Figure 4.16, the plant was linearized as
a multiple-input-multiple-output (MIMO) system with two inputs and two outputs.
The inputs are the reference commands of the positioners of both DTP and spray water
valves of the HP stage. Outputs are the regulated super-heater pressure PSH and the
determined temperature TMXHP .

Therefore, considering the cross coupling effects, there are four identified transfer
functions:

• FPP : describes the dynamic effects on PSH produced by the DTP valve opening;

• FPT : describes the dynamic effects on TMXHP produced by the DTP valve
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opening;

• FTP : describes the dynamic effects on PSH produced by the spray water valve
opening;

• FTT : describes the dynamic effects on TMXHP produced by the spray water valve
opening.

The cross term FTP is null/negligible since the pressure drop across the DTP valve
of the HP stage is very high and the valve is chocked working in sonic conditions. As
a consequence, the action of the other spray water valve cannot significantly affect the
value of the pressure PSH . The other cross-term FPT is not null but is not completely
negligible, since the lamination process of the DTP valve produces a variation of
the fluid temperature as well. However, from a quantitative point of view, the two
pressure and temperature control loops are highly decoupled and the response of the
bypass systems are dominated by the diagonal, direct terms FPP and FTT which can
be approximated by the first-order linearized transfer functions 4.13 and 4.14:

FPP =
153.25

303.6s+ 1
; (4.13)

FTT =
571.7

0.157s+ 1
. (4.14)

In Figures 4.20 and 4.21, the step response of the full nonlinear system is compared
with the corresponding approximating linearized function: linearized transfer
functions 4.13 and 4.14 seem to be a good approximation of the system behavior with
respect to the chosen operating point. Since pressure and temperature control loops
of the HP turbine stage are highly decoupled, they can be studied and optimized as
two independent single-input-single-output (SISO) systems as represented in the block
scheme of Figure 4.22. According to the block scheme represented in Figure 4.22, the
open-loop transfer functions LPP and LTT are defined as follows:

LPP = PIDBVHPTFBV FPP ,

LTT = PIDSWHPTFSWFTT .
(4.15)

Considering the scheme of Figure 4.22, in Figures 4.23 (a) and (b), the bode diagrams
of the two open LPP and LTT linearized transfer functions with different gains applied
to the PIDBVHP and PIDSWHP are shown. In particular, two different calibration sets
are considered: the nominal one corresponding to the gain values of Table 4.5 and a
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Figure 4.20: Comparison between physical and identified systems responses for the DTP

pneumatic cylinder.

Figure 4.21: Comparison between physical and identified systems responses for the spray-

water pneumatic cylinder.

Table 4.10: New calibration set of the PID gains for the HP pressure level of Strategy “B”.
Operating phases

Bypass start-up Turbine run-up Bypass shut-down
PID Gain Value Unit of measure Unit of measure Unit of measure

HP level Bypass valve kP 0.2 1/barA 1/barA 1/barA

kI 0.0001 1/sbarA 1/sbarA 1/sbarA

kD 0 s/barA s/barA s/barA

Spray valve kP 0.0005 1/◦C 1/◦C 1/◦C

kI 0.00005 1/s◦C 1/s◦C 1/s◦C

kD 0 s/◦C s/◦C s/◦C
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Figure 4.22: Pressure and temperature control loops of the HP stage.

new ones visible in Table 4.10. The new calibration values shown in Table 4.10 are
obtained by adopting the flexible simplex technique [71, 72, 73] described in section
3.3.3. To this aim, the vectors of the PID control gains PIDBVHP of and PIDSWHP

which minimize a given non-linear function (depending respectively from the pressure
error and temperature error) are obtained. In particular, the cost functions to be
minimized are the Integral Absolute Errors of pressure IAEBVHP and temperature
IAESWHP indicated in Equations 4.16 and 4.17. These parameters are computed
through the simulation of the steam plant model during the tracking of the reference
pressure and temperature

IAEBVHP =

∫ T0

0

|Pref − PSH(t)| dt, (4.16)

IAESWHP =

∫ T0

0

|Tref − TMXHP (t)| dt, (4.17)

where T0 = 3600 s, Pref is the set-point of the superheater pressure, PSH indicates
the superheater pressure, Tref is the set-point of the HP mixer temperature and TMXHP

defines the HP mixer temperature. The starting values of the PID parameters from
which the simplex algorithm begins to operate are the gains of the preliminary PID
control system (see Table 4.5)
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Figure 4.23: Bode diagram and stability margins of LPP (a) and LTT (b) transfer functions

with the nominal gains and new PID gains.
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It should be noticed that the new calibration values assure increased more robust
stability margins for both the pressure loop LPP and the temperature loop LTT . The
pressure and temperature loops stability margins are finally reported in Table 4.11.

Table 4.11: Gain and phase margins.

Transfer function Gain margin Phase margin

LPP nom. calibration 6.49 dB 26.6◦

LPP new calibration 16.3 dB 70.0◦

LTT nom. calibration 10.7 dB 25.7◦

LTT new calibration 36.7 dB 101.0◦

4.7.3 HIL testing results

In this section are finally exhibited the results relative to the test rig situated in
Capannori (Lu, Italy). The test covers a plant start-up of 3600 s, while on the DSP
are uploaded both the complete steam plant model and the control system expressed
in Table 4.10).

The position references for the DTP and spray water valves positioners are
respectively depicted in Figure 4.24 and 4.25. In both cases, the oscillations (whose
amplitude is less than < 3% and the frequency is inferior than 0.1 Hz) are very limited.
Moreover, the boiler pressure, the HP mixer temperature and mass flow rate behaviors

are respectively illustrated in Figure 4.26, 4.27 and 4.28, with respect to their own
reference signals. In Table 4.12, the mean relative errors are finally expressed between
reference signals and outputs for the main plant variables, both for the simulated
model and the HIL test shown in this sections. HIL test show greater errors, due to the
relevant complexity of the testing apparatus, unmodeled dynamics of pneumatic plant
or electrical noise in the electronic logics. Anyway, these errors can still be considered
very limited with respect to the industrial requirements.
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Figure 4.24: Reference of the DTP valve positioner during Bypass Start-up (I), Turbine Run-up

(II), and Bypass Shut-down (III) phases.

Figure 4.25: Reference of the spray water valve positioner during Bypass Start-up (I), Turbine

Run-up (II), and Bypass Shut-down (III) phases.
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Figure 4.26: PSH behavior comparison between reference value and controlled output.

Figure 4.27: TMXHP behavior comparison between reference value and controlled output.
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Figure 4.28: ṁMXHP behavior comparison between reference value and obtained output.

Table 4.12: Mean relative errors between reference signals and controlled outputs in the

simulation phases.

Bypass Start-up Turbine Run-up Bypass Shut-down

PSH (HIL) < 2% < 1.6% < 3%

PSH (simulation) < 0.1% < 0.1% < 0.1%

TMXHP (HIL) < 0.3% < 0.5% < 1.2%

TMXHP (simulation) < 0.2% < 0.3% < 0.9%

ṁMXHP (HIL) < 1.5% < 0.4% < 0.3%

ṁMXHP (simulation) < 0.1% < 0.1% < 0.2%





Conclusions

In this thesis innovative techniques devoted to the development of efficient models,
RT systems and HIL architectures for the testing of industrial components and systems
are presented.

First of all, the state-of-the-art on the topic of Real Time and Hardware In the
Loop architectures have been analyzed in order to understand the basic concepts and
constraints typical of this kind of simulations. Consequently, both the RTOs working
principles and the main features of HIL simulations have been explained, in particular
describing the general architecture and the main elements present in HIL systems.

Subsequently, an innovative modelling approach, based on Bond-Graph techniques
is presented to describe the dynamics of industrial systems characterized by the
presence of compressible or incompressible fluids. The typical elements that build
up industrial plants can be substantially divided in capacitive and resistive ones,
according to the physical variables that each element has to evaluate, respectively
through the momentum balance (continuity/mass conservation) and mass plus
energy balances (enthalpy balances and more generally expressions derived from the
first principle of thermodynamics) derived from the 1-D Navier-Stokes equations.
Consequently, a network of these elements, characterized by a bidirectional data flow,
can be developed, ensuring a high degree of customization and modularity. Also, the
possibility to automatically extract the plant topology from P&ID schemes and to carry
out virtual HazOp analyses is guaranteed. In addition, an efficient way to compute
the circuit losses and the fluid properties (e.g thermal conductivity, density, specific
heat) based on a polynomial approach are provided. To this aims, during the research
activity, a full library of typical industrial plant components was developed in Matlab-
Simulink.
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The aim of the proposed modelling approach was to achieve the best trade-off
between accuracy of results and execution efficiency. Therefore, it was applied in two
distinct test-cases, related to the energy industry, for which the development of a RT
control and HIL architecture were respectively needed.

The first test-case is presented in the third chapter. The aim of the activity
described in this chapter consisted in developing a new model-based approach and
an optimization strategy for the control auxiliary lubrication plants. According to
the above-mentioned modeling strategy, a complete model of the auxiliary lubrication
plant has been realized in Matlab-Simulink aiming at reaching a high accuracy degree
in the simulation of the plant transient phases, with results comparable with complete
3D models and a higher numerical efficiency. Moreover, an innovative strategy for the
PID control optimization based on a flexible simplex technique has been realized and
applied to a regulator of a Pressure Control Valve. As a consequence, the model has
been compiled and uploaded on MicroAutoBoxII, a commercial RT platform produced
by dSpace R©, which interacts with the real plant through an electrical interface. The
comparison between the numerical results obtained through the completely simulated
system and the acquired experimental data show a good agreement, also denoting the
encouraging performances and reliability of the proposed control strategy. The model
and the control strategy have been developed and validated in collaboration with GE
Nuovo Pignone S.p.a., which provided the experimental data acquired in the testing
plant situated in Ptuj (Slovenia).

The last chapter of this thesis deals with the second test-case. In particular, a
simplified dynamical model of a two-stages and oil-fired steam plant and the HIL
testing of its control system are presented. With respect to the current state of the
art, the proposed model is optimized to be implemented on a low cost DSP (the C2000
target produced by Texas Instruments R©) and to be integrated on an industrial control
system. In particular, the system is optimized for multitasking implementation and
to be executed using a low order fixed step solver with relatively large integration
steps. Using the proposed model, two different control strategies of the plant have
been simulated. For both control strategies, simulated results are coherent respect to
the data of a benchmark case study available in literature. This result is useful to verify
the robustness of both model and controllers with respect to the multitask approach
adopted for the RT implementation. The described test rig has been employed to
execute open loop tests for the identification of the rig actuators dynamics. Moreover,
the linearized transfer functions were found from the non-linear Simulink model.
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Therefore, the control system tuning has been improved according to the results of the
stability margin analysis for which the identified transfer functions were used. Finally,
the model has been used to successfully control the complete HIL test rig which is still
used for the testing of valves and positioners. The model and the control strategy have
been developed and validated in collaboration with Velan ABV S.p.a., which provided
the experimental data acquired on the test rig developed and situated in Capannori
(Lu, Italy).

Finally, the possible future developments will include:

• extension of the proposed appraoch to the modelling of bi-phase ore multi-phase
systems;

• extension of the proposed approach to other similar plants (e.g. combined cycle
plants) to verify the effectiveness of the modelling, RT and HIL techniques
proposed in this thesis;

• RT control and HIL testing of different components (e.g. Temperature Control
Valves, Main Pressure Control Valve Actuators, Extraction Control Valve
Actuators, Current-to-Pressure Converters);

• employment of alternative control strategies, for instance robust or adaptive
controllers and, for HIL applications, the adoption of MIMO (Multiple
Input, Multiple Output) regulators that are able to control a complete plant,
comprehending the turbines dynamics.
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Appendix A
Notations

Acronyms

BVHP High-pressure bypass valve
BVLP Low-pressure bypass valve
C Capacitive
CFD Computational Fluid Dynamics
CND Condenser
CPC Current-to-Pressure Converter
ECO Economizer
EV Evaporator
FW Feed-water
GAS Gas from the gas turbine
HIL Hardware In the Loop
HMI Human Machine Interface
I Electric current
Is Isentropic
ME Mixed Element
MXHP High-pressure mixer
MXLP Low-pressure mixer
ODE Ordinary Differential Equation
PCV Pressure Control Valve
PDE Partial Differential Equation
PID Proportional Integral Derivative
PWM Pulse Width Modulation
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R Resistive
RH Reheater
RI Resistive-Inertial
RT Real Time
SH Superheater
TCV Temperature Control Valve
THP High-pressure turbine
TLP Low-pressure turbine
TPJB Tilting Pad Journal Bearing
TTH lib Transient Thermal Hydraulic library
TCV Temperature Control Valve
WVHP High-pressure spray water valve
WVLP Low-pressure spray water valve
W,EV Evaporator water

Variables

A Section [m2]

ar Absolute roughness [m]

c Pump displacement [m3]

ch Specific heat coefficient [kJ/ (kg ·K)]

cp Specific heat at constant pressure [kJ/ (kg ·K)]

cv Specific heat at constant volume [kJ/ (kg ·K)]

Cv Valve flow coefficient [−]

Dh Hydraulic diameter [m]

ep Pressure error [Pa]

ey Position error [−]

f Friction factor [−]

fx Axial tangential effort [kg/ (m2 · s2)]
F Open loop transfer function
Fk (γ) Specific heats ratio factor [−]

Fp Piping geometry factor [−]

g Acceleration of gravity [m/s2]

Gact Transfer function of the PCV actuator
Gp Transfer function of the plant
Gpos Transfer function of the position controller
ĜPCV Transfer function of the PCV
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GPID Transfer function of the pressure controller
h Specific enthalpy [J/kg]

hc Convection coefficient [W/Km2]

IAE Integral Absolute Error [sbar]

Jp Piston inertia [kgm2]

Jm Motor inertia [kgm2]

k Gain of the identified transfer function [−]

kp Proportional gain [1/bar]

ki Integral gain [1/ (s · bar)]
kd Derivative gain [s/bar]

l Length [m]

L External work [J ]

m Fluid mass [kg]

ṁ Mass flow rate [kg/s]

N PID constant [−]

N6 Numerical constant [Pa]

p PCV downstream pressure [Pa]

pcr Critical pressure value [Pa]

pccr Critical pressure for compressible fluids [Pa]

pin PCV upstream pressure [Pa]

pprec Precharge pressure [Pa]

pref Set-point pressure [Pa]

popt Pressure behaviour with optimized PID [Pa]

pstd Pressure behaviour with standard PID [Pa]

PW Power coefficient [−]

rp Piston run [m]

rr Relative roughness [−]

R Specific gas constant [kJ/kg ·K]

Re Reynolds number [−]

s Specific entropy [kJ/ (kg ·K)]

SG Specific Gravity [−]

t Time [s]

T Temperature [K]

Ṫ Temperature variations [K/s]

T0 Time period [s]
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Ta,ε Settling time [s]

Tref Reference temperature [K]

Te(n) Speed-torque response [Nm]

Tenv Environment temperature [K]

Tf Falling time [s]

Tr Rising time [s]

Tres Resistant torque [Nm]

Tm Required mechanical torque [Nm]

TF Plant transfer function
uPCV PCV internal command [−]

uy Position command [−]

vs Specific volume [m3/kg]

v̇s Specific volume variations [m3/ (kg · s)]
vx Longitudinal velocity [m/s]

V Volume [m3]

V̇ Volume variations [m3/s]

W Power [kW ]

Wsp Specific power [kJ/kg]

x Longitudinal direction [m]

xc control signal [−]

xt Pressure drop ratio factor [−]

X Ratio of pressure drop to upstream absolute static pressure [−]

y Measured opening position [−]

yidf Identified opening position [−]

Greek symbols

∆Prg Pressure drop of the spray water valve rings [Pa]

α Inclination angle [rad]

β Bulk modulus [Pa]

χ Prevalence dimensionless coefficient [−]

δ Average value of the protrusions [m]

η Efficiency [−]

ηm Mechanical efficiency [−]

ηv Volumetric efficiency [−]

γ Specific heats ratio [W/ (m ·K)]

γSW Specific weight [−]
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λp Thermal conductibility [−]

µ Dynamic viscosity [kg/ (m · s)]
φ Flow rate dimensionless coefficient [−]

ψ Exponential coefficient of dynamic viscosity [kg/m3]

ω Angular speed [rad/s]

ρ Fluid density [kg/m3]

τ Time constant of the identified transfer function [s]

θ Inclination angle with respect to the ground [rad]

ζ Total friction factor [−]

Subscripts

gas Gas related variable

in Inlet variable

out Outlet variable

nom Nominal value of the corresponding variable

Superscripts
∗ Set-point variable





Appendix B
Design of the test rig

In this appendix the construction drawings used for the manufacturing of the rig for
the HIL testing of a TBV controller described in chapter 4 are included. In particular,
the appendix is organized considering the mechanical, pneumatic and electric design
of the test rig.
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B.1 Mechanical Design

The mechanical layout of the tested system is composed of a supporting structure
on which are mounted the following components:

• two linear simple-effect actuators;

• the control panel with the electro-pneumatic components;

• the cabinet containing the controller;

• the two dissipative elements that simulate the presence of the two implemented
valves.

Figure B.1 shows a view of the assembly from the side on which the positioners are
mounted, while Figure B.2 shows a view of the assembly from the side of the control
panel.

Figure B.1: View of the test rig: positioners side.

The linear actuator manufactured by the industrial partner is a pneumatic device
used to control the opening and closing of valves in linear movement.
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Figure B.2: View of the test rig: control panel side.

Figure B.3 illustrates a section in which the main components are visible.

It consists of a cylinder closed between two flanges fixed by means of tie rods, inside
which a piston can sealingly slide.

The lower end of the piston is fixed to one rod connected to the movable element of
the valve whose the opening and closing movement have to be controlled.

At the upper side the piston is in contact with the coil end of a suitably preloaded
helical spring, housed inside the secondary chamber of the cylinder, since the upper
end of the coil rests on an abutment which is constantly in contact with the upper
flange of the cylinder.

Through an intake hole formed in the bottom flange of the pneumatic cylinder (not
visible in the figure), pressurized air is introduced into the primary chamber (where
the dead volume is represented in violet color), whose action causes the raising of the
piston and, consequently, of the movable element of the controlled valve, which will
be opened or closed in relation to the type of its trim.
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Figure B.3: Section of the linear actuator.

The raising of the piston compresses the counteracting spring that exerts an
increasing reaction in proportion to its compression.

When the air introduction into the cylinder is removed, by releasing the primary
chamber, the spring is released, causing the lowering of the piston and, therefore, of the
movable element of the valve. The component that governs the valve control, which
interacts with the controller working according to a precise and predetermined logic,
is a pneumatic positioner. Figure B.4 shows one of the two positioners.

Figure B.5 shows the detail of the positioner connection with the linear actuator.

When pressurized air is given the supply circuit, the output shaft of the positioner
rotates by an angle proportional to the linear run, which must fulfill the actuator rod.
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Figure B.4: View of the test rig positioner.

Figure B.5: View of the positioner connection with the linear actuator.

The rotation of the positioner shaft is converted into a linear movement of the rod
by means of a fork keyed on the shaft itself, provided with a slot, inside which the
integral guide pin to the rod flows.

The pin is integral with the stem and is guided within a suitably shaped groove
provided on a fixed support of the actuator. In this way, the actuator rod cannot rotate
around its own axis during the vertical translation movement.
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Therefore, the shaft is not subject to potentially dangerous inflections. The details
of the components described above are visible in Figure B.6 and Figure B.7.

Figure B.6: Detail of the positioner shaft.

Figure B.7: Detail of the actuation system.

On the realized structure, in substitution of the valves, two dissipative elements
have been provided. In particular, these elements consist of two pressurized
pneumatic cylinders directly connected to a pneumatic control panel, so that a virtually
constant resistance during the vertical movement of the valve stem is obtained.
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Figure B.8 shows a view of the two elements, which are mounted between the two
the two plates that constitute the crankcase.

Figure B.8: View of a dissipative element.

Figure B.9 shows the CAD assembly where the two dissipative elements are visible
without the control panel and the electro-pneumatic connections.
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Figure B.9: View of the CAD assembly of the test rig.



B.2 Pneumatic Design

The pneumatic layout for the control of a TBV is schematically shown in Figure B.10.
The control of each actuator is performed by the positioner with its volume booster,
while the emergency line is managed by a 3/2 solenoid valve.

Figure B.10: Pneumatic layout and components of a TBV stage.
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B.3 Electric Design

In Figure B.11 shows the construction scheme of the junction box (380 × 460 × 180

mm) where the various electrical elements and their connections are arranged.

Figure B.11: Electric layout: CAD model.

The junction box is provided with a button that allows the connection between
the power supply and the 220VDC electric network. A passage for the emergency
push cable is housed on the casing to ensure a rapid shutdown when the operating
conditions become dangerous for the user or the equipment itself. A simple ventilation
apparatus for cooling the various electrical and electronic components is present
and, moreover, a passage for the cables which allow the connection between the
microcontroller and the host-PC and between the microcontroller and positioners of
the two valves are provided.

The chosen power supply is a stabilized linear power supply (manufactured by
Calex), which produces a power of 28.8 W and a voltage of 24VDC to power the various
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electronic converters for the conditioning of the control signal.

In particular, the choice of this model takes into account the power required by the
individual components to be supplied.

From the datasheet of the components, the current absorbed, and consequently, the
power required by each component were observed, as described in Table B.1:

Table B.1: Currents and power absorbed by the electric components.
Component Absorbed current [mA] Absorbed power [W ]

Plant type Oil-fired generating unit -
Axiomatic AX130201 30 0.72
Axiomatic AX130201 30 0.72
Axiomatic TD2014AX 30 0.72

Positioner YT-3400 20 0.48
Positioner YT-3400 20 0.48

Relay G6DS OMRON 7.5 0.18
Relay G6DS OMRON 7.5 0.18

24/5 V converter 8 0.192
Total 145 3.672

For this reason, the chosen model is the one with a lower power output (which
however is sufficient with a wide margin for supplying the entire electrical panel), and
especially at lower cost.

Then, the voltage is supplied to the various components (including the two
PWM/I Axiomatic converters and the static converter from 24V to 5V) through the
connections formed on the terminal block, which allows to interface the control
hardware (C2000 microcontroller from Texas Instruments) and conversion components
with the positioners and, consequently, the pneumatic actuators. Finally, two relays
were added, controlled through the HMI, by two digital microcontroller pins, which, in
case of emergency, instantly discharge the air present in the system to the atmosphere.

The electrical panel (shown in Figure B.12) is vertically connected directly to the
side of the testing pneumatic cylinder relative to the test.
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Figure B.12: Electric panel of the test rig
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