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MAP techniques, based on the criterion of maximizing a-posteriori probability, are considered
for digital image restoration. In particular MAP sectioned algorithms are examined in detail
with special reference to the parameters involved in the restoration which are adapted to the
local characteristics of each image section. Modifications in the above algorithms and tech-
niques are described, regarding the efficient control of the iterative procedure in connecti-
on with the degradation level in the different image parts, taking into account that the im-
plementation is performed by means of minicomputer systems. The efficiency of the MAP resto-
ration techniques was also evaluated in conjunction with a pre-processing or post-processing
2-D law-pass circular symmetry digital filter. Results obtained in digital image processing

tests are finally reported.

T. INTRGDUCTION

Oigital processing of noisy images is of increa-
sing importance in many working areas such as
bianedicine, remote sensing and image transmis-
sion to obtain higher quality enhanced or re-
stored images.

The image formation and recording model we are
considering is described by the following re-
Tation [ 1)

3(x,y) = s / [ah(d,ﬁ)f(x'd.y-.a)dudp +

+ n(x,y) (1)

where: f(x,y) is the ariginal image ar object,
g(x,y) is the actually available recorded ima-
ge, h(x,y) is the impulse response of a Tinear
system, s is the non-linear characteristic of
anather system (as recarding device, film or
electraonic camera), n(x,y) is the additive noi-

sei. [2]..03 ]

The linear system, having h(x,y) as impulse re-
sponse (or point-spread-function, PSF), can ta-
ke inta account different image linear transfor
matians such as blurrings introduced in the
picture formation process (due to optical sy-
stems). Two blurring effects of interest are li-
near motion and circular defocusing [4]

The digital processing of images requires the
space sampling of the image and of PSF according
to the sampling theorem. By arranging the obtai-
ned samples in a lexicographical order we can
abtain the following relation (5]

g=s(b) +n (2)
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where: b = Hf (H is the PSF array lexicographi-
cally ordered, f is the vector of the original
f(x,y) image), s is the non linear function a-
bove considered, n is the vector af the noise
random process, gfis the vector of the available
recorded image.

The restoration problem we are considering can
be now stated in the following general form:
"estimate f, given the PSF h, the recorded image
g, the response function s and some a-priori
knowledge (generally of statistical type) about
the nature of the noise n and about f".

In the following we examine the restoration tech
niques based on the criterion of maximizing a-
-posteriori probability (MAP).

2. MAP TECHNIQUES

The MAP criterion in image restoration maximizes
the a-posteriori density probability p(f/g),
which by using the bayesian law becomes

(g/f)p(f)
p(f/q) = A ) (3)
p(g)

Under the assumptions of Gaussian distribution
for noise and image and of uncorrelation for
noise samples (for this purpose see [6] ), ta-
king the logarithm of both sides of eg.(3) and
looking for the aximum value, we obtain

WIS,k [g - svf)] - R(E-F) =0 (8

where: S, is the Jacobian matrix of s, T is the
mean value of the vector f, Rc and R, are the



variance arrays of the image and the noise.

Eq.(4) can be solved by means of an iterative me-
thod. There are two parts: the first is perti-
nent to the likelihood solution, the second re-
gards the MAP solution[ 6] . From any iteration
we like a proper balancing between these two so-
lutions. It is therefore natural to write the
iterative equation as a weighted average of the
two solutions, obtaining the following relation

[g- st0)]'Ry! [g- s()] =0 (5)

Further the "sectioned" form of the MAP crite-
rion, in which the parameters involved in the
restoration are adapted to the local characteri-
stics of each image section, is to be conside-
red of particular interest especially when the
implementation is carried out by means of mini-
computers (1line followed in our work). The re-
sulting secticned iterative procedure is de-
fined by the following relation

2
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e=2 5.
where: Q= [(Rn)/(Rn + Rf)}°b 6 is the va-
riance of the image f, én is the variance of

the noise n, Q is the section size, P is the
size of the PSF matrix, m = 1,2,...,T, T is
the number of sections.

The corresponding stopping criterion results

em B [g(m) s S(HQg((m))] TR;‘1[E("‘) X S(HQ.ii((m))]

(7)

The convolutions required in eq.(6) can be per-
formed by using the overlap-save method. The
computation of e in eq.(7) is realized taking

into account only the not-overlap points in a
section [7] . An estimate of the variance of
the noise in a section i can be obtained by
the relation

g2, =%, (8)

where: Hi is the mean density of the section i
of g, ¥ is a constant dependent by the model of

the noise,é2 is the mean estimate of the noise
varance.

It is interesting to observe that, when the fun-
ction s is approximated in a linear form, the

MAP method of restoration becomes a linear fil-
ter and more standard techniques such as Wiener

filtering can be used [8].

3. MAP MODIFICATIONS AND IMPROVEMENTS

To implement the above described MAP technigue in
the sectioned form the overlap-save method can be
applied, which implies that each section overlaps
its adjacent ones by 2(P - 1) rows and columns,
where P is the dimension of the PSF.

The first modification we decided with respect to
the more standard approach regards the computation
of the convolutions in eq.(6) directly in the spa-
ce domain instead of using the FFT transformation.
Some advantages are in this way resulting, when
the implementation is performed by means of mini-
computers: the constraint that the dimension of
the section must be a power of two is removed,

the computation time is lower for small sections,
it is not necessary to take in memory the matrix

H tnat has dimensions comparable with those of

the considered sections.

A second modification regards the form of the PSF
matrix, which we selected with a circular symme-
try, due to the fact that the blurring occurred
in the formation and recording of the considered
images (as remote sensing) is in general estima-
ted to have no preferential direction. Ihis fact
implies that in eq.(6) and eq.(7) H = HT.

Another interesting point regards the selection
of the section size Q: from one side a value of
Q very small is attractive (as 0.1N, with N the
image size, resulting in section areas 0.01 of
the total one) to estimate in a more accurate
way the noise variance, from the other one a
small value of Q is implying a great number of

" sections (100 in the above case) with a high re-

sulting processing time. Therefore a compromise
between these two constraints must be followed.

Further, to minimize the number of the multipli-
cations required by every convolution, the fact
that H is a sparse matrix was utilized.

Another modification we made regards the stop-
ping criterion (eq.(7)). The following solution
was defined: to stop the iteration when the stop-
ping parameter ARR becomes less than the theore-
tic value plus 10°/, of the section size or when
the diminution of ARR (from the previous itera-
tion) becomes less than 0.5. The first bound has
the purpose of avoiding an excessive removing of
ARR from the theoretic value, the second one has
the task to stop the iteration when a new itera-
tion doesn't produce an appreciable improvement.

4. APPLICATIONS TO DIGITAL IMAGE RESTORATION

At first the defined MAP techniques were tested
on artificial images, by using known values for
s, Hand n (Gaussian type).

To evaluate the improvement obtained by the appli
cation of MAP techniques as above the mean-sgqua-
re-error (MSE) criterion was used. More precise-
ly, by denoting with MSEb the mean-square-error



between the ariginal image and the bhlurred-noisy
one and with MSE _ the mean-square-errcr between

the aoriginal image and the restared one, the im-
provement due to the restoration is evaluated by
means af the following relation

MSEP - MSE

b
= 100 (9)
Tr
MSE,

measured in percentage.

[n the performed tests two types of PSF function
were used: one corresponding to a space shift,
the other of Gaussian form. The first one is ve-
ry cammon in blurring effects, the second can be
considersd a good approximation of real blurred
images (as in remote sensing, biomedicine).

The noise variance 62 . was chosen on the basis
of signal-to-noise (S/N) ratios, by compu-

ting the signal variance di , that is
2
2 Sf

el (10)
SIN

n

Moreover with the term S/N we mean the ratio
between the signal variance and the variance of
white Gaussian zero-mean noise.

Table 1 reports results obtained on a test ima-
ge (lettar C) with a PSF of size P=3, in the ca-
se of shifting or Gaussian form and y = 1.

Table 1 - Percentual improvement for MSE on
a test image (84x64)

S/N shifting PSF Gaussian PSF
10 25.77 19.79
20 39.25 30.13
40 52.59 37.64
60 62.25 43.46
80 68.44 46.18

[n the application of the above restoration te-
chnique we examined also the utility of using a
pre-procassing digital filter. In particular

a 2-D lcw-pass digital filter of FIR type desi-
gned by means of the window technique (Cappelli-
ni window [39] ) was applied befare the restora-
tion: the filter has a circular symmetry in the
frequency domain and a cut-off frequency such
that to not eliminate the space frequencies of
interest. The results obtained in a test image
processing as above for a Gaussian PSF are repor
tad in Table 2, in compairison with those obtaj-—
ned by using the 2-D digital filter alone or

the restaration technique only.

As the Table 2 shows clearly the combination of
the pre-processing 2-0 digital filter and MAP
rastoration gives very good efficiency (high
improvement for MSE) especially at S/N of low
value (wnere the MAP alone as also shown by Ta-

L7l

Table 2 - Percentual improvement for MSE on
a test image (64x64)

S/N  2-0 filter restorat. 2-0 filter
with restor.

10 15.35 19..79 34.10
20 10.45 30.13 36.94
80 6.28 46.18 47.30

ble 1 is not giving goad improvements. Analogous
results were obtained also by applying after the
MAP restoration a 2-D low-pass digital filter,
due to the fact that the filter is reducing the
high frequency components and fluctuations intro-
duced by the restoration process.

The above MAP techniques, also with a pre-proces
sing or post-processing 2-0 low-pass digital fiT-
ter were applied to real images (remote sensing
maps or biomedical images as scintigraphies of
64x64 size) with good enhancement and restora-
tion results.

In conclusion the described techniques using MAP
criterion, implemented by using minicomputers (a
PDP 11-34 or HP 2100 A were in particular emplo-
yed), can be considered very useful alternatives
to other techniques such as inverse frequency
filtering (Wiener type or other ones) or Kalman
filtering for the restoration of blurred noisy
images, the combination of 2-D low-pass filte-
ring and MAP techniques appearing a good proces-
sing strategy in the case of low S/N values.
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