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Abstract. Regenerative, on board Processing FDMA/TDM payloads have been recently
proposed as valid candidates for user-oriented satellite systems. Both business traffic for fixed
service and mobile satellite systems can potentially take advantage of the peculiarities of such
payloads, which substantially require multicarrier demodulation (MCD) of the uplink FDMA
carriers to recover the individual modulating streams, which are in turn TDM-formatted to
modulate a unique downlink carrier. Therefore two main functions are implemented by a
MCD: the demultiplexing (DEMUX) and the demodulation (DEMOD). We focus here only on
a digital implementation of the MCD looking at its advantages, flexibility, better performance
and VLSI possible integrability.

This paper expands on the most suitable digital techniques to implement on-board MCD. In
particular the impact of the use of a kind of network clock synchronization on the overall
MCD complexity is investigated in detail. The digital architecture of the proposed MCD can
be adapted to different digital modulation techniques. However, we focus here only on the
application for QPSK signals, considering the interest of this modulation scheme for digital
satellite communications.

Theoretical results and computer simulations are indicated to evaluate the performance degrada-

tion of the proposed MCD, including the finite arithmetic implementation effects.

1. INTRODUCTION

One of the most attractive architectures for business-
service satellite systems recently proposed envisages
different access methods in the two links [1], i.e. Fre-
quency Division Multiple Access (FDMA) in the uplink
and Time Division Multiplexing (TDM) in the down-
link. In this way, the user uplink RF power require-
ments are proportional to the individual bandwidths
(differently from TDMA which requires power levels
proportional to the transponder bandwidth), and, to
some extent, network synchronization procedures are
not requested.

In the downlink, TDM permits the on-board High
Power Amplifier (HPA) to be saturated or slightly
backed-off, due to absence of multicarrier intermodula-
tion. Such an architecture which attempts to optimize
the system RF power resources requires non-trivial
access format conversion on-board from FDMA to
TDM. The feasibility of this approach depends there-
fore on efficient means of translating between the two
multiple access formats on board the satellite. The on
board system implementation complexity (including
the VLSI design) and power consumption are, of cour-
se, of primary concern. The on board processing
system receives an input FDMA signal and supplies
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an output to interface the TDM link. Therefore it
must accomplish the function of the separation of
each individual radio channel, its demodulation and its
correct switching to the appropriate downlink chan-
nel. An appropriate name for the on board process-
ing system performing the first two operations is the
“multicarrier demodulator” (MCD). Two main func-
tions are implemented by a MCD: the demultiplexing
(DEMUX) and the demodulation (DEMOD).

The focus here is only on a digital implementation
of the MCD because in perspective it offers several ad-
vantages such as flexibility, VLSI integrability, better
efficiency [22]. The operation of the DEMUX is to
separate the individual input FDMA channels and to
supply each of them, down-converted to baseband, to
a demodulator input for the appropriate symbol deci-
sion. Therefore in principle its operation corresponds
to a bank of bandpass filters followed by a down-
converter. By digital means the down-conversion can
be appropriately implemented by a decimation opera-
tion. Moreover the direct implementation of a bank
of digital filters is not the most convenient solution.
This paper deals with efficient approaches to the digi-
tal implementation of the DEMUX, namely the block,
the per-channel method and the multistage technique

[2]-[8].

A coherent demodulation is usually employed in
satellite communication in order to achieve the re-
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quired bit-error-rate with an acceptable signal-to-noise
ratio. It is implicity assumed that the channel does not
introduce distortions on the transmitted FDM signal.
The performance of a coherent demodulators depends
rather critically on the design of the synchronization
circuit employed to estimate the received carrier phase
and bit synchronization reference from the received
signal. Carrier recovery can be achieved in different
ways: the M-th power method, the costas loop and
decision-directed feedback circuit. With M = 2,
the M -th power method is known as a squaring loop
[21]. Clock recovery is usually achieved performing
non linear operation on the received signal because the
signal does not contain discrete spectral lines at the
clock frequency. Clock recovery can occur subsequent
to or coincident with carrier recovery. In the former
case, the recovery circuits operate on the demodulated
(not necessary detected) baseband waveform, whereas,
in the latter situation, circuits operate directly on the
modulated carrier signal.

The complexity of the clock recovery circuit could
be drastically reduced, if a kind of network clock
synchronization is implemented. This requirement is
even more stringent in the presence of a high number
of low data rate carriers, whose (clock) misalignment
at the satellite input may drastically complicate the
processing payload. Also the carrier recovery circuit
could be simplified, using differential detection sche-
mes, when applicable.

In this study we shall consider first the most general
structure, where both carrier and clock recovery cir-
cuits are required for each demultiplexed channel.

Then the benefits introduced by the possibilities of
a network synchronization will be investigated. The
digital architecture of the studied receiver can be adap-
ted to different digital modulation techniques; never-
theless, we focus here only on the application for
QPSK signal, considering the interest of this modula-
tion scheme in satellite digital communications.

To achieve receiver synchronization suitable appro-
aches are studied. For the implementation of the car-
rier recovery circuit a nonlinear estimation technique
[10] is considered. This approach has been selected be-
cause it achieves a good estimate accuracys, is less sensi-
tive to a finite arithmetic implementation and requires
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a short and defined acquisition time. Moreover, it can
be used with continuous as well as burst mode carriers
and a certain degree of integration of the demultiplexer
and demod functions can be conceivable. The perfor-
mance of the squared non-linear estimation method
has been also studied in the presence of a frequency
uncertainty. In particular it is shown that the number
of QPSK symbols to be used to accomplish the car-
rier phase estimate can be suitably selected to achieve
better performance.

The clock recovery circuit has been assumed imple-
mented according to the clock estimation method pro-
posed by Gardner [11]. This clock recovery approach
has been selected because its estimation operations are
independent of carrier phase and some degree of in-
tegration of demultiplexer and clock recovery function
is possible.

In conclusion the multicarrier demodulator descri-
bed in this paper represents a complete solution for a
processing system interfacing FDMA and TDM links
on board advanced satellite communication systems,
suitable to an implementation by VLSI digital circuits.

2. DEMULTIPLEXER

From a general point of view, the demultiplexing of
uplink FDMA channels (to be subsequently demodu-
lated) can be implemented using three different appro-
aches: (i) per-channel, (ii) block and (iii) multistage.

The per-channel method performs the demultiplex-
ing operation essentially by means of a bank of band-
pass filters. Selection of each input signal and its
translation to a low-frequency band are achieved by
a compound operation of digital filtering and decima-
tion (i.e. decrease of the signal sampling rate).

The block method implements the demultiplexing
by using a set of digital filters (“Polyphase” Network)
followed by a “block” processor usually of the FFT
type that processes the output signals from the digital
filters altogether. This procedure of processing the
input FDMA signal to obtain an output TDM one
directly derives from studies on “Transmultiplexers”
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Fig. 1 - Demux by the Analytic Signal Approach: implementation block diagram.
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[4]-[8], which were originally conceived for the TDM-
FDM transformation, to convert PCM (time division)
signals into analog (FDM) channels and viceversa.

The multistage method can be considered as a bi-
nary tree of two channels demultiplexers. Each demul-
tiplexing stage performs a lowpass and a highpass
filtering with subsequent decimation by a factor of two
[8].

In the following we will briefly summarize the main
characteristics and performance of the three appro-
aches.

a) The Analytic Signal approach

Within the class of per-channel methods, an effective
solution from the implementation complexity point
of view is represented by the Analytic Signal (AS)
approach [4]. A specific feature of the AS method
is to greatly relax the filter specifications in terms
of transition bandwidths, thus achieving a lower im-
plementation complexity with respect to the other per-
channel approaches. Further, the AS approach leads
directly to a high modular structure directly matched
to the per-channel implementation of the demodu-
lators. Therefore, as it is shown later, integration
of the DEMUX and DEMOD functions is conceiv-
able. Another advantage of the AS approach is its
high flexibility: differently from the other methods, in
the case that some specific applications should benefit
from the unequal channel bandwidth, the AS struc-
ture could vary on demand the bandwidth assigned
to each channel, simply by switching to a suitable
new set of DEMUX parameters. The principle of
operation of the AS method is illustrated in [5] and
will be briefly recalled in the following. The struc-
ture of the DEMUX according to the AS method is
shown in Fig.1 [5]. The FDMA input signal, after
appropriate analog down-conversion of the received
signal to a low frequency range, is sampled according
to the sampling theorem at the high-rate frequency
fu = 1/T,[s(nT,)] and processed in order to obtain
N, TDM digital signals, each sampled at the low-
rate frequency f; = 1/7,;, N, being the number of
multiplexed channels [x;(mTy)]. In Fig.1 H;(fT,),
H ’.' (fT,) represent the conjugate symmetric and an-
tisymmetric parts, respectively, of the high-rate com-
plex bandpass filter H; (f 7;,) which can be regarded as
a frequency translated version of a low-pass prototype
H(f T,) such that [5]:

Hi(fTu) :Hi(fTu) +jH,-/(fTu) = )
(1
SHEP W W]

where W is the channel spacing. In the same figure,
G,(fT;) and Gi'(f T,) represent the conjugate sym-
metric and antisymmetric parts, respectively, of the
complex low-rate filter G;(f T;) which can be defined
as [5]:

Gi(fTq) =Gi(fTy) +jG,[(fT,) =

: (2)
=G{lf - (-1)'W/2]T,]
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Thus, each filter G;(fT,) is related, according to
eq. (2), to a low-pass prototype. It can be noted from
eq. (2) that the number of different filters G,;(fT,) is
actually two: one for the odd channels and the other
for the even channels. Taking into account egs. (1)
and (2), we have in the frequency domain [5]

X;i(fTy) = SIfTy + i/2)/N,] (3)
according to the implementation structure shown in
Fig. 1. It must be noted that a decimation by a factor
equal to the number N, of multiplexed channels must
be used. As shown in Fig. 1 the terms S(f7,) and
X;(fT,) represent the spectrum of the input signal
and the spectrum of the i-th output of the DEMUX
respectively.

The pulse shaping filter which is generally used in
order to reduce the effects of noise at the receiver
and to avoid the intersymbol interference (ISI) at the
detection instant can be implemented by cascading the
two digital filters H; (f 7,,) and G, (f T;). The high-rate
filter H; (fT,) is essentially a band-pass filter, thus the
desired pulse-shaping function can be implemented by
the low-rate filter G;(fT,). For example it will be
shown later that 40% cosine roll-off factor pulse shap-
ing filter [9] equally shared between the transmitter
and receiver can be easily integrated in the DEMUX
lowering the overall implementation complexity.

From the implementation structure of the analytic
signal method (Fig. 1) it can be noted that only process-
ing of real quantities is required. The illustration of
the frequency dechannellization performed by the AS
method is reported in Fig. 2. It must be pointed out
that the analytic signal method has been outlined on
the basis of ideal filtering masks; however in real ap-
plications there are nonzero transition bands for the
filters G;(f T,;) and wider than the channel spacing W
transition bands for the filters H; (f T,,) [5]. This situa-
tion gives rise to more relaxed filter specifications and
thus reduces the overall system complexity (i.e. the
overall number of operations). The overall number of
multiplications required per input channel and per
second is given by:

Myg = (Lg + Ly/2)2W (4a)
where L; and Ly are the number of coefficients of
the low-rate filters G; and of the high-rate filters H;
respectively. Eq. (4a) takes into account the symmetric
properties of the H; filters of the ‘mirror’ channels
in order to halve the corresponding number of opera-
tions. The overall number of multiplications can be
estimated as a function of the channel spacing W, the
number of channels N, and the filtering bandwidth B
as [13]:

W2[W<Nc + 4) — 2B (N, + 2)]

Yo St E e = mgr - 98 ol

where K is given by:
K = —2Log[56, 8,]/3 (5)
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Fig. 3 - Demultiplexer implemented by a digital polyphase network
and a FFT processor.

The terms 6, and 6, denote the overall acceptable in
band and the out-of-band ripples respectively derived
according to given system specifications; for example
a filter design procedure is reported in [13]. It results
from egs. 4 that for specified values of B and N, an op-
timum value of the channel spacing W, can be found
in order to achieve the lowest M, 5. However, tak-
ing into account that for the subsequent demodulation
operation an integer number of samples per symbol is
convenient a suboptimum value of W closest to W, is
generally used. To this end, a suitable choice of the
DEMUX output sampling frequency 2W turned out
to be 3 samples/symbol, i.e. W = 3R /4 with R the
bit transmission rate.
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b) The Fast Fourier Transform with Polyphase Net-
work Approach (FFT)

The main principle of this approach is to share the
same lowpass filter amongst all the FDMA channels.
In particular this method permits the implementation
of the demultiplexing using a polyphase network and
a Fast Fourier Transform (FFT) processor [6].

The block diagram of the demultiplexer, reported in
Fig. 3, is implemented by a cascade of a set of digital
filters and a FFT processor. The set of N, filters is ob-
tained by shifting a basic lowpass complex filter func-
tion along the frequency axis. The frequency response
of this low pass prototype is shown in Fig.4d). The
transfer function H (z) of this filter establishes a rela-
tion between the z-transforms of the filter input and
output sequences assumed to have the same sampling
rate 1

By assuming a FIR filter with KN, (K integer)
coefficients, we can write:

KNl | Nl s
H(z) = % 4z = %,,z"’H,,(z ) (6)
with:
N, K —mN,
Hn(z L) f %m AmN +n? ¢ (7)

ALTA FREQUENZA
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The filter H (z) can be implemented by a network
with N, paths, as shown in Fig.3, which is called a
polyphase network because each path has a frequency
response which approximates that of a pure phase shift
[3], [6]. The phase shifts are constant in frequency and
are integer multiples of 27 /N,.

A change in sampling frequency by a factor of N,
can be introduced, thus allowing the circuit in the
different paths of the network to operate at the low
frequency f;.

Bo(z) 11 ... 1
Biz) | _ |1 ¥ pNe—1 .
BNC~1(Z) 1 pNe-I V(Nc—nZ

The set of filters employed to implement the demul-
tiplexing is formed by N. filters which cover the band 0
to f,,/2; the frequency response of these channel filters
is sketched in Fig. 4. It is clear that this response can
be obtained by shifting the basic complex lowpass filter
function shown in Fig. 4d) along the frequency axis by
integer multiple of f,; /2.

a)

b)

fq fg+w
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2
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Fig. 4 - Frequency dechannelization performed by the polyphase
network with a FFT processor approach.

b) and c¢) Frequency response of the
d) Basic filter response.

a) Input FDM signals;
channel filters;

From H (z), the basic filter z-transfer function, a
translation in frequency by (mf,/2N.), m integer, ap-

pears as a change in the variable from z to z exp[j 27 m /

/N.]. Thus the filter with index m has a transfer
function B,, (z) given by:
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B, (z) = H[z exp (j2mm/N,] (8)

By applying the previously introduced decomposi-
tion of H (z) this becomes:

“"exp(—j2rmn/N)H,(z™) (9)

By allowing for the fact that the functions H, (")
are the same for all the filters B,,(z), m = 0,1...

N;l, a factorization can be introduced which results
in the following matrix equation

Hy(ze)

H,;(ze)

z*(Nc—l‘} HNC_l(szC)

where V' = exp (—j27w/N,).

The square matrix is a DFT matrix. Thus the set of
filters is realized by forming a cascade of the polyphase
network and a discrete Fourier transform processor.

The overall number of multiplications required per
second and per channel Mppr, when the DEMUX is
implemented according to the Fast Fourier Transform
with polyphase network approach, is now evaluated.

The polyphase network, as previously outlined, is
composed by N, digital filters, generated from a basic
low-pass prototype.

The number of coefficients of this filter can be given
by:
Ler = 2/3 Log[1/(106,6,) 2N. W /(W — 2B) (11)
where W is the channel spacing, B is the (one-sided)
filtering bandwidth, N, is the number of input chan-

nels, 6, is the acceptable in-band filtering ripple and 6,
is the required out-of-band filtering ripple.

Each filter of the polyphase network operates at the
rate f,; and has a number of coefficients given by:

Ly = Lgt/N, (12)

The FFT computer, connected in cascade with the
polyphase network, operates at the rate f; and requires
a number of real multiplications per second given by:

Mgt = 8WN., logzNC (13)

Hence, the overall number of real multiplications
required per second and per channel can be derived
as:

Mgpr = [Ly + 4log, N.J2W (14)

From (11), (13) and (14), the optimum channel spac-

ing W, can be determined, in order to minimize the
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Fig. 6 - Multistage implementation block structure.

required number of multiplications Mypr, from which
a practically near optimum value for W can be chosen
again leading to W = 3R /4.

c) The Multistage approach

As in the Polyphase approach the multistage method
is rather attractive whenever the number N, of demul-
tiplexer channels is a power of two [8]. The signal is
split in two bands by half band-filters and decimated
by two. Either filter output is again split by two filters
and decimated, leading to a division in 4 bands. After
L stages of filtering and decimating, the channels ob-

tained are 2° .

The filters are supposed to be complex in order to
allow a very large transition bandwidth which leads
to a small number of taps for each filter. Hence,
a reduced amount of processing, even if complex,
is required taking also into account that about half
coefficients in the half-band filter with odd number of
coefficients are of zero value. The spectrum of the
signal is represented in Fig. 5, while a block diagram
is shown in Fig.6. It is important to notice that
the structure (quite similar to a binary tree) is very
modular because the filters are replicated at each stage.
The structure guarantees also automatically a certain
degree of flexibility because it is possible to obtain,
from the intermediate stages, channels with different
bandwidth.

It is worthwhile to notice that the modularity brings
some advantages in terms of redundancy in the sense
that the same filter could be used in every stage, pro-
vided that the processing rate is sufficiently fast. It
should be observed that, following the last stage of
the tree structure, a pulse shaping filter (not shown
in Fig. 6) is necessary to limit the bandwidth of each
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demultiplexer channel and to implement the pulse shap-
ing filter. The overall implementation complexity in
terms of multiplications required per channel and per
second M\ is given by:

Mys = [[(Ng + 1)/2 + 1][10g2NC - 1/2] + Ng]2W
(15)

where Nyr and Ng denote the number of coefficients
of the complex half-band filters and last filter of the
tree (including the required pulse-shaping function)
respectively. As for the other methods the number
of coefficients N and N; can be estimated from the
overall acceptable in band and out-of-band ripples,
the filter bandwidth and the channel spacing.

From an implementation point of view, some con-
siderations and conclusions can be drawn about the
three approaches, based upon both theoretical features
and results from studies for ESA [13]:

i) per-channel methods generally have higher com-
putational complexity, smaller finite precision arith-
metic sensitivity, greater flexibility, smaller control
circuit complexity;

ii) block methods have lower computational comple-
xity, higher finite-precision arithmetic sensitivity,
smaller flexibility, greater control circuit complexi-
ty;

iii

—

multistage methods have computational complexi-
ty comparable with that of block methods, finite-
precision arithmetic sensitivity and control circuit
complexity comparable to per-channel methods,
and intermediate degree of flexibility.
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On the basis of obtained results, the finite-precision
arithmetic implementation of the block methods gene-
rally requires 2-to-3 bits more than the other methods,
due to the greater finite-precision arithmetic sensitivity
of the FFT block processor. The control circuit com-
plexity for the block method may be comparable with
(or in some limit cases even greater than) the complexi-
ty of the computational part, although a custom VLSI
implementation of the control part might remove this
drawback.

Flexibility may be a critical issue for the demul-
tiplexer. In some advanced applications different trans-
mission rates are foreseen and likely the Multicarrier
Demodulator will have to operate on many of them
during the satellite lifetime, to allow for reconfigurabi-
lity of traffic pattern. The transmission rates are in
general multiple of the smallest one by factors as 2,
3, 5 and combinations of them. If we require the
demultiplexer to operate at different rates for a fixed
processed bandwidth the number of channels N, is in-
versely proportional to the transmission rate. Thus we
can observe that:

i) block methods are able to operate only at a fixed
value of N, (i.e. number of points of the block
processor), therefore a specialised demultiplexer is
required for each individual transmission rate.

ii) per-channel structures are well suited to variations
of transmission rates and number of processed
channels N,: it is only required to vary the filter
characteristics (i.e. coefficients) and decimation
factor, using only the necessary (N,) branches of
the structure designed for the highest possible value
of N, (lowest data rate). Moreover, the per-channel
methods allow to process channels with different
transmission rates within the same demultiplexer,
as the N, paths are substantially independent.

—

iii) multistage structures have an intermediate degree
of flexibility, as it allows variations of the trans-
mission data rate, although limited to powers of

two.

3. DIGITAL DEMODULATOR
This section considers the digital implementation of

a demodulator suitable for QPSK signals. In par-
ticular, the carrier and clock recovery approach neces-

V2 SIN(2nf t)
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sary to perform a coherent demodulation of the demul-
tiplexed QPSK signals are described. The benefits in-
troduced by the possibility of network clock synchro-
nization in terms of a reduction of the overal MCD im-
plementation complexity will be investigated in sect. 4.

a) Nonlinear estimation method of QPSK-modulated
carrier phase.

The block diagram of the phase estimation con-
sidered here is shown in Fig. 7. Its principle of opera-
tion will be briefly described in the following. Let the
estimation period be 7y and let it encompass N m-
ary symbols (each T-second long), where Tz = N T.
Suppose we wish to estimate the phase at the midpoint
of the estimation interval and we let Ny = 2N + 1,
where N is the number of signal intervals before and
after the interval where the phase is to be estimated
[10]. Itis evident that a delay equal to N T is necessary
to make the estimation system physically realizable.

In this contest and in presence of additive white
Gaussian noise (AWGN) and zero frequency uncer-
tainty, Fig. 7 with the dotted box eliminated (so that
X, = X,, ¥, = y,) represents the optimal (maximum
likelihood) estimator for m = 1, which corresponds
to an unmodulated carrier.

Obviously, if the carrier is phase modulated to one
of m discrete phases (m equals 4 for QPSK signals),
the above linear estimator is useless since during each
successive symbol the phase takes on a different value.
Suppose, however, that in the dotted box we insert the
two-dimensional (complex) nonlinear function:

R O (16)

where F(p,) = (x?

n

+y2)and &, = tan”'(y,/x,).

In words, for each symbol we perform a rectangular-
to-polar transformation, multiply phase ®,, by m, per-
form an arbitrary nonlinear transformation on p,.
Finally we perform a polar-to-rectangular transforma-
tion on the result. We avoid describing the non-
linearity in this manner in Fig. 7, because in a practi-
cal implementation it becomes a read-only-memory,
transforming a quantized 2-dimensional vector into
another such vector.

Multiplying the phase by m, along with the final

operation of dividing the tan~' function by m, gives

COS(wyt+d)

COS/SIN
TABLE

1 TO DEMODULATOR
mtan () ( )

N '
Xn | o | *a 1
E 'I N | 1 ZRel
L
i Al
1 : |
g
FeinpH 1
y
E (ot ¢ LIn ) 1
1 v | 2N+l
I—

SIN(w, t+d)

vZ cos(anf t)

Fig. 7 - General structure of the carrier phase nonlinear estimation system.
xp: in-phase component of the received QPSK signal;
yn: quadrature component of the received QPSK signal.
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