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ABSTRACT.Two data transformations— data compression and error con-
trol coding - are considered for high efficiency integrated data
communication systems,Some methods of data compression and error
correcting coding are in particular described.Comparison results
giving the compression ratio and r.m.s. error for some data com-
munication systems using in different way data compression and
channel coding are shown,A new integrated compression-coding sta-—
tegy — called COSYDAI - is also proposed,in which a suitable syn—
chronization is added to compressed data ,to obtain error detec-
tion and error correction capabilities.,

1, INTRODUCT ION

High efficiency communication systems are required in the next fu
ture to solve the problems connected to the large amount of data
to be transmitted from one place to another through noisy commu-
nication channels with severely limited bandwidths.One important
data transformation,which can be performed to increase the effi-
ciency of a communication system is the data compression,which re
duces the amount of not useful or redundant data.In the literatu-
re the data compression techniques are often considered on error-
free channels.Neverthless the compressed data are more sensible
to the channel errors than the normal data,because at the receiver
the signal is reconstructed using a smaller number of bits.For
this it can be useful and often necessary to use together data
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compression the channel coding,which protects the data against dis-
turbances,interferences and noise in the communication channel,

In this paper the performances,obtained through a computer simu-
lation, of communication systems using data compression with or
without error correcting codes are presented in the case of chan-
nels with memory.As data compression methods using prediction or
interpolation and spline functions are mainly considered,while as
error control coding binoid codes and generalized Hamming codes
for burst error correction are considered. After a new integrated
compression-coding strategy,called COSYDAI,is also proposed.For
transmission channel with memory,this strategy uses in a suitable
way the synchronization information,necessary in the compressed da
ta, to detect and in many cases to correct the channel errors.The
COSYDAI strategy permits a higher efficiency than other communi-
cation systems using both data compression and channel coding.

2,SOME DATA COMPRESSION AND ERROR CORRECTING CODES TO BE USED IN
THE INTEGRATED SYSTEM

Let us consider now two methods of data compression,one with pre-
diction,the other with spline functions,which seem well suitable
for applications in integrated digital communication systems having
also error control coding transformations.

The zero order prediction (ZOP) algorithm with floating aperture

is based on the relation [1]

= T
Nt 0 it (1)
where y . is the predicted sample at the time t = t;, y i 1s the
preceeding sample and Ais the aperture (or tolerance).
The predicted sample y ; is compared with the actual sample y; and
if the resulting difference is in the allowable error tolerance
T A ,the actual sample y; is discarded.Otherwise y; is considered
one of non-redundant sample set to be transmitted.
A simple adaptive modification of this algorithm,we are proposing,
can be realized considering two error tolerance values : a smaller
value A, for those parts of the signal in which a higher precision
is required and a greater valueA_, for those parts in which a lo-
wer precision is allowed.The two “band tolerances are choosen ac-
cording to the actual value of the samples.
This algorithm can result in a good performance especially with
those signal that the most part of the time are in the amplitude
range where a lower precision is required.This compression algo-
rithm has been tested applying it to two types of signals : to an
original (not—preprocessed)signal and to a lowpass digitally prefil
tered signal to eliminate the high frequency components not of in-
terest of the signal spectrum.A net improvement in the algorithm
efficiency resulted in case of prefiltered signal compression.Ge-
nerally a suitable signal lowpass filtering is desiderable in the



347

application of this simple compression method,to obtain an overall
greater efficiency.

The adaptive compression algorithm using spline functions ( 2]is
based on the approximation of the original signal by means of sui-
tably selected linear segments.In this method it is supposed that
the available signal is affected by addittive-type noise and its
variance is known or may be evaluated as,for instance,when some
time intervals exist in which the signal is absent [ 2 , 3] .The
available data samples are of the form

y. =s. +n, (2)

where s; are the signal samples and n; the samples of the additi-
ve noise,which is supposed to have a éaussian distribution with
zero mean and constant variance.The compression algorithm is ba-
sed on the approximation of the signal sample s; by linear or
first—order spline functions : suitable time intervals are selec—
ted so that in each of them a linear function is found to approxi-
mate closely the signal samples.The number and the length of the
intervals and the parameters defining the linear approximation in
each of them are determined as follow.The noise variance Gn, is pre
liminarily evaluated from n,y consecutive samples of a signal-free
time interval.The compression algorithm at n-th step considers n
samples of the available signal y; and determines the best linear
apgroximation ?i to them by the least-squares criterion.The mean
62 of the squares (yi-?i) is evaluated,which can be considered
an estimator of the noise variance.Therefore the quantitydnﬁﬁgs
an applicable statistics to decide whether the samples y. are si-
gnificantly apart from the linear approximation #..This éecision
must be carried out according to the statistical cCriterion rela—
ted to the random variable dﬁk&iwhich has a Fisher distribution
with (n—l,no—l) degrees of freedom.If the approximation is stati-
stically justified,a new linear approximation §; of ntl samples
Vi (the preceding n samples plus the next one) is evaluated and
statistically verified; if the approximation of n samples is not
statistically justified,the approximation at the previous step is
considered valid,the interval length n-1 and the parameters defi-
ning the linear approximation in this interval are transmitted and
the procedure starts again for the evaluation of the length and
the best linear approximation of a following interval.

It must be pointed out that this method,having the peculiar charac
teristic of involving the noise level in the data approximation
procedure,performs a reduction of noise components (in particular
for high frequency noise it performs a sort of smoothing).There—
fore in some cases it is not necessary to filter the signal befo-
re the application of the compression algorithm based on the spli-
ne function approximation,The signal prefiltering,indeed,results
in general useful in the application of prediction algorithms to
obtain a higher efficiency.Finally it is to point out that in any
considered data compression method the synchronization data must



348

be inserted.Two pratical approaches on this line are
a)counting of the data taken out before the considered sample ;
b)counting of the sample position in a frame. The first synchroni-
zation method permits a higher compression ratio,but in general is
more sensible to the channel errors.
In the following we introduce shortly some classes for burst error
correction,which have in general simple encoding and decoding ope-
rations (particulary when a general purpose computer is used) and
which are useful in the integrated systems,using data compression
and error correcting codes.Firstly we describe a class of codes,
called "Generalized Hamming codes" for burst error correction,ob-
tained through a suitable generalization of the Hamming codes for
single error correction [4].The Hamming codes for single error
correction defined in a Galois field GF%q) have a parity-check ma-
trix Hy with m rows and (q™-1)/(g-1) columns.To obtain a code ab-
le to correct all the bursts of length b or less we consider a pa-
rity-check matrix H obtained from H; by substituting the elements
of Hy with the element itself multiplied by T (the bxb identity
matrix) .These codes have a very simple and fast decoding algorithm
and contain,like particular cases,many other subclasses of codes
with interesting error detection and correction capabilities,For
example we can obtain,with m = 2, the Samoilenko binoid codes([5]
which are optimum respect to the Reiger bound[6].We can obtain
also some other new classes of binoid codes with a higher code-rate
respect the Samoilenko codes and with some error detection capabi-
lities together with error correction capacity L7J.Another subclass
is some binary burst error correcting codes,which can be decoded
in a simple way both by a ge ral computer or by a decoder of the
Meggit type[4].

3+.A NEW INTEGRATED COMPRESSION-CODING STRATEGY

In this section a new integrated compression-coding startegy is
proposed,in which the necessary time synchronization information
(t.i.) in data compression algorithms is utilized in a suitable

way to detect and correct channel errors,This method,called COSYDAI,
(compression with synchronization control and data interpolation)
presents,like it is shown in the next section,an higher efficien-
cy than other communication systems using data compression and er-
ror correcting codes when the transmission channel is with memory.
The compression data algorithms,described in the previous section,
are very sensible to the errors in the time information bits and

in the most significant bits of the samples.,The first time informa-—
tion method (section 2) permits a higher compression ratio CR than
the second method,Neverthless it is more sensitive to the channel
errors.In the second methos,in fact, it is possible to detect some
errors in the time information.In fact the t.i. sequence in the
second method is strictly increasing.If an error changes a number
ti to a value t'j such that the sequence of the ti is not in-
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creasing,then the error can be detected .If t!> t. or t1< ti2
the i-th received time information number t{ is,with high proba-
blllty,ln error,In these cases,in our 51mu1ated systems,we repla-
ce t{ by a value equal to the mean between the preceeding and the
following t.i. received number,This value is generally enough near
to that exact.

Neverthless inthe case of burst-type errors,this method is not ve-
ry good (as shown in section 4).In fact several consecutive t.i.
are often corrupted by the bursts and therefore the necessary con-
ditions to modify the value of that wrong are not verified and ma-
ny new errors can be introduced using the previous correction of
erroneous t,i,Moreover also the samples between the erroneous t.i.
are often altered by the channel noise,for the nature of the burst
errors.,

T <Tik+1)

L{@

uuu 1) =TKA-1)+[T(xB) - T(KA-1)] #J[(NE+1)
J 12, .. NE

@ DECOMPRESSION

S(KA+J-1)= [(NE-J+2)8S(kA-1) J*S (KB+1)) [ (NE+ 2)]

J=1,2, . (KB-KA+1)

Fig.1- Block-diagram of COSYDAT system
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In the COSYDAI strategy the second time information method is uti-
lized.Also the data compression is made so that a fixed number of
samples greater than NMAX is not eliminated consecutively.To the
receiver,firstly, the t,i. succession is examined to see if the
sequence of t,i., is increasing and obeys the previous restrictions.
Until this is verified,nearly certainly any error is occurred and
therefore nothing is modified.When some consecutive t.i. are detec
ted in error following the previous criterion,they are replaced

by new t.,i, equidistant between themselves and with values inclu-
ded between the last exact which precedes them and the first we
find again exact after that wrong.The values of the samples rela-
tive to the mistaken t.,i. and that immediately following are modi-
fied because they are generally in error:the values that are now
assigned to those wrong samples are obtained making a weighed mean
of the values of the exact samples which precede them and of that

1
10°¢ Py

Fig.,2-Simulation results regarding some integrated data
communication systems
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which follow them.The weights are given to the exact samples are
inversely proportional to the distance between the sample to re-

place and that exact.The block-diagram of COSYDAT algorithm is
shown in Fig.1.

4 .IMPLEMENTATION OF SYSTEMS USING DATA COMPRESSION AND ERROR
CORRECTING CODES

In this section the results obtained by a computer simulation of
some systems using data compression with or without channel coding
are presented,

To characterize the performance of these systems using data com-
pression,we have simulated four structures : uncompressed-uncoded
(UU) ,compressed-uncoded (CU),uncompressed—coded(UC) and compres—
sed-coded (CC) structure.For all these cases,we have obtained the
compression ratio CR and the r.m.s. error EM (as percentual of

the full scale).

EM% |

102

Fig.3-Simulation results regarding some other integrated data
communication systems.,
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In the systems CU and CC,EM value includes the distortion intro-
duced by the compression error and channel noise.To show the dif-
ferent influence of these two error types,we have also computed
the r.m.s. error due only to the channel noise;it is obtained
through the comparison between the reconstructed data at the re-
ceiver from the compressed vector with and without channel errors,
In the following,the results considering only the distortion in—
troduced by the channel noise are denoted without asterisk,

The channel noise is simulated by the Gilbert channel model,using
a Markov chain with two states [ 8],which describes approximately
the behaviour of some channels with memory,like telephone chan-
nels.The utilized code is a Samoilenko binoid code (90,80) defi-
ned in a Galois field GF(31).In the binary transmission,as we
have simulated,the code is of the type (450,400) and it is able
to correct all the bursts of length 21 bits or less.
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Fig.4-Examples of reconstructed ECG analog waveforms for several
transformations :reconstructed ECG with CUl,CUé,CC3(close—
ly similar to the original signal),CCz.
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In our simulated system, the utilized signal,which is an electro-
cardiogram (ECG),is firstly processed using a low-pass filter and
after compressed by a zZOP algorithm with floating aperture.For a
tolerance A= 2,18% respect to the full scale,we have obtained an
Fem.s. error EM = 17,1t is clear that in the cases CU and CC it
is impossible to go below this value,

The obtained r.m.s. error EM, expressed like percentual of the full
scale,versus the channel error probability P, is shown in Fig,2
and 3 for all the simulated Systems.In these figures we have de-
noted with the index 1 the system using the first t.i, method,
with the index 2 the second t.i, method and with the index 3 the
modified system of Fig.1. In the Table 1 the compression ratio

CR for the different systems is shown,

For high Pe the EM error is principally determined by the chan-
nel noise,while the influence of the compression distortion is ne-—
gligeable,By reducing Po,the importance of the compression errors
becames more and more high.

It is important to note that using the second method for time in-
formation (CUZ) sthe improvement is very low respect to the case
CUj.At the same time the CR value is reduced to 2.6,In the case
CCy,particulary for low Po,we have an improvement for EM respect
to CCy,but the compression ratio is reduced to 2,2,

The third system (CU3) shows a very high efficiency;in fact the
T.m.s, error due only to the channel error,is lower respect to
the case UU and UC and to the other cases.This follows from the
possibility to identify in many cases the errors in the time syn—
chronization and from this to reduce also the influence of the
errors in the most important bits of the samples,

The case 003 generally has an efficiency similar to CU,.In fact
when an uncorrectable burst happens,the code can correct some er-
rors in the time information symbols and some information neces-
sary for the identification of the error positions is lost,

SYSTEM
uU uc cul CU, CU3 cCy 002 cc3
CR 1 0.89 3.07 2.6 2.6 2.73 2,16 2,16

TABLE 1-Compression ratio values for some simulated data commu—
nication systems.

In this case a higher EM can results,Fig.4 shows an example of
reconstructed ECG anolog waveforms for several transformations
above considered and considering a particular chammel error struc—
ture.,

From these results it is clear the great importance of the time



354

synchronization in the transmission of compressed data on a noisy
channel.By a properly choose of the synchronization information,
in fact,it is possible to reduce the influence of the channel er—
rors.Naturally to reduce for all the systems the error EM, some
code,able to correct longer bursts,can be used.This naturally re-
duces also the compression ratio,Therefore for the systems CC, it
is necessary with refermnce to the considered signal and channel,
a compromise between the EM and CR values.
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