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Summary 

The hybrid additive-subtractive manufacturing processes combine the advantages 

provided by the metal additive manufacturing with the high accuracy of the machining 

processes. Among these technologies the combination of WAAM 

(Wire-Arc-Additive-Manufacturing) and milling is an attractive option. The WAAM process 

is a metal additive manufacturing technology that uses arc welding to create metal 

components. It provides a high deposition rate and enables to manufacture large components. 

It requires a reduced investment compared laser based technologies both in terms of 

installation and operation. Moreover, WAAM operations can be performed on existing 

machine tools by a simple retrofitting to provide them arc welding capability. 

Despite its advantages, the hybrid WAAM-milling process has several drawbacks 

which limit its diffusion among the manufacturing companies. The goal of the Ph.D. work 

presented in this thesis is to analyze such criticalities, proposing solutions to overcome or 

mitigate the process issues. Since the considered technology is a hybrid process, the overall 

performance depends on both the involved technologies. Hence, part of this thesis is strictly 

related to the WAAM process, while a further one is related to the milling of WAAM 

manufactured parts. 

For what concerns the WAAM process, this thesis is focused on the thermal issues 

induced by the arc welding. The heat input of the process can cause large distortions, residual 

stresses and even lead to the structural collapse of the workpiece. This thesis pinpoints the 

process simulation as an efficient and effective approach to overcome the WAAM thermal 

issues. The current simulation techniques are analyzed, proposing improvements that aim at 

increasing the simulation time efficiency without losing accuracy. The proposed modelling 

techniques are validated comparing simulations with the actual process, both in terms of 

temperature field and workpiece distortions, confirming their accuracy. The proposed 

simulation techniques are applied to tackle the heat accumulation issues, responsible for the 

structural collapse of WAAM workpieces. To overcome this issue, two different approaches 

are proposed: i) an innovative cooling system, developed by using the proposed simulation 

technique ii) a simulation-based algorithm to schedule inter-layer idle times for workpiece 

cooling. These techniques are validated by simulation and experiments, showing their 

effectiveness in preventing the detrimental effect of the heat accumulation phenomenon. 

For what concerns the milling of WAAM components, this thesis pinpoints two main 

criticalities: the poor machinability of WAAM material and the issues related to machining 

the thin walled features of the WAAM workpieces. The machinability aspect is tackled by a 

comparative cutting force analysis on a reference material. This analysis highlights an 

increase of specific milling cutting forces on an AM processed material with respect to the 

traditional material. To overcome the issues related to thin walled features, the thesis 
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proposes a spindle speed optimization algorithm based on FE modelling of the workpiece. 

The algorithm is experimentally validated, highlighting its accuracy in predicting the 

workpiece dynamics and comparing the results achieved by different optimization strategies. 

In summary, the aim of the thesis is to contribute to the development of the hybrid 

WAAM-milling, providing tools to support the process planning of such operations. 
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Introduction 

Among the recent innovations in the manufacturing sector, metal AM 

(Additive-Manufacturing) is one of the most significant. These technologies create fully 

functional components by progressive addition of metal layers. Compared to tradition 

approached, this enable to achieve significant advantages [5]: increased design freedom, 

possibility to integrate different components, reduction of material waste, reduction of 

machines set-up time and cost, reduction of the feedstock procurement time. For this reason, 

many industrial sectors are attracted by the potential of the metal AM processes. The 

biomedical industry is widely experimenting metal AM processes to manufacture prosthetic 

bones [6]. Using metal AM allows to manufacture tailored components at a reduced 

production cost. The aerospace industry is widely experimenting metal AM to test innovative 

light-weight design of both engine and structural components [7]. The energy sector is using 

metal AM technologies to simplify the manufacturing and assembly workflow of its products 

[8]. These applications are just an example to outline the great interest of the industry around 

metal AM. 

Currently, many different metal AM processes are available as market solution. These 

technologies exploit different principles to create the components, namely different heat 

sources and feedstock. Currently, the most widespread and consolidated metal AM 

technologies are the ones based on powder feedstock and laser heat sources [9]. These 

technologies experienced a faster development and a wider diffusion mainly due to their 

higher accuracy and feature resolution [10,11]. However, introducing such technologies in 

the process chain requires a relevant investment. The power source is demanding as cost and 

energy consumption [12]. Moreover, metal powder is an expensive feedstock compared to 

other forms such as wire. An example is the AISI 316 stainless steel: while the wire 

feedstock is about 2.5 €/kg, the metal powder can be up to 90 €/kg [13]. Furthermore, the 

companies willing to adopt metal AM must invest to set up the process to meet their specific 

requirements and needs. These factors limit the diffusion of metal AM processes among 

small and medium companies with reduced investment capabilities. However, many small 

companies operating in strategic sectors could take advantage of the metal AM potential as 

the largest enterprises. This can be achieved by using less demanding metal AM 

technologies. 

The hybridization approach enables to combine AM processes with traditional 

machining. This reduces the importance of dimensional accuracy and surface finish 

achievable by the metal AM process, since the functional requirements can be achieved by 

machining the workpiece [14]. This enables to use AM processes providing a lower accuracy 

but that requires lower investments. The most representative one is the WAAM 
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(Wire-Arc-Additive-Manufacturing) process. This process uses an electric arc to melt the 

feedstock, provided as metal wire. Compared to laser based technologies, WAAM has a 

lower accuracy and produces components with wavy surfaces. However, such issues are not 

relevant in a hybrid process, where the workpiece undergoes a finishing operation by 

machining. Moreover WAAM has different higher deposition rate and is capable to 

manufacture much larger components [15]. Due to the type of heat source and feedstock used 

by WAAM, it is much more demanding than the laser based processes in terms of 

investments. Hence it represents an interesting process for small manufacturing companies 

willing to exploit the benefits provided by the AM processes. 

Despite its positive features, the hybrid WAAM-milling process has still drawbacks 

which limit its diffusion among the manufacturing companies. Most of them are related to 

the thermal aspect of the WAAM process [16]. The high amount of heat introduced in the 

workpiece can cause residual stresses, distortions, part collapse and material properties 

modifications. Moreover, even the machining step can be a critical operations [17]. Indeed, 

despite machining is a consolidated technology, processing WAAM components present 

issues related to the WAAM material machinability and to the typical geometries of WAAM 

components. 

Despite its criticalities, the hybrid WAAM-milling process has the potential to 

become an alternative approach to laser based AM technologies among the small 

manufacturing companies. However, the process requires further researches to address better 

understand its criticalities and to identify possible solutions improving the technology 

readiness. 

The aim of this thesis is to contribute to the development of the hybrid WAAM 

milling process. The hybrid technology is analyzed considering both the WAAM and the 

milling process. On the WAAM side, the thesis considers the thermal issues of the process, 

focusing on specific prediction and mitigation strategies. On the milling side, the thesis 

analyzes both the issues related to workpiece material and geometry. 

 



 

 

 

1. Thesis structure and goals 

The aim of this thesis is to provide useful tools and methods to increase the 

knowledge and the insight on the hybrid WAAM-milling process with the final objective of 

increasing its performances both in terms of productivity and parts quality. 

The AM processes dedicated to metals provide great potential advantages compared 

to the traditional technologies, such as an increased design freedom, the reduction of material 

waste and an increased operational flexibility. Nevertheless, such processes cannot cope with 

the common functional requirements of the industrial parts in terms of dimensional accuracy 

and surface finish. The hybrid approach overcomes these limitations combining AM with 

traditional machining: the AM is used as a primary process to create the overall geometry of 

the component, while machining is used to finish the component, achieving the functional 

requirements. 

Currently the hybridization can be achieved using different AM processes. This thesis 

focuses on the combination of the Wire-Arc-Additive-Manufacturing (WAAM) technology 

with the traditional milling process. WAAM is an AM technology based on the consolidated 

arc welding process. It enables to manufacture large components with a high deposition rate. 

Its main drawback is the reduced dimensional accuracy. However, it can be easily tackled by 

combining it with the milling process, making WAAM an ideal technology for the hybrid 

approach. 

Despite the attractive features of the hybrid WAAM-milling process, several 

drawbacks are still limiting its diffusion among the manufacturing companies. Despite the 

WAAM issues concerning the accuracy are not relevant in the hybrid approach, the process 

has further drawbacks, not eliminable with post process milling. Such issues can be 

categorized in two main groups: the ones directly related to the WAAM process and the ones 

related to the post process milling of WAAM components. This thesis aims at addressing 

both, with the final goal of increasing the performances of this hybrid process. Despite this, 

most of the work is related to the WAAM process, since milling is a consolidated technology 

and its issues are only related to the specific application. On the opposite, WAAM is an 

innovative process, requiring larger research efforts to overcome its current limitations. 

An initial analysis of the scientific literature related to WAAM outlined that it is 

affected by thermal issues. The welding process introduces a large amount of heat into the 

workpiece, inducing a non-uniform temperature field. This results workpiece distortions, 

residual stresses and even in the structural collapse of the workpiece. The FEM is an 

effective tool to tackle the WAAM thermal issues: the process simulation provides a deep 

insight of the workpiece thermal behavior, allowing to analyze the effect of the process 

parameters and to investigate possible mitigation strategies with a reduced number of 
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experiments. Nevertheless, the current process models are highly demanding in terms of 

calculation time. 

The first part of this thesis aims at developing innovative modelling techniques to 

reduce the simulation time. Three main innovations are proposed: a heat source model, a new 

technique to include the latent heat of fusion and a technique to reduce the number of 

elements required for the analysis. These techniques are validated through experiments. 

The second part of the work on the WAAM process aims at applying the developed 

modelling techniques to tackle the heat accumulation issue, namely the overheating of the 

workpiece that can cause its structural collapse, poor dimensional accuracy and uneven 

material properties. The FE model was used to develop and test two different strategies to 

tackle this problem: the workpiece cooling through impinging air jets and an algorithm to 

schedule interlayer idle times to allow the workpiece to cool down. 

For what concerns the milling of WAAM components, an analysis of such process 

identified its main criticality as the machinability of WAAM processed material. Due to the 

thermal cycles occurring in the workpiece, the material undergoes significant phase 

transformations and microstructure modification. Hence the WAAM processed material is 

likely to have a different machinability with respect to the raw one, requiring preliminary 

investigations to assess suitable cutting parameters. In this thesis, this topic is treated by 

carrying out an analysis of the cutting forces in milling operation of a WAAM processed 

material. Besides the machinability, a further criticality was identified: WAAM is a 

convenient alternative to traditional processes for thin walled parts rather than for bulk ones. 

Hence, post process milling is performed on thin walled parts, usually prone to vibration 

issues. This requires a careful assessment of cutting parameters. This thesis proposes an 

innovative algorithm to optimize the spindle speed with the aim of mitigating the machining 

errors related to workpiece vibrations. 

Figure 1.1 outlines the organization of the thesis and the main contribution with 

respect to the state of the art. 

 

Figure 1.1: Structure of the technical chapters of the thesis. 

Chapter 2 and 3 introduce the framework of the thesis, while chapters from 4 to 6 

describe the research activities and the contributions to the state of art. Chapter 2 is dedicated 

to the of hybrid AM-machining concept, reviewing the state of the art solutions, both from an 

industrial and a research perspective. Chapter 3 is dedicated specifically to the WAAM 

process, describing its key aspects and reviewing the most relevant researches. The final part 
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of chapter 3 describes the WAAM machine prototype created to carry out the experimental 

activities of the research. Chapters 4 and 5 present the activities related to the WAAM 

process. Chapter 4 presents the WAAM model, introducing the state of the art and describing 

the proposed techniques. Chapter 5 deals with the application of the FE simulation to the 

heat accumulation issue, detailing both the jet impingement cooling technique and the idle 

time selection algorithm. Chapter 6 is related to the post process machining with a section 

related to the machinability issue and a further one presenting the spindle speed selection 

algorithm. 

 





 

 

 

2. Hybrid additive subtractive 

manufacturing processes 

The ASTM defined AM as: “‘a process of joining materials to make objects from 3D 

model data, usually layer upon layer, as opposed to subtractive manufacturing 

methodologies” [18]. These processes were initially introduced for rapid prototyping 

applications [19]. The early processes allowed only to manufacture polymer components, not 

suitable for many functional applications. The introduction of AM processes dedicated to 

metals [20] enabled the production of functional components suitable for harsh operational 

conditions (e.g. high stresses, high temperatures). 

Using AM processes for metal parts (namely: metal AM) is an attractive technology 

for the manufacturing companies since it has the potential to provide significant advantages 

compared to the traditional processes [5]: 

 

• Increased design freedom: manufacturing components layer by layer enables to 

introduce complex features, such as embedded voids, impossible to be manufactured by 

other technologies. An example of a component design exploiting AM potential is 

shown in Figure 2.1 (a) [21]: a pump impeller is manufactured embedding void 

volumes in the hub to reduce its mass. 

• Components integration: the larger compliance of AM technological constraints 

provides the possibility of integrating multiple components, reducing the number of 

assembly and joining operations. General Electrics exploited this advantage of AM to 

simplify the manufacturing process of the fuel nozzle shown in Figure 2.1 (b). The 

nozzle, initially made out of more than 20 components, is manufactured as a single part 

through a metal AM process [8]. 

• Material savings: traditional processes such as forging or casting requires intensive 

post process machining to achieve the final geometry of the component. AM 

components require only finishing operations to meet dimensional tolerances and 

surface finish, providing a significant reduction of the removed material volume. 

• Flexibility: unlike casting or forming processes, AM does not require tailored tools for 

each part (e.g.: moulds or dies). This significantly increases the flexibility of the 

production, resulting in a reduction of the production costs for small batches of 

complex parts. 
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(a) (b)  

Figure 2.1: Examples of AM parts: impeller (a) [21] and fuel nozzle (b) [22]. 

Despite their advantages, metal AM processes cannot provide the same accuracy and 

surface finish of the traditional machining. Table 2.1 compares the dimensional accuracy and 

the surface finish achievable by a milling operation (finishing) and an AM process (average 

values obtained considering different processes) [8]: 

 

Table 2.1: Comparison of metal AM and milling accuracy 

Dimensional Accuracy [mm] 

Metal AM Milling 

0.07÷0.2 0.02 

Surface finish [µm] 

Metal AM Milling 

10÷40 0.8÷6 

 

As highlighted by these data, the main difference between metal AM and machining 

occurs in terms of achievable surface finish. This is expected since metal AM involves the 

total or partial fusion of the material, resulting in poor surface finish. 

Due to the aforementioned limitations, the AM components require a post-processing 

phase by means of machining operations. This need led to the introduction of the 

hybridization concept: integrating an AM and a machining process on a single machine [23]. 

Besides increasing the metal AM accuracy, this approach has the following advantages: 

• Elimination of workpiece repositioning: this operation usually results in time 

inefficiencies and loss of accuracy. Integrating the AM and the machining process is a 

potential solution to such issues. 

• Increased productivity: metal AM processes lack of productivity, compared to the 

machining ones [24]. The hybrid approach provides the possibility of increasing the 

overall productivity, allowing to select whether a feature should be manufactured by 

AM or machined. 

Many different hybrid solutions can be created, starting from different metal AM 

processes. The performance and field of application of the resulting hybridizations depend on 

the features of the involved processes. The aim of this chapter is to discuss the reasons that 

led to the choice of the hybrid WAAM-milling technology. Section 2.1 reviews the available 

metal AM processes, highlighting their advantages and criticalities in relation with their 

application on a hybrid machine. Section 2.2 is dedicated to hybrid solutions currently 

available on the market. 
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2.1. Review of metal additive manufacturing processes 

Metal AM processes creates the component by stacking subsequent layers of material 

along the building direction. Most of them create the component layers by using a heat 

source to melt the feedstock. Some exceptions exist, such as the laminated object 

manufacturing [25] or the cold spray [26] technologies. However, due to their limited 

application to specific niches, they were not considered as suitable technologies for this 

thesis. 

The processes based on material fusion can be classified in two main categories [9]: 

PB (Powder Bed) and DED (Direct Energy Deposition processes). Figure 2.2 outlines the 

distinctive features of the two process categories. 

 

  
(a) 

 
(b) 

Figure 2.2: Description of a generic PB (a) and DED (b) process. 

In PB processes (Figure 2.2 (a)) the layers of the component are created by selectively 

melting the raw material, provided in form of powder. A recoater lays a powder bed on the 

top of a building platform. A high energy beam is focused on the powder bed surface, 

melting the raw material. A beam guidance system moves the focus point according to the 

layer geometry, achieving a selective melting of the powder bed. The building platform is 

then lowered (layer stacking motion in Figure 2.2 (a)) and the process starts back for a new 

layer. 

In opposition to the PB processes, the DED ones (Figure 2.2 (b)) create the layers of 

the component by selective deposition, rather than selective melting. Both the feedstock and 

the energy required to melt it are delivered by a deposition head, which is moved according 

to geometry of the layer. Hence the component is created by selectively deposing the molten 

raw material. It must be pointed out that both the DED and the PB processes require a 

substrate, that is a solid metal base to create the first layer. 

The main differences between the DED and PB processes are the achievable feature 

resolution and components size [9]. The PB processes can produce relatively small parts but 

with high features resolution and accuracy. On the opposite, the DED processes have lower 

feature resolution and accuracy but can produce larger components. An example of this 

difference is given by the comparison of the SLS (Selective-Laser-Melting) and the DMLD 

(Direct-Metal-Laser-Deposition). Both these processes use a laser beam as heat source and 

metal powder as raw material. However, Zhu el al. reported a dimensional accuracy of 

±0.05 mm [10] for the SLS process, while Milewski et al reported an accuracy of ±0.13 mm 

for the DMLD process [11]. On the opposite, laser based DED processes allow to fabricate 

parts up to 1 m of maximum length, while the SLS process is limited to 300 mm. For this 
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reason, the DED processes are more suited for the hybridization, while the PB ones are more 

likely to be used as near net shape processes. Hence, due to the purpose of this review, the 

analysis of the available technologies is focused on the DED processes. First the available 

DED alternatives are presented, outlining their working principles. Then the processes are 

compared in relation with their suitability to a hybrid process. 

The DED processes can be classified according to the type of raw material and heat 

source. Table 2.2 presents the most relevant DED processes and their OEMs 

(Original Equipment Manufacturer). 

 

Table 2.2: Overview of the available DED processes 

Powder feedstock 

Heat source Process OEMs 

Laser 
DMLD 

LENS 

Trumpf[27], BeAM[28] 

OPTOMEC[29] 

Wire feedstock 

Heat source Process OEMs 

Laser WLAM Fraunhofer IWU[30] 

Electron beam EBAM® Sciaky [31] 

Electric arc WAAM 
Gefertec [32], 

MUTOH [33] 

 

It must be pointed out that Table 2.2 considered only the commercial processes. 

Different combination (e.g. electric arc and powder [34]) were tested only as research 

applications. 

The DMLD (also referred to as laser cladding) and the LENS processes exploit the 

energy of a laser source to melt the metal powder feedstock. Figure 2.3 presents a scheme of 

the two technologies. 

 

(a) (b)  

Figure 2.3: Laser-powder deposition: Coaxial DMLD process (a) [35]; LENS process (b) [36]. 

The laser beam, guided by a lenses system, heats the base material creating the molten 

pool, namely a region of molten material onto the workpiece. The powder is conveyed on the 

molten pool by means of a carrier gas and molten by the laser before hitting the pool. The 

main difference between the DMLD and the LENS processes is the powder feeding direction 

[20]: in DMLD the powder flow it coaxial to the laser (Figure 2.3 (a)) while in the LENS 
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process the powder is fed by external nozzles, tilted with respect to the beam aiming 

direction. 

The WLAM is a further laser based DED technology. In this process, the feedstock is 

fed in the molten pool as a solid metal wire, as shown in Figure 2.4 

 

(a) (b)  

Figure 2.4: Example of a WLAM process [16]. COAXwire equipment for WLAM deposition[30]. 

In this process, the wire is usually fed by an external nozzle (Figure 2.4 (a)), tilted 

respect to the laser aiming axis. This can be a potential source of issues in manufacturing 

complex parts since the feeding angle should be kept fixed due to its high influence on the 

bead quality [37]. For this reason, in the commercial version of WLAM (COAXwire, 

released by Fraunhofer IWU) the wire is fed coaxially to the laser beam [38]. This equipment 

is distributed as a deposition head to be used as an end-effector for robot arms (Figure 

2.4 (b)). 

The EBAM process, also referred to as EBF3, is a wire based technology that uses an 

electron beam as heat source. A basic scheme of the process is shown in Figure 2.5. 

 

Figure 2.5: Scheme of the EBAM technology [31]. 

The working principle of the heat source is the same used in the electron beam 

welding process [39]: a stream of electrons is generated by thermionic emission at a cathode 

and it is focused on the workpiece surface by an electric field. The interaction between the 

electrons and the workpiece material generates the heat required to form the molten pool and 

to melt the filler metal. The all process is carried out in a hard-vacuum environment to 
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prevent the ignition of an electric arc. As in the WLAM process, the wire is not fed coaxially 

with the electron beam but is provided by an external feeder (Figure 2.5). 

The WAAM process is a wire based technology using an electric arc as a heat source. 

Figure 2.6 shows an example of a such technology. 

 

 

Figure 2.6: Example of WAAM process [16]. 

Basically, WAAM uses the traditional arc welding technologies, such as GMAW 

(Gas Metal Arc Welding) or GTAW (Gas Tungsten Arc Welding) as a DED technology. A 

voltage drop is created between an anode and a cathode, ionizing a shielding gas and creating 

an electric arc. The heat generated from the electric arc provides the energy required to melt 

both the filler and the base material. The layout of the deposition head is different, depending 

on specific arc welding process. However, the general features of the WAAM process can be 

assessed and compared with the other DED technologies, independently of the specific arc 

welding technique. It must be pointed out that, despite a company delivers a commercial 

WAAM machine (Table 2.2), WAAM operations are often performed using standard 

equipment for automated arc welding operations, such as welding robot arms [40]. 

As earlier mentioned, the comparison of the DED processes was carried out analyzing 

their suitability to a hybrid process. Table 2.3 outlines some relevant features of the 

presented DED processes: the achievable deposition rate, i.e. the deposed mass per unit time, 

and the maximum part size. 

Table 2.3: Comparison of DED processes in terms of deposition rate and part size 

Comparison of DED processes 

Process Deposition rate [kg/h] Max. part size [m] 

DMLD, LENS 0.6 [41] Around 1.5 [9] 

WLAM 2.9 [16] Related to equipment 

EBAM Up to 19.5 [42] 5.8 [31] 

WAAM 6.0 [43] 
Related to equipment. 

Max. achieved 10.0 [44] 

 

It must be pointed out that advantages and drawbacks of the different DED processes 

are related both to the feedstock and to the heat source. Hence comparing the different 

processes means comparing both these aspects. The first point highlighted by the data 

presented in Table 2.3 is related to the feedstock type, since the powder based processes 
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significantly lack both in terms of deposition rate and maximum component size. The low 

deposition rate is due to the poor efficiency in material usage of these processes: the powder 

is blown over the molten pool but not all of it is molten. This results in a large waste of 

powder. This was observed by Syed et al. [45], while comparing the performances of powder 

and laser based deposition. It was stated that the powder based process significantly lacked in 

material usage efficiency, requiring larger laser power and material delivery rate to achieve 

the same deposition rate of the wire based process. For what concerns the maximum 

component size, it is currently limited by the powder feeding systems. Laser-powder 

machines use a gas stream to deliver the feedstock. An increase in machine size would result 

in an excessive increase of the head losses in the pneumatic circuit. Besides the drawbacks 

outlined in Table 2.3, powder is a potential source of defects in the workpiece, such as 

porosity or inclusion of unmolten powder grains. These defects are not present in wire based 

processes ([45],[46]). Despite their issues, the powder based processes are widely tested and 

used by the OEMs due to their higher feature resolution with respect to the wire based 

technologies that enables to manufacture components with higher complexity. As stated by 

Demir [47], the minimum bead size, namely the feature resolution, achievable by the wire 

processes is limited from 5 to 15 times the wire diameter. This limitation can be overcome by 

decreasing the wire diameter, but this results in a reduction of the deposition rate. Hence, a 

trade-off exists between achievable deposition rate and complexity: wire based processes are 

suited to manufacture large parts, with limited features complexity at a high build rate; 

powder based technologies are more suited to produce small parts with a higher features 

complexity. Since DED technologies cannot be competitive with the PB ones in terms of 

achievable complexity, this thesis focused on the technologies dedicated to large 

components, hence on wire based processes. 

According to the presented review, three different heat sources can be used in 

wire-feed DED, namely laser, electron beam and electric arc. These can be categorized in 

two groups: high and low energy density sources. Laser and electron beam belongs to the 

high energy density group [48], i.e. these processes enable a high focus of the beam energy, 

reducing the overall amount of thermal power required to melt the filler metal. This results in 

a reduction of the process heat input, defined as: 

 

𝐻 =
�̇�

𝑣𝑓
 [
𝐽

𝑚
] Eq. 1 

 

Where �̇� is the heat source power and 𝑣𝑓 is the travelling speed during the deposition. 

This quantity represents the amount of heat introduced in the workpiece per unit of deposited 

length. A low heat input allows to mitigate the AM thermal issues, such as residual stresses 

and distortions [49]. Hence, laser and electron beam processes exhibit reduced thermal issues 

compared to the electric arc ones. The main drawbacks of such processes concern the cost 

related to their installation and application to large hybrid machines. First, they require a 

high initial investment due to their higher complexity with respect to the electric arc sources 

[43]. Moreover, laser has a poor conversion efficiency (about 10% against 95% of the 

electron beam [50]). This makes inconvenient the usage of high laser power required to 

achieve a high deposition rate, important to achieve a time efficient AM production of large 

components. Electron beam sources have a far higher energy efficiency that the laser ones. 

On the other hand, the electron beam sources require a hard-vacuum environment. This 

increases the cost required to implement such sources on large machines. Moreover, both 
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WAAM and WLAM operations can be performed using existing machine tools or robots 

[43]. This reduces the overall technology installation cost. The requirement of a 

hard-vacuum environment makes this approach unpracticable for electron beam sources. 

The WAAM process represents a promising solution for hybrid machines, dedicated 

to the production of large metal components. This technology combines the possibility of 

achieving high deposition rates with a reduced installation cost, enabling to exploit existing 

machines by the installation of a deposition head as an additional end effector. 

2.2. Review of the hybrid processes 

Table 2.4: Commercial hybrid machines currently available 

OEM Process Machine 

DMG Mori DMLD 

Lasertec [51] 

 

 

Mazak DMLD 

Integrex I 400 AM [51] 

 

 

Matsuura SLS 

Lumex Advance-25 [52] 

 

 

Mazak WAAM 

Variaxis J 600 AM [53] 
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In last years, the interest grown around hybrid machines led the main machine tool 

OEMs to include such products in their commercial offer. Currently there are two possible 

solutions to achieve an AM-machining hybridization: acquiring a brand-new hybrid machine 

or retrofitting an existing traditional machine tool. This section reviews the most relevant 

solutions, presenting and discussing their advantages and drawbacks. First the commercial 

offer of brand-new hybrid machines is presented. Then the retrofitting solutions are 

reviewed. 

The commercial brand-new hybrid machines are listed in Table 2.4. As for the 

standalone AM machines, powder-based DMLD is the technology most used by the machine 

tools OEMs. Both DMG Mori and Mazak delivers hybrid solutions based on this process. 

Figure 2.7 shows the layout of the DMG Mori hybrid machine, the Lasertec 65 AM. 

 

 

Figure 2.7: Deposition and milling end effectors of the DMG Mori Lasertec 65 [54]. 

This machine is based on the architecture of a 5-axis vertical milling center, with the 

rotary axes located on the table side. The operating mode can be switched from AM to 

machining by means of an automated system that that works as an automatic tool changer. 

The system withdraws both the milling spindle and the deposition head from a dedicated 

magazine and clamp them to the machine. The connection is designed to supply all the 

required utilities to both the deposition head and the spindle, such as the gas-powder mixture, 

the electrical power and the spindle coolant. The Mazak DMLD solution (Integrex I 400 

AM) is similar to the DMG one. Figure 2.8 shows the end-effectors of this machine. 

 

  

Figure 2.8: Deposition and milling end effectors of the Mazak Integrex I 400 AM [55]. 

The main difference between this machine and the DMG Mori one, is its architecture. 

The Integrex I 400 AM is configured as a 5-axis turn-milling center, whit a rotary axis (C 
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axis) provided by the turning spindle and a further one on the milling-deposition gimbal head 

(Figure 2.8). This machine is equipped with two deposition heads, fitted with different 

nozzles to achieve high productivity or high feature resolution (high speed deposition head 

and fine deposition head in Figure 2.8). The different nozzles design enable a different focus 

of the carrier gas stream [56], allowing to achieve high gas flow rate for high productivity or 

a high focus, for the deposition of small features that requires small beads. 

It must be pointed out that despite the different architecture both the Mazak and the 

DMG Mori machines use a 5-axis kinematic. This solution avoids the introduction of 

supports to manufacture components with overhanging parts, since the gravity action can be 

counteracted by re-orienting the workpiece. This is a relevant advantage of the DED 

processes, since the supports must be removed after the deposition. This is a time consuming 

and complicated operation in complex components. 

As previously stated, the most suitable AM processes for an integration in a hybrid 

machine are the DED ones. However, Matsuura provides a hybrid solution that integrates a 

PB process (SLS) and milling (Table 2.4). In this machine, the workpiece is created by SLS 

and the milling process is used to finish the workpiece edges, improving its accuracy and 

surface finish [20]. This operation is carried out every 5 layers. This is a different concept of 

hybrid machine since the subtractive process is used to improve the performances of the AM 

one but the end-user is not allowed to create complete features by machining (e.g.: pinholes). 

Besides this process has all the limitations of PB technologies, both in terms of productivity 

and achievable part size. 

Currently, the only OEM releasing a WAAM based hybrid machine is Mazak Table 

2.4. The Variaxis J 600 AM is a 5-axis vertical milling center allowing to perform WAAM 

operations. Figure 2.9 shows a detail of this machine. 

 

   

Figure 2.9: Deposition and milling end effectors of the Mazak Variaxis J 600 AM [57]. 

This machine uses GMAW as arc welding technology for the WAAM operations. 

Unlike in the Integrex I 400 AM and in the Lasertec, the deposition head is not located in a 

dedicated magazine. The welding torch is located on the side of the milling spindle (Figure 

2.9) and it can be retracted during milling operations. Besides, a protective device can be 

clamped on by the milling spindle, to protect it from the intrusion of metal particles projected 

during the deposition, named spatter. 

So far, the review of hybrid machines focused on the brand-new machines. The 

alternative hybridization approach is to retrofit existing machine tools. This consists in 

installing AM end effectors and all the required auxiliary systems on the existing machine. 

This approach is more economically convenient for the end-user, since exploiting an existing 

machine significantly reduces the investment required to acquire a hybrid technology. This 

approach is widely used for research purposes, such as the ArcHLM hybrid machine created 

by Karunakaran et al. [43]. As shown in Figure 2.10, this machine fits a GMAW welding 
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unit on an existing milling machine. this enables to perform hybrid WAAM-milling 

operations without requiring a brand-new hybrid machine. 

 

 

Figure 2.10:ArcHLM hybrid solution [43]. 

A further example of the retrofitting approach to create a hybrid machine for research 

purposes was shown by the Cranfield university [15]. A former friction stir welding machine 

is equipped with a welding unit to carry out WAAM operations, as shown in Figure 2.12 (a). 

 

(a) (b)  

Figure 2.11: Hybrid WAAM-milling machine implemented at the Cranfield university: overall 

view of the machine (a) [15] and high pressure rolling system (b) [58]. 

Moreover the machine was fitted with a rolling system, as shown in Figure 2.12 (b)). 

This device is used to apply a pressure load on the deposed material. This modifies its 

microstructure and reduces the tensile residual stresses [59] improving workpiece quality. 

The retrofit approach is used also in commercial application. The company Hybrid 

Manufacturing Technology provides a solution in which the machine is modified to perform 

DMLD operations. The machine is fitted with an external laser source and powder feeding 
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system. Besides a software interface is created, to control the deposition process from the 

pre-existing milling machine NC (Numerical Control). Figure 2.13 (a) shows an example of 

this solution, installed on a turn-milling machine. The deposition head (AMBIT tool [60]), 

provided during the retrofitting, is shown in Figure 2.13 (b). 

 

(a)  

(b)  

Figure 2.12: The retrofit system provided by Hybrid Manufacturing Technologies [60]: the 

system installed on a turn-milling machine (a) and the deposition tool (b). 

This solution significantly reduces the investment required to access a hybrid 

DMLD-milling machine compared to the Mazak and DMG solutions. However, this solution 

is still not competitive with the hybrid WAAM-milling process, due to the high cost of the 

laser sources. 

A further hybrid solution that must be mentioned is the one under development in the 

EU funded research project LASIMM [61]. This project proposes a different concept of 

hybridization: combining AM and machining in a robot cell rather than in a machine tool. 

The proposed layout is shown in Figure 2.13. 
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Figure 2.13: Hybrid WAAM-milling concept proposed in the LASIMM project [62]. 

The WAAM operations are carried out by robot arms fitted with welding equipment. 

The workpiece is finished by a parallel kinematic milling machine. The workpiece is fixtured 

on a tilting support which provides the accessibility required to perform all the deposition 

and milling operations without repositioning. This alternative hybridization layout is 

conceived to manufacture large components, not requiring a high level of dimensional 

accuracy. Indeed, as claimed by Bandari et al [62], the usage of robot arms is convenient 

when manufacturing a large components that needs to be tilted during the process. For 

components requiring high dimensional accuracy, the machine-tool layout is to be preferred. 

This review highlights that the market of hybrid machine is taking up, with different 

solutions in terms of machines layout and processes. Despite DMLD process is still the most 

widespread one at a commercial level, WAAM is emerging as a promising alternative for 

hybrid machines due to its potential as a low-cost process for large metal components. 

Hence, further research efforts are worth to improve the performances of hybrid 

WAAM-milling process. 

 





 

 

 

3. The WAAM process 

This chapter introduces the WAAM process. It is organized in two sections: 

 

3.1 Arc welding processes for WAAM applications: The arc welding processes used for 

WAAM operations are presented, discussing their advantages, drawbacks and performances. 

Then the main issues of this process are introduced, highlighting the most relevant researches 

aiming at addressing them 

 

3.2 WAAM machine implementation: This section presents the WAAM machine used to 

carry out the experimental activities presented in this thesis, describing its main components 

and the adopted solutions. 

3.1. Arc welding processes for WAAM applications 

The basic principle of the arc welding process is to generate the heat required to melt 

both the filler and the base material by means of an electrical discharge in a gas medium 

[63]. The welding machine provides the power required to overcome the breakdown 

potential of the gas medium, igniting the arc between the workpiece and an electrode located 

on the welding torch. Usually, the electrode is the anode of the circuit and the workpiece is 

the cathode. Many different arc welding processes exist, but the most commonly used for 

WAAM applications are the following ones: GMAW (Gas Metal Arc Welding), GTAW 

(Gas Tungsten Arc Welding) and PAW (Plasma Arc Welding). Figure 3.1 presents a scheme 

outlining the basic working principles of the GTAW and the GMAW. 

 

(a) (b)  

Figure 3.1: Scheme of the GTAW (a) and GMAW (b) processes. 
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The main difference between these two processes is the type of electrode. In GTAW, 

the arc current flows between the workpiece and a tungsten electrode (Figure 3.1 (a)) located 

on the torch. Due to its high melting point, the tungsten works as a non-consumable 

electrode, i.e. it is not molten during the deposition process. The filler material is supplied 

separately from the torch by means of a wire feeding system. 

In GMAW process (Figure 3.1 (b)), the electrode is the filler material itself. A filler 

metal wire is conveyed to the welding torch by means of a feeding system. The wire is 

connected to the anode of the welding machine generator by means of a contact tube. This 

ignites the arc as the filler metal sticks out the contact tube. Since the electrode is made of 

filler material, it melts during the process, supplying the feedstock for the deposition process. 

Both GTAW and GMAW require the usage of a shielding gas, to prevent an excessive 

oxidation of the molten pool and to increase the stability of the arc. For this reason, in both 

GMAW and GTAW, the electrode is surrounded by a coaxial nozzle which supplies the flow 

of shielding gas. 

A further arc welding process suitable for WAAM applications is PAW. The main 

features of this technology are outlined in Figure 3.2. 

 

 

Figure 3.2: Scheme of the PAW process [16]. 

The PAW torch in made of two coaxial nozzles: the exterior one supplies the 

shielding gas while the inner one supplies the gas flow required for the plasma generation. A 

coaxial tungsten cathode is located inside the plasma nozzle. The anode can be the plasma 

nozzle itself or the workpiece. The voltage drop between the anode and the cathode ionizes 

the gas, creating a plasma stream which is focused by the nozzle on the workpiece surface, 

forming the molten pool. The filler material is supplied by an external feeder as in the 

GTAW process. The formation of a plasma stream occurs in every arc process [63]. 

However, in PAW such stream is guided and highly focused, achieving a higher energy 

density compared to GTAW and GMAW processes [64]. 

The major differences among these welding techniques are related to the stability of 

the arc: the processes using non-consumable electrode (GTAW and PAW) produce a more 

stable arc than GMAW [12,65]. This leads to a more stable transfer of the filler metal to the 

molten pool, reducing the spatter phenomenon and producing a more even bead [66]. A 
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further consequence of the improved arc stability is that GTAW and PAW allow to process a 

wider range of materials than GMAW. Above all, GTAW and PAW were proven to be well 

suited to process Ti-6Al-4V [67–69], a titanium alloy widely used in the aerospace sector for 

structural applications. Besides, GTAW based WAAM was used to manufacture innovative 

material, such as iron aluminide alloys [70]. 

Despite the advantages of the GTAW and PAW processes, the GMAW technique is 

widely used for WAAM applications [16]. Indeed, despite the reduced stability of the arc, 

this process has several advantages. First, both GTAW and PAW use external wire feeding, 

supplying the filler metal at a given orientation with respect to the arc aiming direction. This 

parameter has a great influence on the process since it affects layers evenness and 

appearance, as shown by Geng et al. [71]. Hence the wire feed orientation should be kept 

constant throughout the deposition, resulting in significant process planning issues when 

dealing with complex parts and 5-axis deposition. This problem is not present in the GMAW 

process, resulting in a reduced complexity of both the process planning and the machine 

itself. Another advantage of GMAW is the high arc efficiency compared to GTAW. This 

parameter is defined as the ratio between the power effectively delivered to the workpiece 

and to the filler metal over the consumed electrical power. In GMAW the arc efficiency 

ranges from 75% to 95%, while in GTAW it ranges from 20% to 80%, depending on the 

metal and on the shielding gas [72]. The higher efficiency of GMAW results in a higher wire 

melting rate hence in a higher productivity. Besides, the stability of the GMAW arc can be 

improved using controlled short circuit processes [73], such as STT (Surface Tension 

Transfer) or CMT (Cold Metal Transfer). These processes modulate the welding current 

according to specific waveforms capable of mitigating the spatter phenomenon with 

consequent improvement of the weld bead evenness. 

This review of the arc welding processes for WAAM application highlights that 

GTAW and PAW are more suited for applications on specific materials requiring high arc 

stability. The GMAW process can be regarded as the most suited for general purpose 

applications. Based on this, the thesis is focused on the WAAM process based on GMAW 

welding. 

To present the most relevant research fields concerning GMAW based WAAM, it is 

essential to introduce the general workflow of such a process, introducing the basic relations 

among the main process parameters. Figure 3.3 shows an example of a generic workflow 

required to perform a WAAM operation, highlighting the main steps and the and the main 

issues related to them. 
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Figure 3.3: Interconnection between the step of WAAM process planning and the most common 

process issues. 

The fundamental input of the process is the workpiece geometry, since it drives the 

deposition path (named toolpath in Figure 3.3) definition. However, defining the deposition 

path requires the knowledge of the layer size that is dependent on the process parameters as 

in every metal AM process. Therefore, achieving a given layers size will require a specific 

set of process parameters. Figure 3.4 highlights the most relevant process parameters in 

GMAW. 
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Figure 3.4: GMAW process parameters. 

According to this scheme, the most relevant parameters are: the applied voltage 𝑉0; 

the current 𝑖  flowing through the arc and the workpiece; the wire feed rate 𝑣𝑤 , i.e. the 

velocity at which the wire is fed through the electric contact (contact tube); the travelling 

speed 𝑣𝑓, i.e. the velocity of the torch motion during the deposition process; the NTWD, i.e. 

the distance between the mouth of the gas nozzle and the workpiece. As previously 

mentioned, these parameters determine the layer shape and dimension. Figure 3.5 shows the 

most relevant dimensions of a generic layer, namely its height ℎ, width 𝑤 and section 𝐴𝑙. 
 

 

Figure 3.5: Weld bead dimensional parameters. 

The area of the layer section is determined by the mass conservation of the filler 

material [74]. If the mass density of the filler metal is constant throughout the process and 

the loss of material by spatter is negligible, the volumetric balance of Eq. 2 must be satisfied:  

 

𝐴𝑙𝑣𝑓 = 𝜋
𝜙2

4
𝑣𝑤  Eq. 2 
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Where 𝐴𝑙 is the area of the weld bead, as defined in Figure 3.5, 𝜙 is the diameter of 

the wire, 𝑣𝑤 is the wire feed speed and 𝑣𝑓 is the torch travelling speed. Basically, the layer 

area is directly controlled by the 𝜆  parameter, namely the ratio of wire feed speed and 

travelling speed, as shown in Eq. 3 : 

 

𝜆 =
𝑣𝑤
𝑣𝑓
  ;  𝐴𝑙 = 𝜆

𝜋𝜙2

4
;  Eq. 3 

 

Hence given the wire feed rate and the travelling speed, the layer section is 

determined. To define the toolpath., it is important to predict not only the bead area but also 

its shape in terms of height and width (Figure 3.5). Hence, investigating the relations 

between layer dimensions and process parameter is an important topic in WAAM. The goal 

of these researches is to identify geometrical models that describes the cross-sectional shape 

of the weld bead, correlating the model parameters to the ones of the process. An example is 

the work of Xiong et al. [75] investigated the effectiveness of parabola and circle arc models 

for the bead geometry, finding that their accuracy depended on the value of the 𝜆 parameter. 

Cao et al. [75] and Ding et al. [76] tested additional geometrical models, such as cosine arc 

and Gaussian curve. Besides they developed techniques to predict the ideal stepover distance 

to overlap weld beads on the same layers to manufacture thick walls. Despite the large 

number of studies, a general model of the weld bead was not achieved, since the relations 

defining the bead shape are dependent on the specific welding machine, on the filler metal 

and on the shielding gas. However, it is generally accepted that the wire feed speed is 

directly proportional to the bead height, whilst the arc length is directly proportional to bead 

width. The specific relations for a given set of welding machine, material and shielding gas 

must be determined with by dedicated experiments. 

Recalling the framework presented in Figure 3.3, the definition of the process 

parameters provides the layer size, which together with the workpiece geometry allows to 

define the deposition path. The definition of criteria and algorithms for an automated 

generation of the deposition path is currently an important research topic. Several works aim 

at identifying strategies to deal with geometrical issues of the WAAM process, occurring for 

specific features. An example is the layers overlapping in correspondence of crossing 

features. Figure 3.6 shows a WAAM component with crossing features, namely T-crossings 

and direct crossings. 

 

 

Figure 3.6: Example of WAAM part with layers crossing. 
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Manufacturing such features requires specific strategies to limit the increase of the 

layer height. Mehnen et al. [77] developed and tested strategies to deal with direct crossing 

features. Venturini et al. [78] carried out a similar work for the T-crossing features. A further 

issue in toolpath definition is the handling of the arc striking and extinguishing areas which 

cause non-uniformity of the layer height. An example of this issue is shown in Figure 3.7. 

 

 

Figure 3.7: Example of arc striking and extinguishing defects [79]. 

The region of the layer close to the arc ignition exhibits an excessive layer thickness 

with respect to the central part of the layer, due to the heat sink effect of the base metal. On 

the opposite, in the arc extinguishing region, the layer exhibits a reduced thickness due to the 

arc pressure on the molten pool. Xiong et al. [80] dealt with this issue. They investigated 

different strategies to compensate this effect: introducing a wire feed speed ramp-up in the 

arc striking and extinguishing regions and locating the arc ignition and extinguishing points 

in different points for subsequent layers. Besides the toolpath planning strategies aiming at 

coping with specific issues, several authors proposed general algorithms for an automated 

generation of the WAAM toolpath, based on different strategies [40,79,81]. 

As shown in Figure 3.3, the welding parameters determine both the bead shape and 

dimension and the heat input of the process. Recalling Eq. 1, in DED processes the heat input 

is determined by the source power and by the travelling speed. Hence GMAW the thermal 

power input in the workpiece can be calculated as: 

 

�̇� = 𝑉𝑎𝑖𝜂  Eq. 4 

 

Where 𝑉𝑎 is the arc voltage drop and 𝜂 is the arc efficiency, taking into account the 

energy losses in the welding machine and in the arc itself [82]. It must be pointed out that in 

general, 𝑉𝑎 is not equal to 𝑉0. The actual arc voltage drop is determined by the machine open 

circuit voltage 𝑉0 and by the arc length [83]. The heat input, together with the deposition 
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path determines the temperature time history of the workpiece during the process, that is 

responsible for the occurrence of thermal issues, presented in Figure 3.8. 

 

(a)  

 

(b) (c)  

Figure 3.8: WAAM workpiece affected by distortion (a); Temperature-stress history [84], 

outlining the residual stresses formation principle (b); WAAM workpiece undergoing 

overheating (c). 

During the WAAM process, the workpiece undergoes a local heating, experiencing 

large non-uniformities in its temperature field. This can induce severe distortions in the 

component, as shown in Figure 3.8 (a). Besides, these thermal deformations can lead to the 

occurrence of residual stresses. Figure 3.8 (b) exemplifies the principle of the residual 

stresses formation in a welding process, analyzing the temperature-stress history of a specific 

point (marked as x in Figure 3.8 (b)). As the welding torch approaches point x, the 

temperature increases. This causes a positive strain that results in a compressive stress state 

due to the presence of the surrounding material. Depending on the distance of the point x 

from the molten pool, the material could reach its compressive yield stress and undergo a 

plastic deformation. As the temperature decreases a negative strain occurs, resulting in a 

tensile stress. As shown in Figure 3.8 (b) this will result in a tensile residual stress. To 

achieve the internal equilibrium of the workpiece, the areas located further from the molten 

pool will experience a compressive residual stress. Currently, distortions and residual 

stresses are one of the most severe issues affecting the WAAM process, since they can 

severely limit the accuracy of the part and the strength of the material [69]. Nevertheless, 

these are not the only thermal issues affecting the WAAM process. As shown in Figure 

3.8 (c), specific heat input conditions can lead to an overheating of the component, resulting 

in part structural collapse or in unevenness in the deposed layers [85]. 

Understanding and addressing the thermal issue is currently a crucial topic. Part of the 

research aims at analyzing the residual stresses distribution by experiments, assessing their 

magnitude and distribution for different material, process parameters and deposition path. An 
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example is the work of Szost et al. [69], which compared the residual stresses of Ti-6Al-4V 

samples manufactured by WAAM and DMLD. Other works focuses on implementing 

techniques to mitigate the residual stresses, such as the high pressure rolling technique, 

proposed by Colegrove et al. [59]. An important part of the research related to WAAM 

thermal issues is focused on the development and application of numerical models. Many 

authors work on thermo-mechanical simulation techniques, aiming at predicting both 

distortions, residual stresses and the occurrence of structural collapse phenomenon. An 

example is the work of Mughal et al. [86], which investigated the effect of process 

parameters on the residual stresses using a FEM simulation. Zhao et al. [87] used a numerical 

simulation to introduce inter-layer cooling stages (idle times), analyzing their effect on 

residual stresses. Besides, the simulation enables to virtually test the effectiveness of residual 

stresses and distortion mitigation strategies, as shown in the work of Denlinger and 

Michaleris [88]. It must be pointed out that this is not an extensive review of the WAAM 

simulation techniques. Since this topic is the core one of the WAAM related research 

presented in this thesis, it will be extensively discussed in chapter 4. 

Since WAAM is a thermal process involving material fusion and solidification, the 

material behavior is a crucial research topic, as shown in Figure 3.3. It is important to assess 

which are the process parameters set that enable to produce better results in terms of material 

properties. Baufeld and Van der Biest [89] investigated the anisotropy of WAAM processed 

Ti-6Al-4V. This study highlighted that the material has a different ductility along the layer 

stacking and the deposition direction (about 15% increase of ductility along the layer 

stacking direction), with a consequent reduction of the ultimate tensile strength in the 

building direction. Brandl et al. [90] investigated the static and fatigue behavior of WAAM 

processed Ti-6Al-4V, testing different post process heat treatment aiming at reducing the 

residual stresses, promoting the diffusion of segregated phases and reducing the anisotropy. 

It was highlighted that this post processing enables WAAM material to achieve the same 

performances of the cast and wrought one. Zhang et al. [91] investigated the fracture 

toughness of WAAM processed materials, an important aspect in several mechanical 

application. Besides the mechanical properties, the microstructure of the WAAM material is 

an important topic, in order to understand the effect of the process parameters on the strength 

of the WAAM processed material. For example, the works of Zhang et al. [46] and Wang et 

al. [92] highlighted that the workpiece can exhibit an inhomogeneous mechanical behavior 

(Yield strength and UTS), depending on the distance from the substrate. An analysis of grain 

size and phase concentration allowed to correlate this phenomenon to the different cooling 

rates and temperature gradients experienced by the workpiece with the increase of the 

number of layers. Abe and Sasahara [93] studied the deposition of dissimilar metal. The 

authors assessed the feasibility of combining stainless steel and a nickel based alloy in the 

same workpiece. It was found out that the combination did not lead to significant defects and 

resulted in consistent mechanical properties. 

Recalling the framework presented in Figure 3.3, the definition of the toolpath 

enables to manufacture the selected component. A careful selection of the process parameters 

enables to achieve the required layer dimension, to mitigate or avoid the occurrence of 

thermal issues and to achieve the required material properties or to design proper post 

process heat treatment. However, even using accurate models or performing many 

pre-manufacturing experiments, the process is prone to uncertainties. Therefore, an important 

research field concerns the development and application of equipment to monitor the 

WAAM process. Usually the monitored process variables can be the bead size or the molten 

pool temperatute. For example, Xiong et al. [94] and Doumanidis et al. [95] implemented a 
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vision based system capable of sensing the bead width. Besides the monitoring, these 

systems interact with the arc welding machine, modifying process parameters to achieve a 

feedback control of the layer dimension. Saeed and Zhang [96] developed a molten pool 

sensing system, capable of monitoring the molten pool size, dimension and temperature 

profile. This enables to control the solidification process, having a better insight of actual 

temperature gradients and cooling rate. Despite the important results achieved in these 

works, these techniques are currently limited to simple geometries. 

A summary of the presented research fields concerning GMAW based WAAM 

process is given in Table 3.1, together with the references listed in this section. 

 

Table 3.1: Summary of the main WAAM researches and examples of relevant works in the 

respective fields 

Research topic 
Example relevant works 

Bead Shape modelling 

Xiong et al. [75] 

Cao et al. [75] 

Ding et al. [76] 

Deposition path 

generation 

Geometrical issues 

Mehnen et al. [77] 

Venturini et al. [78] 

Xiong et al. [80] 

Automated path 

generation 
Ding et al. [40] [79], [81] 

Thermal issues 

Investigation Szost et al. [58] 

Mitigation Colegrove et al. [59] 

Simulation 

Mughal et al. [86] 

Zhao et al. [87] 

Denlinger et al. [88] 

Material behavior 

Baufeld et al. [89] 

Brandl et al. [90] 

Zhang et al. [91] 

Wang et al. [92] 

Abe and Sasahara [93] 

Process monitoring 

Bead size monitoring 
Xiong et al. [94] 

Doumanidis et al. [95] 

Molten pool monitoring Saeed et al. [96] 

 

In light of the presented review, the WAAM research of this thesis is focused on 

using the process simulation to tackle the thermal issues. The final goal is to implement 

accurate and efficient modelling technique to support the WAAM process planning, enabling 
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to consider the process physics for the definition of both deposition path and process 

parameters. 

3.2. WAAM machine implementation 

This section introduces the WAAM machine prototype used to perform the 

experiments presented in this thesis. The presented prototype was built in the MTRL 

(Manufacturing Technologies Research Lab) of the University of Firenze. According to the 

considerations drawn in section 2.2, the machine was created pursuing the retrofit approach, 

i.e. modifying an existing machine tool. The machine in question is a Roland Modela 

MDX-40A, a three-axis milling machine. Despite the advantages of a 5-axis architecture, the 

purpose of the presented research is to develop, test and apply process simulation techniques. 

Hence, a three-axis kinematic was considered suitable for this application. Figure 3.9 shows 

the used milling machine. 

 

 

Figure 3.9: Roland Modela MDX-40A [97]. 

The feed drive systems of the Modela MDX-40A are powered by stepper motors in an 

open loop configuration [98]. It has 300 mm of strokes along the X and Y axes and 105 mm 

along the Z axis and it can achieve a maximum feed rate of 3000 mm/min, fairly adequate 

for WAAM. The machine was reconfigured by removing the milling spindle and adding a 

tailored support for the GMAW welding torch. 

The GMAW welding unit used to retrofit the milling machine was a Millermatic 300, 

manufactured by Miller. It is a traditional constant voltage GMAW machine, capable of 

generating DC current up to 300 A. In the final stage of this work it was replaced by an 

Awelco Pulsemig 250. 

To enable the machine to control the GMAW unit, the NC and the motors power 

drives were replaced. The control selected to replace the original one was Mach3 [99], a PC 

based NC. Figure 3.10 shows the relevant components of the interface between Mach3 and 

the machine motors. 
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Figure 3.10: Relevant components of motors driving and control chain. 

Mach 3 is interfaced with a breakout board, being the bridge between Mach 3 and the 

power drivers. The breakout board has a set of output pins dedicated to the motors drivers. 

Besides it has input pins dedicated to the limit and emergency switches. Furthermore, a set of 

additional input and output pins are available for additional equipment. This functionality 

was used to include the WAAM process in the machine. 

To control the arc welding unit, the trigger switch of the torch was replaced by a 

relay, triggered by an output pin of the breakout board. A used defined macro was defined in 

Mach3 to control the welding torch relay. Furthermore, to enable a proper start of the 

welding process, a light sensor was installed to synchronize the axis movement with the 

effective arc ignition. This sensor is a photoresistor which drops down its resistivity as it is 

exposed to a light source. Hence the user macro prevents the axis to move if the resistivity of 

the light sensor is beyond a selected threshold. This ensure the synchronism between the arc 

and the axes movement. 

The machine was fitted with additional devices to measure welding current and 

voltage, since measuring these values is crucial to calculate the actual power input in the 

workpiece. Indeed, conventional GMAW is carried out generating the arc with a DC constant 

voltage generator, with the electrode connected to the anode and the workpiece to the 

cathode. The voltage applied to the arc can be modified by controlling the open circuit 

voltage (𝑉0 ) of the generator. Thus the effective arc voltage (𝑉𝑎 ) is determined by the 

intersection of the generator voltage/current characteristic with the electric arc one, which is 
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related to welding current and arc length [83]. Since the arc voltage is one of the parameters 

determining the transmitted power (Eq. 4), it is essential to measure it during the process. To 

achieve this, two wire terminals were connected to the workpiece and to the contact tube, 

enabling to measure the arc drop with a voltage acquisition system. 

For what concerns the welding current, it is the other relevant parameter required for 

the calculation of the welding power input. Since the GMAW process is carried out with 

constant voltage generators, the current (𝑖) cannot be directly controlled but it is a function of 

the applied voltage and of the arc resistance. Besides it is directly related to the wire feed 

speed [100]. An increase in the wire feed rate must be balanced by an increase in the wire 

melting rate thus requiring a higher current. To measure the actual welding current, the 

machine was fitted with a hall probe, returning a voltage proportional to the current intensity 

in the return cable. It must be pointed out that current DC welding source enable a direct 

selection of the welding current thanks to integrated feedback controllers [73]. However, an 

external measurement device provides more accurate values than the sensors embedded in 

the welding unit. 

The full WAAM machine prototype is shown in Figure 3.11. 

 

 

Figure 3.11: Assembled WAAM machine prototype 

Despite the reduced dimensions of the presented equipment, it was proven to be 

suitable to fit its purpose in this thesis, namely to provide actual case studies to test the 

process modelling techniques. 

Since the WAAM machine was not given milling capabilities, workpiece finishing 

and the research activities related to the subtractive part of the hybrid process were carried 

out on a NMV1500-DCG, a 5-axis vertical milling center. 

Figure 3.12 shows some demonstrator components manufactured by the developed 

WAAM machine prototype. 
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(a)  

(b)  

(c)  

 

Figure 3.12: Examples of demonstrators manufactured by the implemented machine: blade-like 

part (a); box-like part after the deposition (b); box-like part after milling finish. 

 



 

 

 

4. WAAM process simulation 

The review of the researches related to the WAAM highlighted the process simulation 

as an effective tool to tackle the process thermal issues. Hence, a large part of the research 

presented in this thesis is focused on improving the WAAM simulation techniques, in terms 

of accuracy and of computational efficiency. This chapter is dedicated to the introduction of 

the developed simulation technique. First, it gives an overview of the issues arising when 

simulating the GMAW based WAAM process, introducing the multi-scale and multi-physics 

nature of the process. Then, it provides a better insight on the state of the art of the WAAM 

process modelling at macro scale level, that is the focus of this thesis. Finally, section 4.3 

introduces the main results achieved by this thesis. The heading of this section provides a 

general overview of the developed modelling technique. Specific subsections provide a 

detailed description of the most relevant achievements: the improved heat source model, the 

computationally efficient technique to model the latent heat of fusion and the substrate mesh 

coarsening technique. These contents are arranged in sections and subsections: 

 

4.1 Overview of WAAM simulation: introduction of the issues related to WAAM simulation. 

 

4.2 Macro scale simulation: this section provides a better insight on the macro scale 

simulation, the focus of the thesis. 

 

4.3 Proposed model: this section gives an overview of the simulation techniques used in the 

thesis, focusing on the materials and methods used to implement the proposed models. The 

innovative contributions are presented in three separated subsections. 

 

4.3.1 Proposed heat source model 

 

4.3.2 Proposed latent heat modelling technique 

 

4.3.3 Substrate mesh coarsening technique 

 

4.4 Conclusions and remarks: this conclusive section summarizes the presented 

contributions and draws conclusions based on the presented results 
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4.1.  Overview of WAAM simulation 

In this thesis, the final goal of the simulation is regarded as the prediction of the 

overall transient temperature field of the workpiece. That because the thermal history is the 

fundamental driver of all the relevant phenomena (e.g. material phase transformations, 

residual stresses, distortions) occurring in the process. To achieve this goal, the model should 

consider the energy and mass transfer phenomena between the electric arc, the molten pool 

and the workpiece. From a simulation perspective, this poses many challenges. The different 

physical domains involved in the process significantly interact between each other, requiring 

the coupling of different disciplines for a comprehensive modelling. Nevertheless, the 

greatest complexity is represented by the multi-scale feature of the process. Indeed, the 

phenomena relevant for the outcome of the process occur at different dimensional and time 

scales. Figure 4.2 outlines the main transfer phenomena occurring in a GMAW based 

WAAM operation. 

 

 

Figure 4.1: Overview of the transfer phenomena in a WAAM process 

The heating action of the electric arc melts the filler and the base material, forming 

the molten pool. Hence, the heat generated by the electric arc is transferred to the molten 

pool. Moreover, a mass flow is present between the arc and the molten pool, since the filler 

material is transferred in form of droplets. The molten pool interacts with the surrounding 

workpiece material, transferring its energy by the liquid-solid interface. This heat flux 

determines the overall temperature field of the workpiece. 

Achieving an accurate description of both the molten pool and the workpiece is a 

critical task. Indeed, the transfer phenomena occurring in the molten pool occurs at a far 

lower dimensional and time scales than the ones involving the overall workpiece domain. 

Figure 4.2 gives an overview of the most relevant phenomena occurring in the molten pool. 
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Figure 4.2: Interactions between the electric arc, the molten pool and the surrounding material 

The energy generated by the arc is directly transmitted to the molten pool by means of 

different modes [101]: cathodic electron emission, ohmic heating and interaction of the 

plasma stream with its free surface. Besides, part of arc energy is not directly transmitted to 

the molten pool but rather through the energy embodied by the filler metal during the melting 

process. Indeed, the feedstock is heated by means of Ohm effect and anodic electron 

condensation [102]. Hence, when the metal is transferred from the wire to the workpiece, its 

internal energy contributes to the overall balance of the molten pool. This way, the energy 

embodied by the filler metal is transferred to the molten pool during the mass transfer. 

Hence, a detailed model of the arc-molten pool heat transfer, should include the mass 

transfer as well. The main issue is the difference between the time scales of metal transfer 

phenomena and the evolution of the overall workpiece temperature field. In WAAM 

applications, the metal transfer occurs according to the short circuit mode [103] that is by a 

periodic contact between the molten tip of the wire and the molten pool surface, in which the 

arc extinguish and a droplet flows in to the weld pool as a continuous liquid bridge. The time 

scale of this phenomenon can be quantified by the short circuit frequency, namely the 

average amount of droplets transferred per unit time. Usually the order of magnitude of such 

parameter is 1.0e+1÷1.0e+2 Hz [104]. The evolution of the overall workpiece temperature is 

strongly related with the torch motion in terms of velocity and position [105]. Hence the 

parameter determining the time scale is the travelling speed that in WAAM usually does not 

exceed 1000 mm/min [16]. This makes the time scale of the overall thermal history 

incompatible with the one of the metal transfer. A model including both these aspects should 

cope with simulating minutes or hours of process with time steps of 1.0e-5÷1.0e-4. This would 

be excessively demanding in terms of computation time. 

The same issue occurs for the dimensional scale, since the spatial resolution required 

to achieve a detailed description of the molten pool phenomena is far smaller than the one 

required for an analysis of the overall workpiece temperature field. As shown by Figure 4.2, 

the liquid metal in the molten pool is in motion due to the action of the external forces [63]: 
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the actions exerted by the surrounding material, the electromagnetic forces and the arc 

pressure [106]. Therefore, the heat transfer between the molten pool and workpiece occurs 

by convection at the solid-liquid interface. A detailed modelling of the convection requires 

the solution of the flow field in the molten pool. In common WAAM operations, the size of 

the molten pool is in the range of 1.0e+0÷1.0e+1 mm [107] as order of magnitude. Hence, due 

to the steep temperature and velocity gradients, a detailed solution of the molten pool 

requires a spatial discretization at least one order of magnitude smaller than the minimum 

molten pool size [108]. This makes inconvenient solving the molten pool and the overall 

workpiece behavior in the same model for computational efficiency issues. 

Due to the presented issues, the molten pool and the overall workpiece thermal 

behavior are usually simulated separately using different modelling strategies. Hence, the 

process models can be classified in these two categories: micro scale models and macro scale 

models.  

Table 4.1 summarizes the differences between the two modelling categories, 

highlighting their different applications and providing some example of relevant literature 

contributions. 

 

Table 4.1: Goals of the micro [108] (a) and macro (b) scale simulation of the WAAM process. 

Micro scale models Macro scale models 

 
 

Equation 

Flow field: mass, momentum, energy 

Electromagnetics: Maxwell, Ohm, Current 

Heat conduction 

Solid mechanics 

Solution techniques 

Multi physics CFD FEM 

Simulation results 

Molten pool temperature field 

Molten pool field of motion 

Electromagnetic field 

Overall temperature field 

Residual stresses and deformations 

Applications 

Molten pool and bead size prediction [109] Mitigation of Stresses and distortions 

[110] 

Metal transfer improvement [111] Avoidance of structural collapse 

Prediction of deposition defects [108] Phases content and distribution [112] 
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The micro scale models aim at giving a detailed description of the molten pool 

behavior, limiting the analysis to a small portion of the workpiece. On the opposite, the 

purpose of macro scale models is to simulate the overall behavior of the workpiece, 

simplifying the phenomena that occur in the molten pool. 

Micro scale models involve the solution of the flow field of the molten pool, of metal 

transfer and arc dynamics. It must be pointed out that the behavior of the molten pool 

generated by the GMAW arc is essentially the same, whether dealing with welding or 

WAAM operations. Therefore, the micro-scale simulation of the WAAM process can be 

effectively performed using the techniques developed for GMAW welding. Hu and Tsai 

[109,113] proposed a coupled model of the GMAW arc and molten pool. This model solved 

the coupled flow field and electromagnetism equations. This provided a detailed description 

of the metal transfer (droplet size, temperature and detachment frequency) and of the molten 

pool behavior. The same authors used this model to identify the equilibrium wire feed speed, 

allowing to achieve a stable GMAW arc [111]. Cho and Na [108] developed a molten pool 

model of the laser assisted GMAW process with the aim of identifying process parameters 

sets suitable to avoid the formation of defects. Fan and Kovacevic developed a micro scale 

model that enables to predict the size and the shape of the weld bead, simplifying the 

assessment of the process parameters. 

The macro scale models neglect the presence of a fluid region in the vicinity of the 

arc. The heat transfer between the arc and the workpiece is included introducing a heat 

source model, i.e. a tailored boundary condition to deliver the GMAW heat input. The 

temperature field is calculated by solving the heat conduction equation in transient regime by 

means of a FE (Finite Element) solver. Moreover, the heat conduction problem can be 

coupled with the mechanical equilibrium one, calculating the workpiece displacement, stress 

and strain fields. The most common application of this type of models is the identification of 

the workpiece residual stresses and deformations. An example is the work of Ding et al. 

[110], which developed a coupled thermo-mechanical simulation of the WAAM process 

tailored for the large multi-layer parts. The aim of this work was to develop a modelling 

strategy that enabled a significant reduction of the computation time when dealing with this 

type of components. Denlinger and Michaleris [88] used a coupled FEM thermo-mechanical 

model to test a strategy to mitigate the distortions of large components. The prediction of the 

residual stresses and distortions is not the only possible application for the macro-scale 

simulation. An example is the work of Chiumenti et al. [112], which developed a FEM 

thermo-mechanical simulation of the WAAM process that included a phase transition model 

tailored for the Inconel 718 nickel based alloy. This model enabled to calculate the 

distribution and concentration of the solid phases in the final workpiece, providing a better 

insight on the expected mechanical properties. Besides, a hot cracking susceptibility criterion 

was implemented in the FE model. This enabled to assess the risk of the occurrence of such 

defect, providing a useful support for the definition of the process parameters. Furthermore, 

by the mere knowledge of the temperature time history it is possible to assess the risk of 

workpiece collapse due to its overheating. 

The micro and macro scale models analyze different aspects of the WAAM process. 

Hence, such models serve different purposes: micro scale modelling is well suited to 

investigate the dependency of molten pool dynamics and bead shape on the process 

parameters, whereas the macro scale model is well suited to simulate the entire 

manufacturing process, addressing the thermal issues occurring at the dimensional scale of 

the overall workpiece. However, it is worth to notice that some authors proposed multi scale 

modelling strategies. Micro and macro scale models of the DMLD process, which has the 
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same criticalities in terms of dimensional and temporal scales mismatch, were integrated in a 

single simulation. Nie et al. [114] coupled a micro and macro scale model of the DMLD 

process of Inconel 718. The different scales were coupled by means of temperature boundary 

conditions at the solid liquid interface. A similar approach was pursued by Vogel et al. [115]. 

Despite the scientific and industrial relevance of a comprehensive process simulation, 

many issues of the WAAM process can be effectively tackled by the sole macro scale models 

having a higher computational efficiency. Indeed, the literature provides a large number of 

examples in which the macro scale simulation has been a fundamental tool to simplify the 

process planning and improving the quality of the WAAM processed parts. Therefore, this 

thesis focuses on the macro scale simulation of the GMAW based WAAM process. 

4.2. Macro scale simulation 

This section introduces the macro-scale simulation of the WAAM process. First, the 

problem is formalized, introducing the fundamental concepts. Then the most common 

simulation strategies and assumptions will be depicted, highlighting the advantages and 

disadvantages of the state of the art techniques. 

This section requires a premise concerning the state of the art. Most of the techniques 

used in the simulation of the WAAM process were originally developed for the simulation of 

the multi-pass welding operations [116] due to the similarities of these processes. Therefore, 

some works cited in the review are part of the welding literature rather than the AM one. 

Furthermore, at a macro scale level, the techniques using for the WAAM simulation are 

much alike the ones used for other DED processes, such as DMLD and EBF. Therefore, 

some references are works not directly related to WAAM. 

As stated in the previous section, the macro scale models look at the overall 

workpiece dimensional scale, simplifying the transfer phenomena of the molten pool. The 

goal of the simulation is to determine the evolution of the temperature field during the 

process, since it controls the magnitude and distribution of residual stresses and distortions. 

Hence, two main physical domains are involved in the analysis: the heat transfer and the 

solid mechanics. The heat transfer problem can be formalized according to the heat 

conduction equation in a solid continuum [117]: 

 

𝛻(𝜆(𝑇)𝛻𝑇(𝑥, 𝑦, 𝑧, 𝑡)) + 𝑞(𝑥, 𝑦, 𝑧, 𝑡) = 𝜌𝐶𝑝(𝑇)
𝜕𝑇(𝑥, 𝑦, 𝑧, 𝑡)

𝜕𝑡
  Eq. 5 

 

Where: 𝑇 is the unknown temperature, a function of time 𝑡 and position 𝑥, 𝑦, 𝑧 over 

the integration domain; 𝜆(𝑇) is the workpiece thermal conductivity, which can be introduced 

as a temperature dependent parameter; 𝐶𝑝(𝑇) is the temperature dependent heat capacity; 𝜌 

is the mass density. The term 𝑞(𝑥, 𝑦, 𝑧, 𝑡) is the source term of the equation, which can be 

introduced to model the power input of the process. It is highlighted that this term depends 

both on the time and on the spatial coordinates. This is because the power input is related to 

the deposition path. This term of the equation will be further discussed later in this section. 

Eq. 5 highlights that solving the heat transfer problem in general requires the solution of a 

non-linear transient differential equation. This must be integrated both over time and the 

workpiece volume, using the boundary conditions presented in Eq. 6: 
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Ω,𝑡
= ℎ(𝑇 − 𝑇∞)

−𝜆(𝑇)
𝜕𝑇

𝜕�⃗� 
|
Ω,𝑡
= 휀𝛿(𝑇4 − 𝑇∞

4)

𝑇|𝑥,𝑦,𝑧,0 = 𝑇0

  Eq. 6 

 

The first two relations represent the boundary conditions of convection and radiation 

to environment respectively. The convection is described by the Newton’s law, where ℎ is 

the heat transfer coefficient, 𝑇∞ is the far field air temperature �⃗�  is the normal vector of the 

heat transfer surface 𝛺. The radiation is described by the Stefan-Boltzmann law where 휀 is 

the surface emissivity and 𝛿 is the Stefan-Boltzmann constant. The third relation represents 

the initial condition of uniform temperature 𝑇0 throughout the integration domain. 

The second relevant domain involved in WAAM macro-scale simulation is the 

mechanical one. The problem can be formalized according to the equilibrium equations of 

deformable continuum [118]: 

 

{
∇𝜎 = 0
𝜎 = 𝜎𝑇

  Eq. 7 

 

Where 𝜎 is the stress tensor. It must be pointed out that Eq. 7 neglects both the inertial 

terms. This is because the mechanical problem can be regarded as a quasi-static one without 

introducing significant errors [119]. Besides, the body force term of the equation is 

neglected. The equation is solved in terms of displacements by introducing the constitutive 

laws of the workpiece materials (substrate and filler). 

The heat transfer and the mechanical domains interact, leading to a coupled 

thermo-mechanical problem. Figure 4.3 outlines these interactions [84]. 

 

  

Figure 4.3: Interaction between the heat transfer and the mechanical domain in macro scale 

models. 

As highlighted in Figure 4.3, each domain influences the other. However, the 

coupling of the heat transfer with the mechanics is stronger than the vice-versa. Namely the 
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temperature field represents the main input of the mechanical one. The temperature 

variations result in thermal deformation of the workpiece according to Eq. 8: 

 

휀𝑇 = 𝛼(𝑇)𝑑𝑇  Eq. 8 

 

Where 휀𝑇  represent the generic term of the strain tensor; 𝛼(𝑇) is the temperature 

dependent thermal expansion coefficient and 𝑑𝑇 is the temperature variation. Eq. 8 shows 

that the solution of the heat transfer is mandatory to solve the mechanical problem, since the 

temperature field represents the main external load. Moreover, the temperature influences the 

mechanical properties of the material: the elastic modulus, the Yield stress and the plastic 

flow curve. Due to the large temperature variations experienced by the workpiece, the 

temperature dependence of the mechanical properties cannot be neglected, as shown by Zhu 

and Chao [120]. 

In light of what discussed, the mechanical problem cannot be solved without the heat 

transfer one. On the opposite, the influence of the mechanical problem on the heat transfer 

one is weaker (Figure 4.3). The first aspect is the heat generation due to the plastic 

deformations. This could potentially affect the results of the heat transfer analysis. However, 

this heat generation is negligible if compared to the heat generated by the GMAW process. 

The second aspect is that the thermal deformations modify the geometry of the integration 

domain, with a potential influence on the heat transfer problem. However this aspect is 

usually neglected in the WAAM simulations [84]. 

Hence, the solution of the WAAM macro scale problem can be regarded as a weakly 

coupled thermo-mechanical problem, in which the heat conduction problem can be solved 

independently of the mechanical one. On the opposite the equilibrium equation requires the 

input by the heat transfer problem. 

The most distinctive aspects of the macro-scale modelling of the WAAM process are 

the modelling techniques used to the mass and heat input into account. Table 4.2 outlines the 

solutions commonly used to tackle these issues. 

  



WAAM process simulation 63 

 

Table 4.2: Strategies used in macro-scale simulation to model energy and material input. 

Real process Macro scale simulation 

Heat input 

 

Heat source models 

 
Material deposition 

 

Elements activation algorithms 

 

 

As briefly introduced in Eq. 5, the heat input of the welding process is usually 

included by using a heat source model. This approach consists in introducing a source term 

in the heat transfer equation or in prescribing a tailored boundary condition to simulate the 

power input of the welding process. This technique allows to consider the heat input without 

modelling the complex interaction between the arc and the workpiece, thus treating the 

problem as the heat conduction in a solid body. Over time different heat source models were 

proposed, involving different levels of modelling complexity, depending on the functions 

used to model the heat flux [121]. This aspect will be discussed in detail in section 4.3.1. 

The other distinctive aspect of the WAAM simulation is the material deposition 

modelling (Table 4.2). In every AM process, the workpiece is built by progressively adding 

material, thus transferring mass to the workpiece. Hence the integration domain modifies its 

shape and volume along the simulation process. As shown by Chiumenti [112], taking this 

aspect into account is crucial for simulation accuracy, both in the heat transfer and in the 

mechanical analysis. Since a detailed modelling of the material deposition physics is out of 

the scope of macro scale simulations, this aspect is taken into account by means of the 

elements activation techniques [122]. Basically, an algorithm is used to progressively 

introduce the finite elements representing the filler material according to the deposition 

process. 

The macro scale simulation of the welding and DED processes is a well-established 

practice, providing valuable and accurate results, as shown in the beginning of this chapter 

(Table 4.1). In light of this, the aim of the thesis is not to develop a radically different 

simulation technique. On the opposite, it proposes enhancements to the existing techniques 

to improve the accuracy and most of all the time efficiency of the WAAM macro scale 

simulation. This is a hot topic both for research and industry. Indeed, for all the DED 
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processes, the long calculation time is still an issue that limits the diffusion of simulation 

among the manufacturing companies. Thus, the goal is to identify the main computational 

leverages that enable to reduce the simulation time, without excessive loss in both simulation 

accuracy and details. To achieve these goal, this thesis proposes three main enhancements to 

the current simulation techniques, which will be detailed in the following sections: 

 

• A heat source model tailored for GMAW based WAAM process. 

• A computationally efficient model to include the latent heat of fusion 

• A mesh coarsening technique to reduce the number of element required for the substrate 

discretization 
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4.3. Proposed model 

This section describes the contribution of the thesis to the state of the art of WAAM 

macro-scale modelling. The section is arranged as follows: the heading provides a general 

overview of the modelling technique, describing the aspects drawn from the state of the art. 

Then, three sub-sections are dedicated to the contributions of this thesis: 

 

Sub-section 4.3.1: describes the proposed heat source model. 

Sub-section 4.3.2: describes the proposed latent heat model. 

Sub-section 4.3.3: describes the proposed mesh coarsening technique. 

 

WAAM macro scale simulation is essentially a FEM transient thermo-mechanical 

analysis. It is a non-linear problem both for what concerns the thermal and the mechanical 

side. The non-linearity is due to the need of considering the temperature dependence of 

material properties and to the material plastic behavior. Despite the complexity of the 

problem, current commercial FE solver enable to carry out such calculations. This thesis uses 

the commercial FE solver LS-DYNA to implement the WAAM model. This software 

enables to perform fully coupled thermo-mechanical calculations. In this thesis the transient 

thermal simulations were carried out using a Crank-Nicholson time integration scheme, 

whereas the mechanical ones were carried out using a fully implicit method. Both 

thermal-only and coupled thermo-mechanical calculations were undertaken. Since in 

LS-DYNA the thermal and the mechanical solvers operate independently, in coupled 

simulations they must be forced to be synchronized. This was achieved by means of the 

*CONTROL_IMPLICIT_AUTO functionality [123]. Since both the thermal and the 

mechanical problems are non-linear, each iteration is carried out by means of an iterative 

solution based on the Newton-Raphson method. 

The workpiece is discretize using three dimensional hexahedral elements. The heat 

transfer problem is solved using elements with a single Gauss integration point. On the 

opposite, the mechanical solution fully integrated elements with 8 Gauss points. An example 

of a FE model of a WAAM workpiece is shown in Figure 4.4 (a). 
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(a)  

(b)  

Figure 4.4: WAAM simulation model highlighting active and inactive elements (b) pattern of the 

generic 𝜸 function used for element activation. 

 

As earlier mentioned, an important aspect of the WAAM simulation is modelling the 

material deposition. According to the state of the art this can be achieved using two different 

techniques [122]: the inactive element method and the quiet element method. In both 

techniques all the workpiece is initially discretized, including the deposed material. 

However, in the inactive element method, the elements representing the filler are not 

included in the analysis at the simulation start. To emulate the actual deposition process they 

are progressively introduced according to the torch travelling path. On the opposite, in quiet 

element method all the elements are present since the beginning of the simulation, but they 

are assigned quiet material properties (i.e. low thermal conductivity and Young’s modulus) 

to emulate their absence. Their material properties are then switched to their actual values 

according to the deposition process. Figure 4.4 (a) shows an example of quiet and active 

elements during the deposition of a wall. 

Michaleris [122] compared the two techniques, stating that the quiet element method 

improves the simulation convergence and returns accurate results, provided that the quiet 

value of the thermal conductivity is reduced of at least 1.0e-5 times its room temperature 

value. Hence this thesis uses a technique borrowed by welding simulation literature [124], 

based on quiet element strategy. In the thermal analysis, the technique is implemented acting 

on the material thermal conductivity: at the initial state, an extremely low value is assigned 

to the thermal conductivity of the elements representing the weld layers; such property is 
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then raised to its actual value when the elements temperature crosses a threshold value. This 

is effective since the low thermal conductivity of the quiet elements does not allow any heat 

transfer between the quiet and the active elements, making the contribution of the former 

ones negligible to the thermal behavior of the base material. Besides the quiet elements 

experience a significant temperature increase only when they are directly heated by the heat 

source, making the activation sequence consistent with the actual deposition process. 

The presented technique is implemented in the FE solver using the Eq. 9 to define 

material thermal conductivity: 

 

𝜆(𝑇(𝜏)) = 𝛾(𝑇𝑚𝑎𝑥)𝜆𝑎𝑐𝑡(𝑇(𝜏)) + (1 − 𝛾(𝑇𝑚𝑎𝑥))𝜆𝑞𝑢𝑖𝑒𝑡 Eq. 9 

 

Where 𝜆  is the thermal conductivity, function of the temperature T at the current 

simulation time 𝜏; 𝜆𝑎𝑐𝑡  and 𝜆𝑞𝑢𝑖𝑒𝑡  are the active and quiet values of the thermal conductivity; 

𝛾 is the activation variable, function of Tmax, i.e. the maximum temperature experienced by 

the element up to the current simulation time. The pattern of 𝛾(𝑇𝑚𝑎𝑥) is shown in Figure 

4.4 (b): the activation is performed in a temperature range to avoid convergence issues in the 

FE simulation. In this thesis the activation start and end temperature are set according to the 

solidus and liquidus temperatures respectively. It must be pointed out that the element 

temperature is evaluated at the elements integration points. Hence Eq. 9 is evaluated for 

every time step at every integration point of the deposed material elements. For this reason. 

the elements activation routine must be included in the material model. In this thesis this was 

achieved by means of an LS-DYNA user subroutine 

(*MAT_THERMAL_USER_DEFINED). This enabled the implementation of both the 

activation technique and the new latent heat model. 

For what concerns the mechanical analysis, the elements activation is simulated by 

means of the LS-DYNA standard material model dedicated to the welding simulation 

(*MAT_CWM [123]). This model uses the same activation technique presented for the 

thermal analysis. The main difference is that it acts on the Young’s modulus, the Poisson’s 

ratio and on the thermal expansion coefficients. In this thesis the quiet values of mechanical 

properties were set using the same threshold of the thermal ones, except for the Poisson’s 

ratio which is set to 0.35 when the material is in the quiet state. This value is selected since 

reducing the value of the Poisson’s ratio for the quiet material does not reduce the influence 

of the quiet elements on the active ones. Therefore, it is preferable to set its quiet value, close 

to the active one at high temperature, preventing the convergence issues due to sudden 

variation of this parameter [125]. For what concerns the activation temperatures, the same 

values used in the thermal calculation are used for the mechanics. 

An important aspect to be depicted is the material behavior. As earlier mentioned, in 

WAAM the workpiece experiences significant temperature variations during the 

manufacturing process. Therefore, the temperature dependence of both thermal and 

mechanical properties cannot be neglected. In this thesis, two materials were considered in 

WAAM simulation: the S235JR, a mild steel used as substrate material, and the ER70S-6, a 

standard filler metal dedicated to mild steel welding. Both materials are low carbon content 

mild steel. Therefore the temperature dependent properties of both S235JR and ER70S-6 are 

drawn from the technical literature as the properties of a mild steel [126]. Figure 4.5 shows 

both the heat capacity and the thermal conductivity curves.  
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Figure 4.5: Thermal properties used in the WAAM simulation 

 

The high value of the thermal conductivity at high temperature is due to an artificial 

raise. In welding simulation literature it is a common practice [127], since it allows to 

emulate the convective heat transfer occurring in the molten pool. Hence the actual 

conductivity of the liquid metal is set to about 5 times its room temperature value above the 

liquidus temperature. 

Since in WAAM the material undergoes both fusion and solidification, it is important 

to include the phase transition effect in the thermal model. The material properties that 

characterize such phenomenon are: the solidus temperature, the liquidus temperature and the 

latent heat of fusion. For both ER70S-6 and S235JR, these parameters were extracted from 

literature works [128,129]. Table 4.3 shows their values. 

 

Table 4.3: Solidus temperature, liquidus temperature and latent heat of fusion of the selected 

materials 

 
𝑇𝑠𝑜𝑙  [𝐾] 𝑇𝑙𝑖𝑞  [𝐾] ℎ𝑙𝑎𝑡 [𝐽/𝑘𝑔] 

S235JR 1603 1796 222.1e+05 

ER70S-6 1586 1783 221.9 e+05 

 

The mechanical behavior of both material is modelled as homogeneous, isotropic 

elastic-plastic. For what concerns the plastic behavior, the strain rate effect on the flow stress 

is neglected, according to a common practice in welding and AM simulation [130]. The work 

hardening effect is neglected as well, considering an elastic perfectly plastic material. This 

approximation is reasonable since in WAAM the plastic deformation occurs at high 

temperature where work hardening is usually negligible. It is worth to notice that several 

researchers propose more complex model of the material mechanical behavior. For example 

Chiumenti et al. introduced a viscous behavior at high temperature [112]. Denlinger [131] 

proposed a model that considers the stress relaxation effect to improve the accuracy of the 

residual stresses prediction. However, such models require the user to supply a larger number 

of input parameters. Besides a proper set up requires a fine-tuning of the material parameters. 

Thus, an accurate material model is meaningful to tailor the simulation for a specific 

material. The goal of this thesis is to propose improvements to the current simulation 
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technique independently on the processed material. Hence a simpler material model suitable 

to achieve the purpose. 

As for the thermal properties, the temperature dependent mechanical properties were 

extracted from literature [126,132]. Figure 4.6 shows the temperature dependent material 

properties. 

 

 

Figure 4.6: Mechanical properties used in the WAAM simulation. 

Recalling Table 4.2, a further important aspect of the WAAM macro-scale simulation 

is the heat source model. This will be discussed in detail in sub-section 4.3.1. However, a 

short premise is due to introduce the implementation of the different heat source models in 

the finite element code. As briefly introduced in section 4.2, the heat source is a heat 

generation or a boundary flux condition, prescribed to simulate the energy transfer from the 

arc to the workpiece. This is achieved by introducing time and position dependent boundary 

conditions. The time dependence is introduced since the thermal power is delivered in the 

current position of the welding torch. Therefore, the generic heat source will be a function 

defined in a local frame of reference, as shown in Eq. 10 

 

𝐻𝑠 = 𝐻𝑠(𝑥(𝑡), 𝑦(𝑡), 𝑧(𝑡)) Eq. 10 

 

Where 𝐻𝑠 is the generic heat source function and 𝑥, 𝑦, 𝑧 are the local axes, defined 

according to Eq. 11: 

 

{
𝑥
𝑦
𝑧
} = 𝑅(𝑡) {

𝑋 − 𝑋𝑂(𝑡)
𝑌 − 𝑌𝑂(𝑡)

𝑍 − 𝑍𝑂(𝑡)
} Eq. 11 

 

In this relation 𝑅(𝑡) is a time dependent rotation matrix; 𝑋, 𝑌 and 𝑍 are the global 

axes of the model, i.e. the fixed frame of reference where the mesh topology is defined; 

𝑋𝑂(𝑡), 𝑌𝑂(𝑡) and 𝑍𝑂(𝑡) are the time dependent global coordinates of the local system origin. 
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The local frame of reference is usually defined based on the deposition path, as shown in 

Figure 4.7. 

 

Figure 4.7: Local coordinate system used for the heat source definition. 

The local 𝑋 axis (𝑥) is oriented according to the feed direction. The local 𝑍 axis (𝑧) is 

oriented according to the arc aiming direction. The local 𝑌 axis (𝑦) is defined according to 

the right-hand rule. Based on this, the position of the origin (𝑂𝑖  and 𝑂𝑖+1 in Figure 4.7) is 

introduced by means of time dependent functions (𝑋𝑂(𝑡), 𝑌𝑂(𝑡), 𝑍𝑂(𝑡)) which are calculated 

in pre-process from the toolpath using a Matlab script. The same applies to the rotation terms 

of the rotation matrix. All the time dependent functions are introduced via the 

*DEFINE_FUNCTION_TABULATED feature of LS-DYNA [123]. Such functions are then 

called by the heat source function, implemented via the *LOAD_HEAT_GENERATION 

features, to perform the global to local coordinate transformation when evaluating the heat 

source at the current simulation time and integration point. This process is summarized in 

Figure 4.8. 

 

Figure 4.8: Scheme of the procedure used to evaluate the heat source function. 

This is a general overview of the modelling techniques used in this thesis. The 

following sub-sections will depict the specific research contributions to the state of the art of 

WAAM macro scale modelling. 
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4.3.1. Proposed heat source model 

The first introduction of the moving heat source is own to Rosenthal [133]. This work 

proposed an analytical solution to the heat conduction problem in a semi-infinite solid, in 

presence of a point shaped heat source moving at constant velocity along a straight path. 

Besides the geometrical limitation of the analytical approach, the main issue of this model is 

that the solution leads to infinite temperature value in correspondence of the heat source. 

Therefore, it is not accurate in the vicinity of the molten pool. To overcome this issue Pavelic 

[134] proposed a two dimensional model, i.e. a boundary heat flux distributed according to a 

Gaussian curve in moving frame of reference. This model is still used today when simulating 

welding operations of thin plates. The most widespread heat source model is the one 

proposed by Goldak et al. [135]. This is a three-dimensional model, i.e. the welding heat 

input is distributed over a volume to better reproduce the interaction of the arc and the 

molten pool. The heat input is delivered over a moving double ellipsoid region according to a 

Gaussian distribution. This pattern enables to correctly model the shape of the weld pool. 

However, this heat source model prescribes an upper bound to the maximum mesh size, 

requiring a minimum number of elements to discretize the weld bead [121]. To overcome 

this issue, Chiumenti et al. [112] proposed a three-dimensional heat source model using a 

constant power distribution. Despite the accurate results presented in this paper, this model 

requires investigations to be applied in practical WAAM simulations. Table 4.4 summarizes 

the state of the art of the heat source models. 

 

Table 4.4: Summary of the state of the art solution regarding the heat source models. 

Heat source 

State of the art 

Goldak et al.[135] 

Double ellipsoid heat source model: 

Increase in simulation accuracy 

Chiumenti et al. [112] 

Constant power heat source: 

Increased simulation efficiency 

 

Despite the wide applications of the Goldak model it has a significant drawback: it does 

not consider the correct heat distribution between filler and base material. This is responsible 

for inaccuracies in the estimation of the temperature field and consequently of the component 

final distortions. 

This thesis proposes a novel definition of the heat source tailored for GMAW based 

WAAM operations. The proposed model is a modified version of the Goldak one, providing 

a more realistic distribution of heat input between the filler and the base material. In the 

following paragraphs, the Goldak model is discussed highlighting its criticalities. Proposed 

simulation technique and heat source model are then presented. Finally, the measured 

distortion of a test case component, manufactured by means of WAAM process, are 

compared with FE results obtained with the proposed and the Goldak heat source models. 
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Double ellipsoid model 

The Goldak model prescribes a Gaussian distributed heat generation per unit volume 

defined in a moving frame of reference, shown in Figure 4.9: x axis is oriented in the feed 

direction, z axis in the arc aiming direction and y is defined according to the right-hand rule. 

 

 

Figure 4.9: Goldak double ellipsoid model 

 

Basically, two different power distribution functions are defined for positive and 

negative x semi axes, allowing to model asymmetries in heat distribution over the molten 

pool. Eq. 12 shows the power density distribution functions: 

 

�̇�𝑣 =
6√3�̇�

𝜋√𝜋𝑎𝑓,𝑟𝑏𝑐
exp [−3(

𝑥2

𝑎𝑓,𝑟
2 +

𝑦2

𝑏2
+
𝑧2

𝑐2
)] 

E

q. 12 

 

Coefficients 𝑎𝑓,𝑟, 𝑏 and 𝑐 are the semi axes of two ellipsoids centered in the origin of 

the moving frame of reference, as shown in Figure 4.9. The double subscript for the 

parameter 𝑎 means that different values are used depending on 𝑥 sign (𝑎𝑓  if positive and 𝑎𝑟  

if negative) leading to two different functions. The ellipsoid surface represents the space 

region where the power density falls to 5% of its peak value. Usually the value of ellipsoids 

semi axes is set according to molten pool dimension [136]. The terms 𝑓𝑓,𝑟 are the distribution 

factors, having different values for the frontward and backward ellipsoids, provided that the 

following condition is fulfilled [135]: 

𝑓𝑓 + 𝑓𝑟 = 2 
E

q. 13 

 

�̇� is the heat input per unit time and it is computed as the product of welding current, 

welding voltage and arc efficiency, as described by Eq. 14: 

 

�̇� = 𝜂𝑖𝑉𝑎 
E

q. 14 

 

Integrating the two power density functions in spatial coordinates returns the total 

energy input per unit time generated by the heat source. According to Goldak, this 

integration returns the following result [135]: 
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∫ ∫ ∫ �̇�𝑣(𝑥, 𝑦, 𝑧) = 2�̇�
+∞

−∞

+∞

−∞

+∞

−∞ 

 
E

q. 15 

 

According to this model, the actual power transmitted to the workpiece depends on 

the relative position between the heat source frame of reference and the base material. If such 

origin is positioned on the top surface of the base material, as shown in Figure 4.9, the heat 

input is transmitted both to the base and filler material. According to Eq. 15 transmitted 

power will be higher than the actual process heat input �̇� . This might lead to severe 

overshoots in molten pool temperature. On the contrary, positioning the origin on the top the 

filler material would be correct for what concerns the transmitted power, but most of the heat 

will be delivered to the filler metal, resulting in a poor weld penetration. This issue is usually 

overcome by modifying the ellipsoids semi axes values, resulting in a time-consuming model 

updating procedure that can lead to values without physical meaning. Therefore, adopting a 

heat source model that considers the actual power subdivision between filler and base metal 

would both improve modelling accuracy and speed up the model set up. 

Proposed model 

As earlier mentioned, the Goldak model does not allow to consider the actual power 

distribution between filler and base metal. Indeed, in GMAW, there are two ways in which 

arc power is transferred to the molten pool: direct transfer from electric arc to the base metal 

and filler metal melting energy transferred by means of droplets enthalpy. According to 

previous works [82], the power consumed in melting filler metal is about 50% of total arc 

power. Therefore, an accurate heat source model should take such power distribution into 

account. 

 

 

Figure 4.10: Proposed heat source model. 

 

The base concept is to adopt different power distributions for the filler and base 

material: part of the total power is delivered to the base material by a Goldak Gaussian 

distribution, while the remaining one is distributed over the filler material with a constant 

pattern. This allows to capture the steep temperature gradients in the molten pool, accurately 

described by Goldak heat source [121] and transmit the correct amount of heat to the filler 

material elements. Figure 4.10 shows the heat source positioning with respect to the 

substrate, while proposed power density function is presented in Eq. 16. 



74 Chapter 4 

 

 

 

{
 
 

 
 
�̇�𝑏 =

6√3�̇�𝑏𝑓𝑓,𝑟

𝜋√𝜋𝑎𝑓,𝑟𝑏𝑐
exp(−3(

𝑥2

𝑎𝑓,𝑟
2 +

𝑦2

𝑏2
+
𝑧2

𝑐2
))

�̇�𝑤 =
�̇�𝑤
𝑉𝑒𝑙

 
Eq. 16 

 

Subscripts 𝑓 and 𝑟 are assigned according to the Goldak model notation. �̇�𝑤 and �̇�𝑏 

are the total powers delivered respectively to the filler and the base metal. As earlier 

mentioned, the amount of total power consumed in melting filler material is roughly 50%. 

Hence, as first approximation �̇�𝑤 and �̇�𝑏 can be set as shown in Eq. 17: 

 

�̇�𝑤 = �̇�𝑏 =
𝜂𝑖𝑉𝑎
2

 Eq. 17 

 

As earlier mentioned, the power transmitted to the substrate is included according to the 

Goldak double ellipsoid model, while for the filler metal a specific model was developed. 

Basically, an internal heat generation is applied to the filler FE elements whose centroid lies 

inside a brick shaped control volume, moving according to deposition path, as shown Figure 

4.10. The power density value is defined as the ratio between the wire melting power and the 

volume of the elements currently heated by the power source. Such volume depends on the 

heat source size along feed direction, 𝑙 defined in Figure 4.10. The value of such parameter 

must be defined to transmit the correct amount of energy to filler FE elements. As first 

approximation the weld bead can be modelled with a rectangular cross section, using 

hexahedral elements with a drag pattern along the feed direction as shown in Figure 4.11. 

 

 

Figure 4.11: Filler mesh interaction with proposed heat source model. 

 

Let 𝑑𝑒𝑙  be the size of filler FE elements along the feed direction. In proposed model 

the control volume cross section has the same dimensions of the weld bead, i.e 𝑤𝑙  and ℎ𝑙, as 
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outlined in Figure 4.10. The heat transmitted to the filler material per unit volume can be 

computed as the ratio between filler power and material flow rate: 

 

𝑞𝑤 =
�̇�𝑤

�̇�
=

�̇�

𝑣𝑓𝑤𝑙ℎ𝑙
 

Eq. 18 

 

Where 𝑣𝑓  represents the feed speed of the welding head. This value should be equal to 

the energy per unit volume actually transmitted to the workpiece in the FE model. If power 

density function is kept constant throughout the element volume 𝑉𝑒𝑙 , the energy per unit 

volume transmitted to filler in the FE model can be computed according to Eq. 19 

 

𝑞𝑤 =
�̇�𝑤
𝑉𝑒𝑙

𝜏 =
�̇�𝑤

𝑤𝑙ℎ𝑙𝑑𝑒𝑙

𝑙

𝑣𝑓
 

Eq. 19 

 

Where 𝜏 is the time interval in which the centroids of the FE elements corresponding 

to a single segment, lies inside the control volume. Since the expressions of 𝑞𝑤 given by Eq. 

18 and Eq. 19 must be equivalent, the heat source length can be finally identified: 

 

𝑙 = 𝑑𝑒𝑙 
Eq. 20 

 

Therefore, heat source dimension in feed direction must be equal to the correspondent 

size of filler FE elements, in order to transmit them the correct amount of energy. In 

summary, proposed heat source model allows to transmit the correct amount of thermal 

power to the FE model, considering the actual subdivision of the energy between filler and 

base material. 

Model validation: test case definition 

The accuracy of proposed model was verified analyzing the correlation of simulated 

and actual distortions, in a bead on plate test case. Manufacturing of both samples was 

carried out by WAAM technique using the prototype machine presented in section 3.2. 

Figure 4.12 shows test case dimensions. The distortions in Z direction (shown in Figure 4.12) 

were measured by means of a Coordinate-Measurement-Machine (CMM), and experimental 

results were then compared with FE model results. To compare proposed modelling strategy 

with the traditional Goldak heat source model the test case was FE modelled using both 

techniques. 
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Figure 4.12: Test cases dimensions and actual bead on plate. 

Model validation: experiments 

The base plate material was S235JR structural steel while the bead was deposed using 

an ER70S-6 metal wire with 0.8 mm diameter. The deposition was carried out using a 

Millermatic 300 direct current GMAW welding unit, using the following process parameters: 

travelling speed 300 mm/min, wire feed speed 4.6 m/min, open circuit voltage 19 V, average 

welding current 81 A, average welding voltage 18.1 V. Welding current and voltage were 

measured during the manufacturing process to accurately quantify the average thermal power 

value to be used in the heat source model. (1480 W). The test case was constrained with an 

isostatic scheme during the deposition process. This fixture scheme was realized supporting 

the base plate on three rest points. This strategy was preferred to avoid modeling the 

boundary conditions and the unclamping simulation that could affect the validation analysis. 

The top surface of the base plate, corresponding to 𝑧 = 0 (Figure 4.12), was scanned 

with a Mitutoyo Euro Apex C776 CMM. The specimen was scanned before and after the 

WAAM operation, in order to evaluate the Z component of the displacement field, with 

respect to the frame of reference shown in Figure 4.12. This process allowed to evaluate the 

correlation between experiments and model results, excluding the influence of top surface 

unevenness. 

Model validation: FE model 

The FE model of the test case described in previous section was created using the 

developed techniques. Analyses were carried out using LS-Dyna commercial finite element 

code. The overall geometry, including both filler and base metal, was discretized using 

35740, 8-nodes brick elements. The FE model of the test case is presented in Figure 4.13. 

Manufacturing process simulation was carried out using a coupled transient 

thermo-mechanical solution routine. Such simulation was carried out using a 

Crank-Nicholson integration scheme for the heat transfer solution and a fully implicit one for 

the mechanics. 
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Figure 4.13: FE model of the test case. 

The heat source was modelled according to the proposed technique. Heat source 

parameters used in test case manufacturing simulation are summarized in Table 4.5. 

 

Table 4.5: Heat source parameters. 

af [mm] ar [mm] b [mm] c [mm] ff [mm] fr [mm] l [mm] 

1.4 3.5 3.0 3.0 0.6 1.4 1.4 

 

The ellipsoid parameters were set according to molten pool dimension, as shown in 

Figure 4.14, while the length of the filler metal heat source was set consistently with 

proposed procedure. 

 

 

Figure 4.14: Procedure used to estimate the heat source parameters. 
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Both the thermal and mechanical behavior of the material was modelled using the 

temperature dependent material properties presented in the beginning of the section. In the 

same way, the element activation technique was modelled according to the presented quiet 

element method technique. 

Free convection boundary conditions were set up on the base plate top and bottom 

surfaces. Convection coefficients values, set according to literature correlations [126], were: 

8.5 [W/m2K] for the base plate top surface and 4.0 [W/m2K] for the bottom surface. A 

boundary condition of general radiation to environment was included, setting material 

emissivity to 0.2. Environment and material initial temperatures were set to 298.16 [K]. 

Mechanical boundary conditions were included in the model by means of single point 

constrains. 

Model validation: Results and discussion 

 

Figure 4.15: Midline displacements for the bead on plate. 

FEM and experimental midline displacements were compared. As shown in Figure 

4.12 for the wall and bead on plate test cases the mean line is defined as the weld bead axis 

in correspondence of the base plate, hence at z coordinate 0 value. Figure 4.15 shows the 

results of such comparison. It is clear that the Goldak model leads to a remarkable overshoot 

in midline displacement. On the other hand, proposed model allows to achieve a good 

correlation between simulated and measured displacement field. This result could be 

explained comparing temperature distributions of the two modelling strategies, shown in 

Figure 4.16. It is highlighted that the Goldak model (Figure 4.16 (a)) leads to a higher 

temperature peak in the molten region (orange and red colors) than proposed modelling 

strategy (Figure 4.16 (b)). This is expected since both simulation were performed setting the 

same power input and locating the origin of the moving frame of reference in 

correspondence of the top surface of the base metal. In this condition, the proposed model 

transmits the correct amount of thermal power to the workpiece, whereas the Goldak model 

transmits twice the effective welding power. 
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a)  b)  

Figure 4.16: Bead on plate models temperature field [K] a) Goldak b) Proposed model. 

To confirm this conclusion, the manufacturing test was repeated by measuring the 

workpiece temperature during the process. To achieve this, two k-type thermocouples were 

attached to the substrate. The thermocouples positions are presented in Figure 4.17. 

 

 

Figure 4.17: Thermocouples positions in the temperature measurement test. 

The thermocouples signals were acquired using a National Instruments 9213 data 

logging system. The data were at a sampling frequency of 10 Hz. The measured temperature 

data were compared to the time histories of the FE model nodes located in correspondence of 

the thermocouples positions. The result of this comparison is presented in Figure 4.18. 

 

 

Figure 4.18: Comparison of the thermocouple data with the simulations performed using both 

the proposed and the Goldak heat source model. 
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It is highlighted that the proposed model returns an accurate prediction of the 

workpiece temperature, whereas the Goldak model results in a significant overestimation. 

This confirms the conclusion drawn by the results presented in Figure 4.16. 

The main relevance of the achieved result is that no tuning operation was performed 

to set the heat source parameters returning an accurate result for the proposed model. On the 

opposite, achieving the same accuracy with the Goldak model would require time consuming 

model updating operations. Besides, it should be considered that material data have been 

derived from literature, hence actual material behavior could be different from the model 

one. Furthermore, no tuning operation was carried out for what concerns convection 

coefficients and heat source parameters, as it is usually performed in works dealing with 

WAAM simulation. Hence the proposed model returns a reliable prediction general pattern 

of the workpiece displacement field with a good punctual accuracy, that could be improved 

with a better representation of actual material behavior and boundary conditions. 
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4.3.2.  Proposed latent heat modelling technique 

WAAM models are solved by means of transient FEM simulations. Therefore, one of 

the most effective approaches to reduce the calculation time is to increase the simulation 

time step. However, this is not a straightforward task, since it could result in a significant 

reduction of the simulation accuracy. The strictest constraints to the simulation step are 

prescribed by: 

• The heat source dimension 

• The latent heat of fusion 

The heat source dimension constraints the maximum achievable time step since it 

must not be larger than the time required to the welding torch to travel along a distance equal 

to the heat source x semi-axes [84]. Not meeting this constraint could result in a 

non-continuous heating by the heat source. 

The latent heat of fusion prescribes a further constraint to the time step. Indeed, the 

latent heat of fusion is usually spread among the solidus and liquidus temperatures of the 

material. The most common approach to introduce it in the WAAM simulation is by the 

temperature dependent heat capacity [137]. This constant is artificially raised in the phase 

transition range to simulate the latent heat effect, i.e. an increased thermal inertia. However, 

this could result in severe convergence issue, forcing to reduce the time step. 

An effective approach to increase the simulation time step was proposed by 

Ding et al. [110,138]. In these works, the authors proposed to solve the transient problem as 

a succession of steady state solutions, resulting in a significant reduction of the calculation 

time. Shanghvi and Michaleris [139] proved that this approximation can lead to accurate 

results when simulating multi-pass welding operations of large components. However, 

despite its efficiency, this approach is limited to large components. 

This thesis proposes to increase the simulation time step by introducing an innovative 

way of modelling the latent heat of fusion. Rather than including its effect in the heat 

capacity curve, the proposed model introduces a heat generation function proportional to the 

time derivative of the liquid phase fraction. This results in an enhanced convergence of the 

simulation, even using large time steps. 

Table 4.6 summarizes the state of the art of the time step increasing techniques. 

 

Table 4.6: State of the art techniques to increase the simulation time step 

Increasing of simulation time step 

State of the art 

Ding et al. [110,138] 

Simulation approach for large parts: 

Step-wise steady state solution for 

large components 

Traditional latent heat modelling 

In this technique, the heat capacity is modified to accommodate the increased thermal 

inertia of the material in the phase transition range. The enthalpy variation of a material that 

experience a phase transition can be expressed by Eq. 21: 
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Δℎ|𝑇0
𝑇1  = ∫ 𝐶𝑝(𝑇)𝑑𝑇

𝑇𝑠𝑜𝑙

𝑇0

+ ℎ𝑙𝑎𝑡 +∫ 𝐶𝑝(𝑇)𝑑𝑇
𝑇1

𝑇𝑙𝑖𝑞

 Eq. 21 

 

Where ℎ represents the material enthalpy per unit mass; 𝑇0 is the initial temperature, 

below the solidus one; 𝑇1 is the final temperature above the liquidus one; 𝑇𝑠𝑜𝑙  and 𝑇𝑙𝑖𝑞  are 

respectively the solidus and liquidus temperatures; ℎ𝑙𝑎𝑡  is the latent heat of fusion. 

The latent heat effect can be included by modifying the heat capacity curve in the 

phase transition range according to Eq. 22: 

 

𝐶𝑝
𝑒𝑞
(𝑇) = {

𝐶𝑝(𝑇)         𝑇𝑙𝑖𝑞 < 𝑇 < 𝑇𝑠𝑜𝑙

𝐶𝑝
𝑓𝑖𝑐
(𝑇)     𝑇 ∈ [𝑇𝑠𝑜𝑙 , 𝑇𝑙𝑖𝑞]

 Eq. 22 

 

Where 𝐶𝑝
𝑒𝑞
(𝑇) is the new heat capacity curve and 𝐶𝑝

𝑓𝑖𝑐
(𝑇) is a function defined to 

satisfy Eq. 23: 

 

{
 
 

 
 𝐶𝑝

𝑓𝑖𝑐(𝑇𝑠𝑜𝑙) = 𝐶𝑝(𝑇𝑠𝑜𝑙)

𝐶𝑝
𝑓𝑖𝑐
(𝑇𝑙𝑖𝑞) = 𝐶𝑝(𝑇𝑙𝑖𝑞)

∫ 𝐶𝑝
𝑓𝑖𝑐(𝑇)𝑑𝑇 = ℎ𝑙𝑎𝑡

𝑇𝑙𝑖𝑞

𝑇𝑠𝑜𝑙

 Eq. 23 

 

The first and the second relations are introduced to have a continuous 𝐶𝑝
𝑒𝑞

 function. 

The third one represents the equivalence of the latent heat. This equation can be solved, 

prescribing a fitting function for 𝐶𝑝
𝑓𝑖𝑐(𝑇), and calculating the function coefficients. Figure 

4.19 shows an example of the 𝐶𝑝
𝑒𝑞(𝑇) function calculated for the ER70S-6 steel by defining 

𝐶𝑝
𝑓𝑖𝑐(𝑇) as a second-degree polynomial fitting function. 

 

 

Figure 4.19: Example of a modified heat capacity curve, including the latent heat effect. 
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Due to the large value of the assumed by the latent heat of fusion, the equivalent heat 

capacity curve has a steep gradient in the phase transition range. This can lead to 

convergence issues since this term is included in the tangent matrix [140]. The most effective 

way of improving the convergence behavior is to reduce the time step. This decreases the 

temperature variations in the simulation step, improving the convergence behavior. However, 

due to the steep temperature increase occurring in the WAAM process, an excessively small 

time-step could be required to significantly reduce the temperature variation in a single 

simulation step. This would result in significant computational inefficiencies. This issue is 

exemplified by Figure 4.20, which shows the temperature increase of FE node during a 

WAAM simulation. It is highlighted that the approach of the heat source leads to an 

extremely steep increase of the temperature, requiring an excessively small time step have a 

significant effect on convergence behavior. 

 

 

Figure 4.20: Temperature rise due to the heat source passage drawn from a WAAM simulation. 

The solution usually pursued is to artificially increase the phase transition range. This 

reduces the peak value of the equivalent latent heat curve, resulting in a smoother pattern. 

However, this approach modifies the actual material behavior, resulting in a reduced thermal 

inertia in the phase transition range. 

The proposed technique overcomes the current limitations by introducing the latent 

heat as a heat generation. This approach allows to increase the time step without convergence 

issues. The effectiveness of the proposed model is shown by a set of numerical tests. 

Moreover, this sub-section presents a numerical-experimental comparison which highlights 

the importance of including a latent heat model in WAAM simulation. 

Proposed latent heat model 

The proposed approach is to include the latent heat as a heat generation function 

rather that as an increased heat capacity. Indeed Eq. 21 can be fulfilled by means of a source 

term that satisfies Eq. 24: 
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{
 
 

 
 Δℎ|𝑇0

𝑇1  = ∫ 𝐶𝑝(𝑇)𝑑𝑇
𝑇𝑠𝑜𝑙
𝑇0

+ ∫ �̇�𝑙𝑎𝑡(𝑇(𝑡))𝑑𝑇
𝑇𝑙𝑖𝑞
𝑇𝑠𝑜𝑙

+ ∫ 𝐶𝑝(𝑇)𝑑𝑇
𝑇1
𝑇𝑙𝑖𝑞

∫ �̇�𝑙𝑎𝑡(𝑇(𝑡))𝑑𝑇
𝑇𝑙𝑖𝑞
𝑇𝑠𝑜𝑙

= ℎ𝑙𝑎𝑡

�̇�𝑙𝑎𝑡(𝑇(𝑡)) = 0      𝑇𝑙𝑖𝑞 < 𝑇 < 𝑇𝑠𝑜𝑙

 Eq. 24 

 

Where �̇�𝑙𝑎𝑡  is the equivalent source term, namely generated heat per unit time and per 

unit volume. Eq. 24 prescribes the constraints to define the heat source: it must not generate 

any heat outside the phase transition range and it must generate an amount of heat equal to 

the latent heat in the phase transition range. These conditions can be fulfilled by the heat 

source defined according to Eq. 25 

 

�̇�𝑙𝑎𝑡 = −
𝑑𝑥𝑙

𝑑𝑡
(

𝜌ℎ𝑙𝑎𝑡

𝑇𝑙𝑖𝑞−𝑇𝑠𝑜𝑙
) Eq. 25 

 

Where the xl represents the liquid phase fraction per unit mass that can be computed 

as a function of temperature according to Eq. 26: 

 

𝑥𝑙 = {

𝑥𝑙 = 0            𝑇 < 𝑇𝑠

𝑥𝑙 =
𝑇−𝑇𝑠

𝑇𝑙−𝑇𝑠
     𝑇𝑠 ≤ 𝑇 ≤ 𝑇𝑙

𝑥𝑙 = 1           𝑇 > 𝑇𝑙

 Eq. 26 

 

Figure 4.21 shows an example of the general pattern of the liquid phase fraction 

function. 

 

 

Figure 4.21: General pattern of the liquid phase fraction function. 

 

It must be pointed out that when the time derivative of the liquid phase fraction is 

positive (i.e., in material melting) the generated heat will be negative (i.e., it will be 

subtracted by material internal energy). On the opposite, during the solidification the time 
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derivative of the liquid phase fraction is negative, making the generated heat positive (i.e., 

added to material internal energy). This results in the same effect of increasing the material 

heat capacity in the phase transition range. 

The proposed model can be implemented in any FE solver by calculating the time 

derivative of the liquid phase fraction by the backward finite difference technique: 

 

�̇�𝑙𝑎𝑡 = −
𝑑𝑥𝑙

𝑑𝑡
(

𝜌ℎ𝑙𝑎𝑡

𝑇𝑙𝑖𝑞−𝑇𝑠𝑜𝑙
) ≅ −

𝑥𝑙
𝑖+1−𝑥𝑙

𝑖 

Δ𝑡
(

𝜌ℎ𝑙𝑎𝑡

𝑇𝑙𝑖𝑞−𝑇𝑠𝑜𝑙
) Eq. 27 

 

Where 𝑥𝑙
𝑖+1 is the liquid phase fraction evaluated at the current temperature; 𝑥𝑙

𝑖 is the 

liquid phase fraction evaluated with the temperature at the previous time step; Δ𝑡  is the 

current time step. This strategy results in a generated heat equal to the latent heat of fusion 

independently on the temperature increase in the current time step. This allows to increase 

the simulation time step without resulting in an inaccurate description of the material 

behavior in the phase transition range. 

The proposed model was implemented in the LS-DYNA solver by means of the 

*MAT_THERMAL_USER_DEFINED feature [123], including it in both base and filler 

materials definition. 

Verification of the proposed latent heat model 

The effectiveness of the proposed latent heat model is verified by means of a thermal 

simulation carried out on a single bead. The model presented in Figure 4.22 was used for this 

test. 

 

Figure 4.22: The FE model used to test the heat source effectiveness 

It is a single ER70S-6 bead deposed on a S235JR substrate. The material properties 

depicted in the beginning of the section were used in this model exception made for the 

solidus and liquidus temperature, which were set respectively to 1673 K and 1723 K. This 

narrowed the phase transition range to 50 K, increasing the harshness of the test for the 

proposed model. The heat source parameters and the travelling speed set as the ones 

presented in subsection 4.3.1. 

The effectiveness of the proposed model was tested using the adaptive time stepping 

scheme provided by LS-DYNA [123]. In this algorithm, the user sets the maximum 

temperature variation allowed in a simulation step (Δ𝑇𝑎𝑙𝑙𝑜𝑤𝑒𝑑). The FE solver automatically 

adjusts the time step to meet this condition. Several simulations were carried out increasing 

the value of Δ𝑇𝑎𝑙𝑙𝑜𝑤𝑒𝑑  resulting in an increase of the time step. This strategy allows to test 
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the model at different temperature increase in a single time step, assessing its accuracy. A 

reference simulation was carried out using a fixed time step equal to 1.0e-4 s, a value far 

lower than the ones achievable by the variable time stepping. Figure 4.23 shows the results 

of the reference simulation in terms of contour plot. 

 

Figure 4.23: Result of the FE simulation in terms of contour plot at two different steps. 

The parameter used to show the accuracy of the proposed model is the error on the 

peak temperature of the control node (Figure 4.22) evaluated with respect to the reference 

simulation. The efficiency of the model is evaluated by comparing the elapsed simulation 

time at increasing Δ𝑇𝑎𝑙𝑙𝑜𝑤𝑒𝑑 . Figure 4.24 shows the results of accuracy and efficiency 

comparisons. 

 

(a) (b)  

Figure 4.24: Comparison of the model performances at different time steps in terms of: elapsed 

simulation time (a); error on the control node peak temperature with respect to the reference 

simulation. 

As shown in Figure 4.24 (a), five simulations were carried out using Δ𝑇𝑎𝑙𝑙𝑜𝑤𝑒𝑑 values 

ranging from 12.5 K, i.e. half of the phase transition range (50 K), to 200 K, i.e. four times 

the phase transition range. Figure 4.24 (a) highlights a significant effect of this parameter on 

the simulation time, suggesting that its increase is fundamental for the simulation efficiency. 

Moreover, Figure 4.24 (b) shows that an even for the maximum value of Δ𝑇𝑎𝑙𝑙𝑜𝑤𝑒𝑑 , the 

simulation error is below 2%, an acceptable value for such a decrease of the simulation time. 

The results of this comparison shows that the proposed latent heat model meets the 

stated requirements: it returns accurate results even with high value of the simulation step 

and it does not cause any convergence issues. 
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Numerical-experimental comparison 

The aim of this paragraph is to show the importance of the latent heat contribution to 

the accuracy of WAAM simulation. To achieve this purpose, the manufacturing of the 

test-case presented in sub-section 4.3.1 was simulated using the proposed latent heat model 

and without including any latent heat. The simulations were carried out using the parameters 

presented in the previous sub-section. The results of the simulation were compared to the 

thermocouples data presented in Figure 4.18. The results of this comparison are presented in 

Figure 4.25. 

 

 

Figure 4.25: Comparison of thermocouples data with FE simulations with and without latent heat 

model. 

It is highlighted that neglecting the latent heat contribution leads to a general 

overestimation of the workpiece temperature throughout the whole operation. In particular, 

the model without latent heat predicts the peak temperature of point 1, the one located closer 

to the weld bead, with an error of 4.9% versus a 1.5% achieved by the proposed model. This 

is compliant with a reduction of the material thermal inertia due to the neglection of the 

latent heat contribution. Moreover, the model without latent heat predicts a faster heating 

than the experimental data, whereas the proposed latent heat model is in line with the 

thermocouple measurements. As for the temperature overestimation, this difference is 

compliant with an underestimation of the thermal inertia in the phase transition range 

introduced by the neglection of the latent heat. 

In light of these data it is possible to state that neglecting the latent heat reduces the 

accuracy of WAAM simulation for what concerns the temperature field. Moreover, this is 

expected to affect the mechanical simulation as well, since both the distortions and the 

residual stresses are determined by thermal history of the workpiece material. Finally, it is 

important to point out that the materials considered in this comparison exhibit a quite broad 

phase transition range (more than 100K) as shown in Table 4.3. Therefore, the latent heat is 

reasonably expected to have a greater effect on materials with a narrower phase transition 

range. 
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4.3.3. Substrate mesh coarsening technique 

The previous section focused on reducing the calculation time by increasing the 

simulation time step. However, this goal can be achieved by a different approach: to reduce 

the number of model DOFs (Degrees Of Freedom), namely to reduce the number of elements 

used for the workpiece discretization. 

In an AM simulation, the number of elements (i.e., the number of DOFs), is 

constrained by the maximum mesh size required by the molten pool. Since metal deposition 

involves a local heating of the workpiece, to achieve an accurate description of the 

temperature field, a minimum number of elements per molten pool radius must be used. This 

aspect was already shown in the simulation of similar processes, such as welding [121] and 

laser forming [141]. Such requirement leads to a constraint for the elements size of both filler 

material and substrate. In particular, all the FE elements representing the deposited material 

should meet the maximum size criterion, because during the simulation they will experience 

a melting transformation. Nevertheless, one should consider that this requirement needs to be 

met locally, where the molten pool induces relevant temperature gradients. It is worth noting 

that, as the simulation progresses, the deposition head and consequently the molten pool 

move along the workpiece. This leads to filler regions represented by a number of elements, 

originally defined in accordance with the maximum size criterion, that would result 

excessive, considering the reduction of temperature gradients over those areas. In addition, 

the substrate elements size shall be defined in accordance to the one of the filler (to ensure 

mesh connectivity) even though most of the substrate does not experience any phase change. 

Considering these aspects, the techniques to reduce the model DOFs pursue two main 

strategies: i) reducing the number of elements of the filler metal far from the molten pool and 

ii) reducing the number of elements of the substrate. 

In the first group, an adaptive re-meshing of the deposited material elements is 

performed. Denlinger et al. [142] presented a re-meshing technique in which a mesh 

coarsening is performed after the deposition of every layer, extracting solution variables on 

the coarsened grid by means of an interpolation algorithm. Michaleris [143] proposed to 

apply the H-adaptivity technique, i.e. to use a coarse mesh that is selectively refined in the 

vicinity of the heat source. Both these approaches produced accurate results and produced a 

significant reduction of the simulation time. 

The most common technique to reduce the elements of the substrate is mesh-biasing 

[144]. In this technique, the mesh size of the substrate is increased proportionally to the 

distance from the filler elements. This technique is adopted in most FEM based AM 

simulations. Nevertheless it has a significant drawback: an excessive increase in mesh size 

could affect elements geometry, leading to the generation of elements with excessive aspect 

ratios [145]. This can lead to severe issues in the mechanical analysis, introducing errors in 

estimating the base material bending [118]. Reducing the number of elements required to 

discretize the substrate is an important task mainly considering the hybrid process, where 

WAAM operations can be used to add features on existing components. Therefore, the 

development of techniques that allow to increase the substrate mesh size without significant 

inaccuracies is an important aspect for WAAM simulation. 

The state of the art techniques used to reduce the FE model DOFs are listed in Table 

4.7. 
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Table 4.7: State of the art techniques to reduce the model DOFs. 

Decreasing of required DOFs 

State of the art: Increase of the filler mesh size 

Michaleris [143] 

Application of H-adaptivity to welding: 

Selective mesh refinement in 

correspondence of the heat source. 

Denrlinger and Michaleris [142] 

Selective mesh coarsening: 

Adaptive coarsening of the layers after 

their deposition 

State of the art: Increase of the substrate mesh size 

e.g.: [142], [144], [146] 

Mesh biasing: 

Continuous mesh coarsening in regions 

far from the deposed material. 

 

This thesis presents a new method to reduce the number of elements required for the 

substrate discretization. Unlike the traditional mesh biasing technique, the proposed 

approach increases the elements size without affecting their quality. This is achieved by 

splitting the substrate geometry in multiple sections that are individually discretized with 

different mesh size. The model of the complete substrate is then created by connecting the 

different sections with a double-sided contact algorithm. 

First, this subsection discusses the details of the proposed technique. Then a 

numerical validation is presented: a simple bead on plate simulation is carried out using the 

proposed mesh coarsening technique and the traditional mesh biasing. The results in terms of 

temperature distribution are then compared with a reference model. Finally, the proposed 

technique is applied to an experimental case study, comparing the actual and simulated 

distortions. This verification proves the accuracy of the proposed technique, in terms of 

distortions prediction. 

Proposed technique: overview 

The residual stresses and distortions of AM parts are related to the non-uniform 

temperature distribution in the workpiece. For this reason, thermo-mechanical coupled FE 

models are used to model such effects in AM operations. 

Since the outcome of the heat transfer analysis (transient temperature distribution of 

the workpiece) is used as input load for the mechanical analysis, correctly capturing the 

temperature gradients in this phase is mandatory to ensure an accurate prediction of the 

workpiece mechanical response. Hence, the FE mesh pattern and size must be consistent 

with the temperature gradients experienced by the workpiece, conflicting with the need of 

reducing the number of elements. 

The proposed method reduces the number of FE elements used to discretize the 

workpiece, without introducing significant errors in estimating the temperature field. The 

base concept is to replace the mesh biasing technique with a mesh zoning approach, which 

consists in defining different zones of the workpiece substrate to be separately discretized 

and then connected in order to achieve a continuous body behavior. Hence, the workpiece is 

discretized with a discontinuous mesh, achieving a significant reduction of the elements 
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number without compromising their aspect ratios and consequently the results. The key 

points of proposed technique are: 

 

1. Mesh zones joining. 

2. Mesh zones definition. 

Proposed technique: mesh zones joining 

Varying the mesh size throughout the substrate geometry is a common practice to 

reduce the number of elements used for the discretization. This is usually performed with the 

mesh biasing technique, i.e., the element dimension is progressively increased in a specific 

direction to reduce the number of elements. This leads to a non-uniform mesh size, 

increasing with the distance from the filler material. An example of a biased mesh is shown 

in Figure 4.26 (b). 

 

Figure 4.26: Comparison of the proposed coarsening technique (a) and mesh biasing (b). 

Despite the straightforward implementation of such technique in commercial FE 

pre-processors, it has a significant drawback: as the distance from the substrate increases, the 

element geometry experiences significant distortions, leading to high aspect ratio values, as 

exemplified in Figure 4.26 (b). It is worth highlighting that this issue gets particularly 

relevant in hexahedral elements, while tetrahedrons better suite a biased mesh pattern 

without relevantly affecting the elements aspect ratio. On the other hand, hexahedrons are the 

most common type of elements used in both AM and welding simulation since they allow to 

achieve a high accuracy in the mechanical analysis with first order shape functions, unlike 

tetrahedrons. For this reason, the proposed mesh coarsening technique will be discussed 

referring to hexahedral elements, but the application to tetrahedral elements is feasible and 

straightforward. 

The proposed mesh zoning technique is based on a non-conformable interfaces 

approach. Indeed, the criticalities of the mesh biasing technique arise because the workpiece 

is discretized as a single body. This means that two adjacent zones with different mesh size, 

are forced to share the interface nodes to provide structural continuity. The solution proposed 

to overcome such issue is based on discretizing the different zones separately. This avoids 

the conformable interface constraint, allowing the different zones to have different element 

size in both x, y and z directions, as exemplified in Figure 4.26 (a). This gives the chance to 

fully exploit the mesh size identification algorithm, since the mesh size can be arbitrarily 

increased, without affecting the elements aspect ratios. This technique relies on joining the 

different zones in correspondence of non-conformable interfaces, to achieve the structural 
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continuity, for both heat transfer and mechanical solutions. With the current FE solvers 

capabilities this can be achieved by means of double sided contact algorithms. These 

algorithms are implemented in most commercial FE solvers and are currently used for 

research purposes in several fields [130,147,148]. For the mechanical solution these contact 

algorithms prescribe a set of multi-point-constraints blocking the relative motion of the 

interface in both normal and tangential directions. For the heat transfer solution, such 

algorithms enforce the contacting surfaces to have the same temperature and heat flux in 

normal direction. The mechanical and thermal constraints allow to simulate the behavior of a 

continuous body without requiring mesh conformity between the adjacent zones. Hence the 

double-sided contact algorithm represents an effective tool to implement the mesh size 

distribution identified by the proposed algorithm, without resulting in a relevant increase of 

the elements aspect ratios over the zones further from the welding bead. 

Proposed technique: strategy for mesh zones definition 

Having highlighted the double sided contact algorithm as a key tool to balance model 

DOFs reduction and elements quality, identifying a suitable strategy to define the different 

mesh zones is mandatory. Indeed, the proposed mesh zoning involves an increase of mesh 

size, potentially affecting the solution accuracy. For this reason, a systematic tool to define 

the mesh zones pattern is proposed. 

The FE models used for AM simulation can be divided in two main regions, featuring 

different requirements in terms of mesh size: the deposited material and the base material, 

that is the focus of this activity. Different phenomena occur in such areas, requiring the 

adoption of different mesh sizing criteria. For what concerns the deposited material, the mesh 

size requirement is imposed by the dimension of the molten pool, i.e., to the heat source 

dimensions ([121],[145]). On the opposite, the base material does not undergo the heat 

generation, exception made for the region underneath the first layer. Therefore, a different 

discretization requirement shall be identified for the substrate, to balance simulation 

accuracy and time efficiency. 

The proposed technique allows to identify the mesh size required to effectively cope 

with the thermal gradients in the substrate and to implement such discretization minimizing 

FE elements distortion. The underpinning concept is that when using the FE method to solve 

a heat transfer problem the exact value of the solution can be computed only at nodal points. 

In the remaining part of the domain, the solution variables are interpolated by means of FE 

elements shape functions [140]. Hence, the FE mesh should be defined consistently with the 

expected temperature field to minimize the interpolation error. 

In practice, the proposed method starts with the estimation of the temperature 

distribution pattern by means of an approximated analytical solution of the heat transfer 

problem in welding. Then, such solution is fitted with a piecewise polynomial function. This 

interpolation process is similar to a FE solution, in which exact temperature values could be 

computed only in correspondence of mesh nodes. This allows to identify the largest mesh 

size, ensuring reduced error values. 

The key aspects of the proposed method are: 

 

• Analytical solution to estimate temperature distribution; 

• Zones subdivision strategy; 

• Zones mesh size definition; 
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Proposed technique: analytical model used for the mesh zones definition 

The proposed technique uses the aforementioned Rosenthal analytical solution to 

estimate the temperature field of the component substrate [133]. This simplified model 

allows to compute the workpiece temperature field based on the following assumptions: 

 

• Punctual heat source, rather than a distributed one. 

• Semi-infinite solid. 

• The temperature dependence of material properties is neglected. 

• The transformation heat effect is neglected 

• Straight welding trajectory. 

• Quasi steady state solution. 

 

The quasi steady state condition means that the workpiece has an infinite heat 

capacity, since it is assumed to be a semi-infinite solid. This allows treating the heat 

diffusion problem as steady state in a coordinate system moving according to the welding 

path, as defined in Eq. 28 and shown in Figure 4.27: 

 

{

𝑥1 = 𝑥 − 𝑣𝑓𝑡

𝑦1 = 𝑦

𝑧1 = 𝑦

 Eq. 28 

 

 

Figure 4.27: Rosenthal model outline. 

where 𝑣𝑓  is the welding velocity. With these assumptions, the solution of the heat 

diffusion problem is given by Eq. 29: 

 

𝑇(𝑥1, 𝑦1, 𝑧1) = 𝑇0 +
�̇�

2𝜋𝜆
exp (−

𝑣𝑓𝑥
1

2𝛼
) exp (−

𝑣𝑓𝑅

2𝛼
)
1

𝑅
 Eq. 29 

 

where 𝑇 is the unknown temperature, 𝑇0 is the initial uniform workpiece temperature, 

𝜆 is the thermal conductivity, α is the thermal diffusivity, �̇� is the thermal power input and 𝑅 

is defined by Eq. 30: 

 

𝑅 = √𝑥1
2 + 𝑦1

2 + 𝑧1
2 Eq. 30 
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Clearly the Rosenthal model involves many strong assumptions, not ensuring an 

accurate estimation of the workpiece temperature field, in particular in correspondence of the 

molten region. Nevertheless, this model takes the most significant parameters of process and 

material into account. This enables to quickly provide an estimation of the temperature 

distribution over the workpiece for a specific configuration. Hence it is considered here a 

suitable aid for the definition the optimal mesh size. 

Proposed technique: mesh pattern used for the mesh zones definition 

A mesh pattern is required to achieve a mesh zoning of the workpiece substrate. In 

particular, a direction of mesh increase shall be selected. This thesis proposes the mesh size 

increase along the y direction of the moving frame of reference defined by the Rosenthal 

model. The proposed mesh pattern is shown in for a simple bead-on-plate (Figure 4.28 (a)): 

the substrate is divided into several zones, defined by selecting planes normal to the welding 

trajectory and to the substrate plane. 

 

 

Figure 4.28: Simple bead on plate geometry (a) modelled using the proposed technique (b). 

 

Each zone is uniformly discretized by hexahedral elements: the zone underneath the 

welding bead meets the heat source mesh size constraints, while for the other zones the mesh 

size increases with the distance from the substrate. This is compliant with the Rosenthal 

temperature distribution pattern: as shown in Eq. 29 the temperature gradient is steeper in the 

proximity of the welding arc (i.e., of the molten pool) and experiences a significant decay at 

increasing distance from the arc center. 

Proposed technique: algorithm used to define the zones mesh size 

The key point of the mesh zoning strategy is to define the mesh size for every zone to 

meet the interpolation error requirement. This is achieved by means of a specific recursive 

algorithm that interpolates the analytical temperature distribution with a polynomial function 

of the same order of the shape functions used in the FE model. Since first order elements are 

most commonly adopted for the heat transfer analyses, the algorithm is here presented 

referring to this specific element order (i.e., linear interpolation function). For starters the 

analytical temperature distribution is calculated, given the welding and material parameters, 

as a function of the y coordinate only (i.e., the mesh coarsening direction). This is achieved 

by evaluating Eq. 29 in 𝑥1 = 0, 𝑦1 = 𝑦 and 𝑧1 = 0, as shown in Eq. 31: 
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𝑇(𝑦) = 𝑇(0, 𝑦, 0) =
�̇�

2𝜋𝜆
𝑒𝑥𝑝 (−

𝑣𝑓𝑦

2𝛼
)
1

𝑦
 Eq. 31 

 

Eq. 31 represents a function of the 𝑦  coordinate, describing the workpiece 

temperature profile for a specific welding operation. It must be pointed out that evaluating 

the 𝑇(𝑦)  function at 𝑥1 = 0  and 𝑧1 = 0  is a conservative option, since the steepest 

temperature gradients in 𝑦  direction are located onto the workpiece top surface, thus 

requiring a finer interpolation grid to meet the error criterion. Figure 4.29 (a) shows the zone 

partition obtained by the algorithm: each zone 𝑖 has a lower bound marked as 𝑦1
𝑖  and an 

upper bound marked as 𝑦2
𝑖 . Except for the lower bound of the zone 1, which coincides with 

the heat source semi-axis b, all the remaining boundaries are the unknowns to be identified. 

To achieve this, the algorithm operates in a sequential way, namely it identifies the unknown 

upper bound of a zone which is then used as the known lower bound of the subsequent one. 

Figure 4.29 (b) outlines the identification procedure of the unknown boundary 𝑦2
𝑖 . 

 

 

 

Figure 4.29: Temperature profile interpolation through mesh zoning (a) and stepwise algorithm 

outline (b). 

 

As shown in Figure 4.8 (b), 𝑦2
𝑖 is identified by means of a stepwise procedure. 

Assuming k parameter as step counter, a guess upper bound value is calculated, together with 

temperature values at zone boundary, as shown in Eq. 32: 
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{
 
 

 
 𝑦1

𝑖 = 𝑦2
𝑖−1

𝑦2
𝑘 = 𝑦1

𝑖 + 𝑠𝑘

𝑇1
𝑖 = 𝑇(𝑦1

𝑖)

𝑇2
𝑘 = 𝑇(𝑦2

𝑘)

 Eq. 32 

 

The parameter 𝑦2
𝑘is the guess upper bound of the i-th segment, 𝑇1

𝑖  is the analytical 

temperature value computed in  𝑦1
𝑖and 𝑇1

𝑘 is the analogous for 𝑦2
𝑘. The parameter s is the step 

distance, i.e., the distance between two subsequent guess boundaries. To ensure an accurate 

identification of the zones mesh size, s should be set to be much smaller than the heat source 

radius b. Once that guess zone boundaries are computed, the interpolation function is defined 

according to Eq. 33: 

 

𝑇𝑖𝑛𝑡
𝑘 (𝑦) =

𝑇2
𝑘 − 𝑇1

𝑖

𝑦2
𝑘 − 𝑦1

𝑖
(𝑦 − 𝑦1

𝑖) + 𝑇1
𝑖 Eq. 33 

 

This function represents the best approximation of the analytical temperature 

distribution achievable by a FE solver between the nodes placed in  𝑦1
𝑖  and 𝑦2

𝑘 (i.e., linear 

shape function). Finally, the interpolation error can be calculated using Eq. 34: 

 

𝐸𝑟𝑟 = 𝑚𝑎𝑥 |
𝑇𝑖𝑛𝑡
𝑘 − 𝑇(𝑦)

𝑇(𝑦)
|      𝑦 ∈ [𝑦1

𝑖   𝑦2
𝑘] Eq. 34 

 

The Err parameter, is the absolute maximum of the relative error between the 

analytical temperature distribution and its interpolation. Due to the complexity of the 

Rosenthal function, an analytical solution is hardly practicable and the most convenient way 

to identify it is by means of numerical techniques. Once the error value for the current guess 

is computed, the following check (Eq. 35) is performed: 

 

𝐸𝑟𝑟 ≥ 𝐸𝑟𝑟𝑡  Eq. 35 

 

Where 𝐸𝑟𝑟𝑡 is the target error value. Basically, this condition is the stopping criterion 

for the boundary search algorithm: as shown in Figure 4.29 (b), if the s parameter is kept 

much smaller than b, the Err parameter will increase with the number of guesses, allowing to 

trigger the target error value, i.e., providing the maximum mesh size that allows to reach the 

required accuracy. If the stopping criterion is not met, then another guess is performed, 

calculating the zone upper bound as shown in Eq. 36: 

 

𝑦2
𝑘−1 = 𝑦1

𝑖 + (𝑘 + 1)𝑠 Eq. 36 

 

Otherwise if the criterion is met, another zone will be analyzed, after the calculation 

of its lower bound and the mesh size for the current zone, according to Eq. 37 and Eq. 38: 

 

𝑦1
𝑖+1 = 𝑦2

𝑖 = 𝑦2
𝑘 Eq. 37 
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𝑑𝑒𝑙
𝑖 = 𝑦1

𝑖+1 − 𝑦1
𝑖  Eq. 38 

 

It must be pointed out that the error parameter should not be regarded as the value of 

the expected discrepancy between the FE model and the experimental data. Such parameter 

represents the capability of a specific mesh to interpolate a reference temperature profile, 

hence its theoretical maximum precision to fit the estimated temperature distribution.  

The proposed discretization technique was validated by means of a two-step 

approach: a numerical and an experimental one. The former was carried out to evaluate the 

accuracy of the proposed technique to predict the base plate temperature distribution, with 

respect to a reference model. On the other hand, the experimental validation was carried out 

to verify the effect of the achievable accuracy in temperature prediction on the mechanical 

calculation. 

 

Numerical validation of the proposed technique 

This paragraph depicts the numerical validation of the proposed technique. 

The test case used for the numerical validation is presented in Figure 4.30: it is a 

single weld bead, deposited onto a square plate substrate. 

 

 

Figure 4.30: Geometry of numerical validation models. 

The test case model was discretized using both the proposed technique and the mesh 

biasing approach, to compare their performances. A reference model was created discretizing 

all the substrate to meet the mesh size requirement of the weld bead. The accuracy of the FE 

models was compared analyzing the temperature profile along the comparison line (Figure 

4.30) at the simulation time in which the heat source was located at x=65 mm. All the FE 

simulations were carried out using first order hexahedral elements. Due to the symmetry of 

the test case, only half of its geometry was discretized: Figure 4.31 shows 𝑦𝑧 cross sections 

of the FE models used in this validation stage. 
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Figure 4.31: Comparison of mesh biasing, mesh zoning and reference models. 

 

The proposed model was created setting the maximum error parameter (Errt) of the 

proposed mesh size identification algorithm equal to 5%. This led to a FE model composed 

by 7768 hexahedrons, with a maximum elements aspect ratio not exceeding 1.2. The mesh 

biasing model was created with the constraint of not exceeding a limit value of the elements 

maximum aspect ratio (limit value: 3.0), leading to a FE model made of 29900 hexahedrons. 

In all the FE models, weld bead was discretized with three elements per half width and two 

elements per thickness. The region underneath the weld bead was discretized using the same 

mesh size. Following these guidelines, the reference model was composed by 68380 

hexahedrons. 

The FE simulation was carried out considering a total heat input per unit time of 

2.8e+3 W, and a welding head travelling speed of 300 mm/min. The proposed heat source 

model was used, setting the heat source dimensional parameters according to Table 4.8. 

 

Table 4.8: Heat source dimensional parameters used for the numerical validation 

Heat source dimensional parameters [mm] 

af ar b c ff fr wl hl ll 

1,4 3,5 3.0 3.0 0.6 1.4 3.0 1.7 1.44 

 

The simulations were carried out using the material properties defined in the 

beginning of the section. The latent heat of fusion was included according to the proposed 

model. 

Figure 4.32 summarizes the validation results: in Figure 4.32 (a), the temperature 

profile on the comparison line computed by the reference model is presented. Figure 4.32 (b) 

shows the percentage errors of the mesh biasing and the proposed models with respect to the 

reference one. Figure 4.32 (b) clearly highlights that both the element-saving strategies lead 

to reduced percentage errors in estimating the reference temperature profile (below 5%). The 

mesh biasing model shows a slightly lower error than the proposed one. This might be due to 

the larger number of elements used to discretize the comparison line in the mesh biased 

model, as required to meet the maximum aspect ratio constraint. 
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Figure 4.32: Reference model temperature profile (a); biased and proposed models error (b). 

The other aspect to be considered is the simulation time. Table 4.9 compares the 

elapsed time of the reference, mesh biasing and proposed models. The mesh biasing allowed 

achieving a great reduction in computational time with respect to the reference one. 

However, with the proposed model a further improvement was achieved, reducing the 

computational time of about 70% with respect to the mesh biasing model. This significant 

difference in simulation time is related to the lower element number used to discretize the 

proposed model, compared to the mesh biasing one. 

 

Table 4.9: Elapsed simulation time for the different substrate discretization. 

Simulation times [s] 

Reference model Mesh biasing Proposed model 

26481 10099 3182 

 

In summary, the proposed model returned an accurate prediction of the reference 

temperature field and allowed to significantly reduce the simulation time. Despite the 

proposed mesh zoning leads to a slightly larger temperature error with respect to the mesh 

biasing one, this lack of accuracy might be negligible compared to the great reduction of 

simulation time provided by the proposed model. 

Experimental validation of the proposed technique 

The numerical validation confirmed that the proposed discretization technique returns 

an accurate prediction of the substrate temperature distribution. As already mentioned, one of 

the main purpose of AM simulation is the prediction of workpiece mechanical response in 

terms of distortions and residual stresses. To test the effect of the proposed mesh coarsening 

on the accuracy of mechanical analysis, an experiment was performed. A test-case workpiece 

was manufactured using the WAAM machine presented in section 3.2. The workpiece 

distortions were then measured and compared with process simulation results. 

The test case used for the experimental validation is shown in Figure 4.33. 
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Figure 4.33: Test case dimensions and actual appearance. 

Basically, it consists in a 5 layers wall, i.e., a series of straight beads deposited onto a 

plane substrate. The substrate is made of S235JR structural steel, while the deposition was 

carried out using a ER70S-6 0.8 mm metal wire, that is a standard filler material for carbon 

steel welding. The deposition process was performed using a Millermatic 300 GMAW 

welding unit. The process parameters used for test case manufacturing are summarized in 

Table 4.10. 

 

Table 4.10: Process parameters used to manufacture the test case. 

Process parameters 

Average welding voltage 19 [V] 

Average welding current 81 [A] 

Electrical power 1480 [W] 

Wire feed speed 4.6 [m/min] 

Travelling speed 300 [mm/min] 

 

The test case was constrained with an isostatic scheme during the deposition process. 

This fixture scheme was realized supporting the base plate on three rest points. This strategy 

was preferred to avoid modeling the boundary conditions and the unclamping simulation that 

could affect the validation analysis. Hence, only the deposition and cooling phases were 

simulated, without including the unclamping in the FE analysis. The workpiece distortions 

were measured by means of a Mitutoyo Euro Apex C776 CMM (Coordinate Measurement 

Machine), probing the top surface of the base plate, i.e., the x-y plane corresponding to z=0, 

(Figure 4.33). The workpiece was scanned before and after the deposition to take the base 

plate unevenness into account when comparing the distortions. Based on the preliminary 

measurement of the substrate, the geometry of the FE model top surface was updated 

projecting the top surface nodes on the actual top surface geometry. 

The FE modeling of the test case was carried out using the procedures described for 

the numerical validation models. The substrate discretization was carried out using the 

proposed technique. The mesh size selection algorithm was run using 10% as maximum 

error parameter. This lead to a model size of 21742 hexahedrons and 13627 nodes. The mesh 

coarsening pattern is shown in Figure 4.34.  
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Figure 4.34: Mesh size pattern for the wall model. 

 

The weld beads were discretized using three elements per half bead width and two 

elements per bead thickness. The heat source dimensional parameters were set according to 

the values used for the numerical validation. 

For the heat transfer analysis, free convection BCs (Boundary Conditions) were 

assigned on the substrate top and bottom surfaces and on the wall surface, with heat transfer 

coefficients equal to 8.5 W/m2K, 4.0 W/m2K, 12.0 W/m2K respectively. The heat transfer 

coefficients were computed using literature correlations for free convection [117]. A general 

radiation to environment BC was included, setting the material emissivity to 0.2 [132]. For 

both the convection and radiation BCs, the room temperature was set to 298.16 K. 

Both thermal and mechanical material properties were set according to the indications 

provided in the beginning of the section. 

The model accuracy in predicting the workpiece mechanical response was evaluated 

comparing the deformed top surface of the actual plate and the simulated one. Figure 4.35 

compares the experimental and simulated surfaces. 

 

 

Figure 4.35: Predicted and experimental top surface deformed geometry. 

To provide a better insight on the simulation accuracy, the two edges of the top 

surface in the X direction (green lines with round markers in Figure 4.35) are shown 

separately in Figure 4.36. 
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Figure 4.36: Predicted and experimental comparison lines at: Y=5mm (a) and Y=145 mm (b). 

These figures show that the FE simulations results are in general agreement with the 

experimental ones. Indeed, the surface curvature are quite similar, with a maximum error of 

0.16 mm on the z position. This result is in line with what presented in previous works 

concerning WAAM simulation [138],[142] and it is compliant with the accuracy required by 

practical applications of the process simulation. Moreover, the simulation was carried out 

using literature data and correlations for material properties and heat transfer coefficients and 

without any model updating operations to identify the heat source parameters. This suggests 

that the simulation accuracy could be improved with a better estimate of the input 

parameters. In summary, the simulation carried out by means of the proposed discretization 

techniques achieves an accuracy level compliant with literature data, for what concerns 

workpiece distortions, confirming the results obtained in the numerical validation. 

In conclusion the proposed mesh coarsening technique enables an accurate simulation 

of the mechanical and thermal behavior of the workpiece during the WAAM process with a 

significant reduction of the calculation time. Besides it provides a systematic tool to define 

the mesh size of the substrate a priori, i.e. without time consuming convergence analyses. 
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4.4. Conclusions and remarks 

This thesis proposes three advancements respect to the current state of the art of 

WAAM macro scale simulation: a new heat source model, an enhanced latent heat model 

and a mesh coarsening technique to reduce the elements required to discretize the workpiece 

substrate. The latent heat model and the mesh coarsening technique were explicitly 

developed to reduce the calculation time, increasing the time efficiency of the WAAM 

simulation. On the contrary, the proposed heat source model allows to overcome an accuracy 

issue of the state of the art solution. However, it is pinpointed that, unlike the state of the art 

method, the proposed heat source model does not require specific tuning operations, 

reducing the model pre-processing time. 

Finally, it is worth to highlight that the proposed techniques do not aim to replace the 

state of the art solutions. On the opposite, the aim is to propose a series of improvement 

which can be integrated with the state of the art techniques to further increase the time 

efficiency of WAAM simulation. As an example, the state of the art remeshing techniques 

could be easily combined with the substrate mesh coarsening algorithm. 

The thesis contributions to the state of the art are remarked in Table 4.11. 

 

Table 4.11: Summary of the thesis contributions to the WAAM simulation SoA. 

Heat source: Thesis contribution 

Novel heat source model tailored for GMAW [1]: 

Increased accuracy and reduction of tuning operations 

Increasing of simulation time step: Thesis contribution 

Novel latent heat modelling technique [2]: 

Increasing of the minimum time step requirements 

Decreasing of required DOFs: Thesis contribution 

Novel substrate mesh coarsening technique [2] 

Reduction of the DOFs required to discretize the workpiece substrate 

 



 

 

 

5. Application of WAAM simulation 

The previous chapter presented the work carried out to improve the current WAAM 

macro-scale simulation techniques in terms of achievable accuracy and computational 

efficiency. 

The aim of this chapter is to show the practical application of the presented modelling 

techniques, by tackling an issue that affects the WAAM process: the heat accumulation. Such 

phenomenon can be the source of several problems during the manufacturing process, such 

as structural collapses or non-homogeneous mechanical properties. In this section the 

proposed modelling techniques are used to test and develop two approaches to mitigate this 

issue: 

• Jet impingement cooling. 

• Idle time selection. 

The first proposed approach is to apply the jet impingement cooling to the WAAM 

process, namely to use a cooling technique, well-established in other sectors, to increase the 

convective heat flux, preventing the heat accumulation. The proposed model is used to test 

the effectiveness of the proposed solution. 

The second proposed approach is to use the process simulation to schedule the 

interlayer idle times, namely time intervals between each layer in which the workpiece can 

cool down to a target interpass temperature. The identification of the cooling times is 

achieved through a dedicated algorithm based on the process simulation. 

The contents of this chapter are structured as follows: 

 

5.1 Heat accumulation issue in WAAM: this section depicts the heat accumulation issue, 

highlighting its causes and effects. The available state of the art techniques used to tackle 

such issues are presented, discussing their advantages and drawbacks. 

 

5.2 Heat accumulation issue in WAAM: this section describes the jet impingement cooling 

application to the WAAM process. The proposed cooling system is described together with 

the numerical procedure used to assess its effectiveness. 

 

5.3 Idle times selection technique: this section describes the proposed model-based approach 

to schedule the interlayer idle times. The proposed algorithm is presented together with an 

experiment carried out to test its effectiveness. 
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5.4 Conclusions and remarks: this final section will summarize the proposed contribution, 

providing conclusive remarks. 

5.1. Heat accumulation issue in WAAM 

During the deposition process, the arc transmits a large amount of heat to the 

workpiece, melting the filler material and forming the molten pool. The heat of the molten 

pool is transmitted to the surrounding workpiece material and to the environment. As shown 

in Figure 5.1, the main modes of heat transfer are: conduction through the workpiece towards 

the substrate; convection and radiation to the environment. 

 

Figure 5.1: Modes of evacuation of the molten pool heat. 

Several works [149,150] showed that the dominant heat transfer mode is the 

conduction to the substrate. The reason of this is twofold: first the thermal conductivity of 

the metal is generally high, leading to a high magnitude of the conductive heat flux; second 

the heat transfer between the workpiece and the room air usually occurs in free convection 

conditions, leading to poor transfer coefficients. However, the conductive heat flux depends 

on the distance between the substrate and the molten pool, i.e. on the number of deposed 

layers. This effect was shown by Zhao et al. [150] which performing FE simulations and 

experiments highlighted a significant reduction of the temperature gradient in the substrate 

direction with the increase of the number of layers. This leads to the phenomenon of heat 

accumulation, i.e. an increase of the workpiece average temperature with the increase of the 

number of layers. This phenomenon has a detrimental effect since it modifies the following 

process variables: 

• The interpass temperature. 

• The molten pool size. 

The interpass temperature is the workpiece temperature at the start of a layer 

deposition. The heat accumulation phenomenon leads to a progressive increase of the 

interpass temperature. This parameter was found out to be a crucial in WAAM process: Zhao 

et al. [87] showed that decreasing the interpass temperature can reduce the magnitude of the 
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residual stresses; Geng et al. [85] stated that controlling the interpass temperature is essential 

to avoid bead defects and to prevent part collapse. Besides, the interpass temperature 

selection is fundamental to avoid solidification defects and to achieve adequate material 

properties: Shen et al. [70] investigated the influence of interpass temperature on WAAM 

processing of iron aluminide alloys, concluding that it has a significant influence on yield 

stress, elongation and longitudinal cracking occurrence; Ma et al. [151] studied the titanium 

aluminides alloys finding a significant influence of interpass temperature on the local 

chemical composition, microstructure, phase concentration and microhardness. In light of the 

aforementioned literature recommendations, it is crucial to control the interpass temperature 

during the WAAM process. 

The other parameter affected by the heat accumulation phenomenon is the molten 

pool size. The heat accumulation can lead to an increase of the molten pool size with the 

increase of the layers. An excessive increase in the molten pool size can lead to detrimental 

phenomena such as the occurrence of structural collapse due to the reduced dimensional 

stability of the excessively hot workpiece [16,152]. Figure 5.2 shows an example of such 

phenomenon: a cylindrical workpiece was affected by an excessive heat accumulation which 

led to the increase of the molten pool size with consequent collapse of its external surfaces. 

 

 

Figure 5.2: A WAAM component affected by structural collapse, highlighted by the non-vertical 

pattern of the cylindrical surface. 

Besides the structural collapse, the molten pool size has a significant influence on 

both the temperature gradient and the cooling rate. The excessive increase of the molten pool 

size can thus lead to non-uniform mechanical properties along the workpiece height. This 

phenomenon was observed by several authors. Wang et al. [92] analyzed the mechanical 

properties of WAAM processed Inconel 625 at different distances from the substrate. A 

significant reduction of both ultimate tensile strength and yield stress was found in the 

samples located further from the substrate. The molten pool size was measured using a 

high-speed camera, finding a significant increase in its size in the top layers. This increase in 

the molten pool size determined a segregation of the Laves phases, resulting in the reduction 

of the yield and tensile strengths. A similar effect was found by Zhang et al. [46] while 

working on stainless steel components. Liberini et al. [153] highlighted differences in both 

the microhardness and the phase content along the height of WAAM processed ER70S-6 

workpieces. Figure 5.3 shows the pattern of the micro-hardness found in this work. 
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Figure 5.3: Different microhardness and phase content along the workpiece height in WAAM 

processed ER70S-6 [153]. 

It is highlighted that the microhardness is higher in lower zone, because of the heat 

sink effect of the substrate. Consistently, this area exhibits a perlite/ferrite microstructure, 

typical of a rather quick cooling. On the opposite, in the central part the hardness is 

significantly lower and the material has a ferritic microstructure. This is a consequence of the 

reduced cooling rate due to the increase of the molten pool size. Finally, the top layer 

exhibits the highest microhardness and a bainitic structure. This is expected since the last 

layer does not undergo any re-melting. 

This analysis highlights that, tackling the heat accumulation phenomenon is an 

important task, both to control the interpass temperature and to limit the increase of the 

molten pool size. According to literature, two main paths can be pursued to mitigate such 

issue: 

• Introduce interlayer idle times. 

• Increase the heat transfer rate. 

The first solution consists in introducing idle times between the layers, i.e. time 

intervals in which the workpiece is allowed to cool down [110]. During the idle times the 

workpiece cools down transferring the accumulated heat to the environment. This allows 

reduce the amount of heat accumulated by the workpiece and to control the interpass 

temperature. However, a significant issue is the scheduling of the idle times values. 

Currently this is achieved by two main techniques: fixed idle times selection and substrate 
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temperature monitoring. The former one consist in introducing a fixed idle time at the end of 

each layer in the deposition part program [86]. This technique allows the workpiece to cool 

down, but it requires a series of pre-tests to set the correct idle time. Besides, using fixed idle 

times might not allow to maintain a constant interpass temperature, due to the 

aforementioned reduction of the conductive heat flux [150]. Hence, to provide the same 

interpass temperature, the idle time should increase as the deposition progresses. This is 

usually achieved by monitoring the substrate temperature by means of a sensor (usually a 

thermocouple). After the deposition of a layer, the process is kept idle until the thermocouple 

signal reaches the prescribed value. Despite this technique allows to keep the substrate 

temperature constant at the end of each layer, it does not allow to achieve a constant molten 

pool size, i.e. increasing the distance between current layer location and the substrate, the 

molten pool increases its volume, as shown by Wang et al. [92]. 

An alternative approach to the idle times is to increase the heat transfer rate between 

the workpiece and the environment, preventing an excessive increase of the workpiece 

internal energy. This can be achieved by two main approaches: increasing the substrate heat 

sink effect or increasing the convective heat flux. The substrate heat sink effect is usually 

increased using water cooled fixtures, as shown by Karunakaran et al. [43] and by Ding et 

al.[138]. This approach enables a faster cooling of the workpiece, but the molten pool heat is 

still mainly dissipated through conduction. Hence this solution does not allow to keep the 

cooling rate and the molten pool size constant along the component building direction. The 

second strategy, i.e. increasing convective heat flux, was implemented by Sasahara et al. 

[154,155], using a WAAM facility in which the workpiece is immersed in a water cooled 

tank. This approach was shown to be extremely effective in preventing an excessive heat 

accumulation. However the usage of a water cooled tank is not compliant with the usage of 

existing equipment to perform WAAM operations, an important standpoint of such 

technology [74]. 

Table 5.1 summarizes the state of the art techniques used to prevent and mitigate the 

detrimental consequences of the heat accumulation. 

 

Table 5.1: Summary of the state of the art techniques to mitigate the heat accumulation issue. 

Limitation of heat accumulation 

Idle times 

Zhao et al. [86] Mughal et al. [87] Fixed idle times 

Chiumenti et al. [112] Substrate temperature monitoring 

Increase of the heat transfer rate 

Karunakaran et al. [43] Ding et al.[138] Water cooled fixtures 

Sasahara et al. [154,155] Water cooled workpiece tank 
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The aim of this thesis is to improve both the techniques used to tackle the heat 

accumulation, proposing: 

 

• A cooling system based on the air jet impingement technique that allows to achieve a 

high heat transfer rate but is compliant with existing machines. 

• An idle time scheduling technique that takes the reduction of the conductive heat flux 

into account, allowing to schedule the idle times in pre-process phase without the need 

of installing additional sensors on the machine. 

5.2. Jet impingement application to the WAAM process 

This thesis proposes to use the jet impingement cooling system to increase the convective 

heat flux to environment in WAAM operations. This technique consists in cooling a target 

surface by means of an impinging fluid jet. It is already used for several applications 

requiring high heat flux per surface, including other manufacturing processes [156]. The 

proposed approach is to cool the workpiece by means of an air jet conveyed on the deposed 

material surface by means of a coolant hose mounted on the deposition head. To further 

increase the cooling rate, low temperature air can be supplied to the hose by means of a 

vortex tube. This device allows to generate a chilled air flow without heat exchangers or 

moving mechanical parts, making it simple to be applied in a manufacturing environment 

[157]. Hence, the proposed cooling system could be easily installed on existing welding 

facilities or machine tools and would require just a standard compressed air supply. 

Furthermore, it would provide a local cooling effect, allowing to decrease the cooling rate 

differences in the workpiece. 

This thesis aims at assessing the effectiveness of jet impingement cooling in WAAM, by 

means of a numerical investigation, i.e. including the jet impingement heat transfer into a FE 

(Finite Element) thermal model of the WAAM process. This strategy, in opposition to an 

empirical approach, will enable future optimization of the cooling system, testing different 

flow parameters or jet orientation and positioning. To achieve the proposed goal, a model of 

the jet impingement is implemented in the FE solver used to simulate the WAAM process 

(LS-DYNA). The proposed modelling technique was then verified by means of dedicated 

experiments. Finally, a WAAM operation was simulated, comparing the results obtained 

with and without jet impingement. This allows to assess of the effectiveness of proposed 

system. 

Jet impingement modelling: overview 

Figure 5.4 presents an archetype of the arrangement of the proposed cooling system. 

The coolant hose is fixed on the support of the welding torch, thus moving synchronously 

with the deposition head. This layout would enable to maximize the cooling effect of the air 

jet, conveying it close to the hottest region of the workpiece. It must be pointed out that this 

is a hypothesis of possible configuration, used as a reference to implement the jet 

impingement model. 
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Figure 5.4.: Archetype of proposed cooling system. 

To integrate the jet impingement effect, in a FE model of the WAAM process, a 

suitable convective boundary condition must be prescribed on the target surface of the 

workpiece FE model. The convective heat transfer, between a fluid and a surface of a solid 

body, is given by the Newton’s law: 

 

�̇� = ℎ(𝑇𝑠 − 𝑇∞) Eq. 39 

 

Where �̇� is the heat flux per unit surface, 𝑇𝑠  is the local surface temperature, 𝑇∞  is 

fluid reference temperature and ℎ  is the transfer coefficient. The specific case of jet 

impingement is a complex phenomenon, since both the fluid temperature and the heat 

transfer coefficients have non uniform values over the target surface [158]. Nevertheless, due 

to the large number applications, many empirical correlations [159] are available to calculate 

local values of both these quantities. An analysis of scientific literature was carried out, 

identifying two correlations: one for the heat transfer coefficient and one for the fluid 

reference temperature. Both correlations were then implemented in LS-DYNA, to define a 

suitable boundary condition. The following paragraphs present the correlations used to 

calculate the convective coefficient and the fluid reference temperature respectively and their 

implementation in LS-DYNA. 

Jet impingement modelling: heat transfer coefficient 

The correlation selected to calculate the heat transfer coefficient is the one proposed 

by Goldstein and Franchett [160] since it provides local values of the heat transfer coefficient 

and it was developed testing a wide range of fluid flow and geometrical parameters. These 

features make the correlation suitable to investigate the effectiveness of jet impingement on 

WAAM. The correlation returns the non-dimensional form of the heat transfer coefficient, 

namely the Nusselt number, as shown in Eq. 40: 

 

𝑢 = 𝐴 𝑅𝑒0.7𝑒𝑥𝑝[−(𝐵 + 𝐶 𝑐𝑜𝑠𝜙)(𝑟/𝑑)0.75] Eq. 40 

 

Where 𝑑 is nozzle outlet diameter; 𝑅𝑒 is the Reynolds number; the parameters 𝑟 and 

𝜙 define the position of the surface points in the coordinate system 𝑥𝑗 , 𝑦𝑗 , 𝑧𝑗 , defined as 
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shown in Figure 5.5. 𝑧𝑗  is directed according to the target surface normal, 𝑥𝑗  is directed 

according to the projection of nozzle axis on the target surface and 𝑦𝑗  is defined in 

accordance with the right--hand rule. 

 

 

Figure 5.5: Geometric parameters of a generic jet impingement system. 

The values of the parameters A, B and C are given in [160] as functions of the nozzle 

angle 𝛼 (Figure 5.5), and of the 𝑙/𝑑 ratio, i.e. of the distance between nozzle outlet and the 

target surface. The Nusselt and Reynolds numbers for this correlation are defined according 

to Eq. 41: 

 

{
 
 

 
 𝑁𝑢 =

ℎ𝑑

𝜆𝑓

𝑅𝑒 =
𝑈𝑚𝑑

𝜈𝑓

 Eq. 41 

 

Where Um is fluid flow average velocity in the nozzle outflow section, 𝜆𝑓 and 𝜈𝑓 are 

respectively the fluid thermal conductivity and kinematic viscosity. In summary, once that 

the nozzle geometry, the mass flow rate and the nozzle to surface distance and inclination are 

known, the correlation coefficients can be calculated. The correlation can finally be used to 

calculate the local values of the heat transfer coefficient. 

Jet impingement modelling: fluid reference temperature 

According to Eq. 39, a fluid reference temperature must be defined to calculate the 

convective heat flux. Most of the literature correlations use nozzle outflow temperature as 

reference value. According to Goldstein et al. [161], this is correct only in case of ambient 

temperature jet. For different outflow temperature, the mixing between jet and ambient air 

modifies flow temperature, leading to inaccuracies in the heat flux calculation. The solution 

to overcome this issue it to use the jet adiabatic wall temperature [162], i.e. the fluid flow 

temperature evaluated in the vicinity of the target surface, in the condition of no heat transfer 

between the flow and the surface. It must be pointed out that as the heat transfer coefficient, 

the adiabatic wall temperature is not constant over the target surface. Hence it must be 

computed using specific literature correlations. This thesis refers to the work of Hollworth 

and Wilson [163] for the adiabatic wall temperature calculation. Hollworth and Wilson 

provided the data of a large set of experiments, that can be used to compute the local values 
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of the adiabatic wall temperature from jet parameters. In this thesis, such data are 

interpolated by means of spline curves. This enables to integrate the correlation in the FE 

solver. As for the heat transfer coefficients, the adiabatic wall temperature data are given in 

terms of the non-dimensional parameters defined in Eq. 42: 

 

{
 
 

 
 𝜂1 = 𝜂1(𝑙/𝑑) =

𝑇𝑤𝑠 − 𝑇𝑎
𝑇0𝑗 − 𝑇𝑎

 

𝜂2 = 𝜂2(𝑟/𝑟12) =
𝑇𝑤 − 𝑇𝑎
𝑇𝑤𝑠 − 𝑇𝑎

 

 Eq. 42 

 

Where 𝑇𝑤  is the local value of the adiabatic wall temperature; 𝑇𝑤𝑠  is the adiabatic 

wall temperature at the stagnation point (i.e. 𝑟 = 0 for a vertical jet); 𝑇𝑎 is the ambient air 

temperature; 𝑇0𝑗 is the jet outflow total temperature; 𝑟12 is the jet half width, evaluated as a 

function of 𝑙/𝑑  [163]. According to Eq. 42, the procedure to obtain the local values of 

adiabatic wall temperature is the following: first 𝜂1  is calculated from 𝑙/𝑑 , allowing to 

determine 𝑇𝑤𝑠 ; then 𝑟12  is calculated from 𝑙/𝑑 , allowing to compute 𝜂2  for the required 

values of 𝑟 . Finally, 𝑇𝑤  is computed from 𝜂2  and 𝑇𝑤𝑠 . The curves used to calculate the 

non-dimensional parameters are shown in Figure 5.6. It is interesting to pinpoint that 𝑇𝑤 is 

not dependent on the Reynolds number, i.e. on jet flow rate. 

 

 

Figure 5.6: The curves used to calculate non-dimensional adiabatic wall temperature. 

Jet impingement modelling: implementation in LS-DYNA 

The aforementioned models of jet impingement heat transfer are implemented in the 

LSDYNA. Such model allows to include the effect of a moving jet, impinging on a plane 

wall. The convection boundary condition is included via the 

*BOUNDARY_CONVECTION [123] option. To implement the presented correlations, both 
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heat transfer coefficient and adiabatic wall temperature are defined as functions of time and 

global coordinates, i.e. the coordinate system in which the FE nodes are defined. This was 

achieved by means of the *DEFINE_FUNCTION option. In this paragraph, the general 

workflow of such functions is presented. First a coordinate transformation is applied to get 

the coordinates of the current evaluation point in the local system 𝑥𝑗, 𝑦𝑗, 𝑧𝑗 defined in Figure 

5.5. The coordinate transformation is presented in Eq. 43, referring to Figure 5.5 case: 

 

{

𝑥𝑗 = 𝑋 − {𝑥0𝑗(𝑡) + |𝑍 − 𝑧0𝑗(𝑡)| 𝑐𝑜𝑡𝑎𝑛(𝛼) 𝑐𝑜𝑠(𝛽)}

𝑦𝑗 = 𝑌 − {𝑥0𝑗(𝑡) + |𝑍 − 𝑧0𝑗(𝑡)| 𝑐𝑜𝑡𝑎𝑛(𝛼) 𝑠𝑖𝑛(𝛽)}

𝑧𝑗 = 𝑍 − 𝑧0𝑗(𝑡)

 Eq. 43 

 

Where 𝑋 , 𝑌  and 𝑍  are the global coordinates (Figure 5.5); 𝑥0𝑗 , 𝑦0𝑗 , 𝑧0𝑗   are the 

coordinates of the nozzle center, given as time dependent functions 

(*DEFINE_FUNCTION_TABULATED in LS-DYNA), to take nozzle motion into account; 

β is the angle between the 𝑥𝑗 and the 𝑋 axis. Having evaluated current point coordinates, the 

implemented functions evaluate r and 𝜙 parameters, with a Cartesian to polar coordinates 

transformation. With this step, the transfer coefficient and the adiabatic wall temperature are 

calculated using the procedures described in the previous sections. If the target surface has a 

different orientation, the same coordinate transformation can be applied introducing a further 

coordinate system rotation. 

Jet impingement model verification: overview 

To verify the accuracy of jet impingement modelling, an experimental verification 

was carried out. The testing procedure consisted in cooling a target by means of an 

impinging jet while measuring its temperature. The same operation was simulated using 

proposed model, comparing the experimental and the numerical results. The target was a 

250x250x8 mm steel plate, made of S235JR. The impinging air jet was generated through a 

vortex tube (Exair, Adjustable Spot Cooler). Two tests were carried out: first the target was 

cooled by the jet for 900 s, then the jet was removed allowing the plate to warm up for 900 s. 

The warm up test served as reference to verify the accuracy of FE model parameters such as 

material properties, radiation and free convection boundary conditions. The cooling test was 

used for the actual verification of the jet impingement model. First the experiments are 

presented. Then the details about the FE modelling procedure are given. Finally, tests results 

are presented and discussed. 

Jet impingement model verification: test description 

The experimental set up used for the verification is shown in Figure 5.7 (a). The target 

steel plate was positioned into the working area of the NMV1500DCG milling machine. The 

target was supported onto 4 rest points, avoiding the contact with machine table. Due to the 

small cross section of the supports, it was quite safe to assume that no heat transfer occurred 

between the plate and the machine. The vortex tube was attached to the z-axis of the 

machine, enabling an accurate positioning of its nozzle in the center of the plate. The cooling 

test was performed by positioning the axis of the orthogonal to the plate (α=90°) at a distance 

of 24 mm. Since the nozzle diameter is 6 mm, this distance corresponds to a 𝑙/𝑑 ratio equal 

to 4. Dried compressed air was supplied to the vortex by a 0.2 m3 plenum at a pressure of 6 

bar. This inflow conditions led to an outflow total temperature of 265.3 K and a velocity of 
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54 m/s, corresponding to a Reynolds value of 31200. Air total temperature and velocity were 

separately measured by means of a k-type thermocouple and a pitot tube. The target plate 

temperature was measured by means of an IR camera (Flir EB-40), acquiring thermal images 

via the Flir Research-IR software. Figure 5.7 (b) shows a thermal image taken at the end of 

the cooling phase. A black paint coating was applied on the target surfaces, to increase their 

emissivity. Additionally, two k-type thermocouples were installed: one was attached in the 

center of the target lower surface, the other in the machine working area, far from the 

impinging jet. The former provided an additional measurement of the target temperature, 

while the latter provided a measurement of the room temperature, which was 294.5 K during 

the tests. The thermocouple signals were acquired using a National Instruments 9213 

thermocouple module. 

 

(a)  

(b)  

Figure 5.7: Testing equipment (a) and IR image of the target after 900 s of cooling (b). 

Jet impingement model verification: FE modelling 

Both the warm up and the cooling simulation were carried out as transient non-linear 

thermal analyses, using LS-DYNA. The steel plate was discretized using 7688 solid 

hexahedral elements. The material was modelled using temperature dependent properties 

presented in section 4.3. Simulations were carried out using a Crank-Nicolson time 

integration scheme. The time step was automatically adjusted by the solver, to keep the 

maximum temperature variation per time step below 0.5 K. In both simulations, radiation to 

environment was included: the emissivity was set to 0.9, since this value provided the best 

agreement of IR images with the thermocouple data; the radiating source temperature was set 

to the room value (294.5K). In the cooling simulation, free convection on the lower surface 

of the plate was considered, while in the warm up analysis, free convection was prescribed 

on both the plate faces. Free convection coefficients were included as temperature dependent 
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functions, according to literature correlations [117]. The initial conditions for the warm up 

simulation were set extracting temperature values from the IR image and prescribing such 

temperature distribution to FE model nodes, as shown in Figure 5.8 (a). In the cooling 

simulation, a uniform temperature value of 291.9 K was imposed as initial condition, based 

on the workpiece mounted thermocouple. The jet impingement was modelled using the 

proposed technique. 

 

(a)  

(b)  

Figure 5.8: FE model: initial state of the warm up simulation (a); final state of the cooling 

simulation (b); 

Jet impingement model verification: test results 

(a) (b)  

Figure 5.9: Comparison of tests and modelling results: time history during the warm up test (a); 

temperature profile at the end of the cooling test (b). 

This paragraph presents the results of the verification, comparing the measured and 

the simulated data. For the warm-up test, Figure 5.9 (a) shows the comparison of the plate 
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mounted thermocouple, with the temperature time history of the FE model node located in 

the corresponding position. The thermocouple signal was chosen over the IR one since, after 

50 s, the IR images showed a maximum temperature gradient of 2 K over the target surface. 

Hence thermal images do not provide any additional information to the thermocouple data 

that are more accurate in punctual temperature measurements. Figure 5.9 (a) shows that 

measured and simulated data are in good agreement since the maximum error does not 

exceed 0.5 K. This result suggests that the modelling assumptions concerning material and 

boundary conditions are compliant with the actual process physics, making the cooling test 

significant in providing a reliable feedback on the accuracy of jet impingement model. 

The cooling simulation was verified comparing the numerical and the experimental 

(IR) temperature distributions at the end of the cooling phase (900 s). The analysis was 

carried out on the temperature profile along the comparison line shown in Figure 5.8 (b). 

This method was preferred over the time history comparison since, on the opposite of the 

warm up test, the plate experiences significant temperature gradients over the target surface. 

The verification result is shown in Figure 5.9 (b): it is highlighted that the proposed jet 

impingement model achieves an accurate prediction of the temperature profile, returning a 

maximum error of about 1 K in correspondence of the stagnation point. This result suggest 

that proposed modelling technique could be effectively used to analyze the influence of jet 

impingement on WAAM process by means of a FE simulation, provided that the same flow 

configuration is simulated. 

Assessment of the jet impingement effect on WAAM: overview 

The aim of this activity is to verify if an impinging air jet can increase the cooling rate 

during WAAM process, limiting the average temperature increase. This was achieved 

comparing the results of a WAAM operation simulated both in standard conditions and 

including the effect of jet impingement. 

First the FE model used for the verification is introduced. Then the results are 

presented and discussed. 

Assessment of the jet impingement effect on WAAM: FE model 

The comparison was carried out simulating the manufacturing of a wall, i.e. a series 

of vertically stacked straight layers. An example of WAAM manufactured wall is shown in 

Figure 5.10 (a). The FE model of the wall is shown in Figure 5.10 (b): it is composed by 15 

layers 6 mm wide and 1.6 mm thick deposed in the centerline of a 150x150x8 mm square 

plate. Since the component is symmetric, only half of it was discretized (Figure 5.10 (b)) 

using 12212 solid hexahedral elements. The effect of jet impingement was prescribed on the 

exterior surface of the wall, considering a nozzle moving according to the welding torch 

path. The jet impingement condition is activated at the beginning of the 5th layer deposition, 

with nozzle axis positioned at 𝑧 = 0. This delay was prescribed since in the starting layers 

there is no need of additional cooling, due to the proximity of the substrate. 
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(a)  

(b)  

Figure 5.10: Example of a wall produced by WAAM process(a); FE element model used for the 

numerical test (b). 

The heat transfer coefficient and the adiabatic wall temperature were calculated 

referring to the verified condition. Due to the symmetry condition, the simulation considered 

the effect of two symmetric impinging jet. 

The WAAM process was simulated using the proposed modelling technique, 

described in section 4.3. The substrate material was S235JR structural steel, filler metal was 

ER70S-6 steel wire and the deposition was carried out at a travelling speed of 300 mm/min, 

considering an input power of 1480 W. For what concerns boundary conditions, both free 

convection and radiation to environment were included, considering a room temperature of 

294.5 K. Convective coefficients and emissivity were set according to [1], except for the jet 

impingement simulation, where the free convection on the wall exterior surface is replaced 

by the jet impingement condition after its activation. 

Assessment of the jet impingement effect on WAAM: results and discussion 

The comparison of the reference and the jet impingement simulations shows that the 

impinging jet has a great influence on the WAAM process. Figure 5.11 compares the 

temperature field calculated in the reference and in the jet impingement simulation at 140 s 

and 350 s of simulation time, namely during the deposition of the 4th and the10th layers 

respectively. 

 



Application of WAAM simulation 117 

 

 

 
 

Figure 5.11: Comparison of temperature field of reference and jet impingement simulations 

during the deposition of 4th and 10th layers 

It is highlighted that including the jet impingement effect in the simulation results in a 

considerable reduction of wall average temperature. In the reference model the amount of 

elements above the solidus temperature (1673 K) experiences a significant variation between 

the 4th and the 10th layer. On the opposite, in the jet impingement simulation the extension of 

such high temperature region is almost constant throughout all the simulation. At the 10th 

layer, the application of jet impingement allows to reduce the volume of the elements above 

the solidus temperature of about 87%. 

The reduction of the wall average temperature is highlighted also by the temperature time 

histories. Figure 5.12 compares the reference and jet impingement simulation, showing the 

time histories of two nodes placed in the center cross section of the wall at different distances 

from the base plate (𝑧 axis Figure 5.10 (b)). It can be noticed that both the reference and jet 

impingement results show cyclic temperature peaks corresponding to the welding torch 

passage. The effect of the jet impingement is highlighted looking at the minimum value of 

these temperature cycles. Indeed, in the reference process, such value increases constantly 

throughout the whole simulation, i.e. the wall experiences an increase of its average 

temperature. On the opposite, when the jet impingement is used, the minimum value of the 

thermal cycles is almost constant after the jet activation. 
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Figure 5.12: Comparison of temperature time histories at two different distances from the base 

plate. 

In summary, the numerical comparison highlights that in the tested configuration, jet 

impingement has a significant influence on WAAM process. The increase in the heat transfer 

coefficient results in a significant reduction of wall average temperature, mitigating the risk 

of part collapse and allowing a higher deposition rate. Despite the investigation was carried 

out on a simple geometry, similar results are expected on more complicated parts, since in jet 

impingement the largest thermal fluxes occur in the stagnation region, minimizing the effect 

of surface curvature on heat exchange coefficient. In addition, due to the great influence on 

the process, proposed technique could be optimized to produce WAAM components with 

homogeneous metallurgical structure and mechanical properties. 
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5.3. Idle times selection technique 

This thesis proposes an innovative FEM based technique to schedule the interlayer 

idle times for the WAAM technology. The interpass temperature is monitored during the 

simulation at a different point for each layer. Hence a different idle time is calculated for 

each layer, to ensure a constant interpass temperature on the last deposed layer. It is 

demonstrated that this approach significantly limits the increase of the molten pool size 

during the process. The calculated idle times can be introduced as dwells in the WAAM part 

program, ensuring the consistency between the simulated and the actual process. The usage 

of a FE simulation rather than sensor-based monitoring has a twofold advantage: it 

overcomes the issues related to temperature measurements in the workpiece areas close to 

the molten pool and it enables to perform sensitivity analysis using different interpass 

temperature. To verify its effectiveness, the proposed technique was used to schedule the idle 

times for the manufacturing of a test case component. Such part was then manufactured 

using the prescribed idle times. Finally, CMM measurements were carried out on the 

workpiece to verify the effect of proposed approach on the dimensional accuracy of the 

component. 

Proposed technique: overview. 

This thesis proposes a novel approach to calculate the idle times required to achieve a 

constant interpass temperature and to limit the increase of the molten pool size in WAAM 

operations. The base idea of the proposed approach is to monitor the cooling of each layer 

right after its deposition during a FE simulation of the process, calculating the required idle 

times to meet the interpass temperature constraint. Unlike the most common procedure of 

monitoring the substrate temperature in a set of fixed points, this technique associates a 

specific control point to each layer. This enables a local control of the interpass temperature, 

compensating for the reduction of the conductive heat flux. This is proven to result in 

constant molten pool size. The FE simulation provides the knowledge of the workpiece 

temperature field in an arbitrary point, a result hardly achievable by direct measurement 

[149]. Furthermore it is a consolidated practice for WAAM [138] and different metal AM 

processes [164]. 

The proposed approach consists in the following steps, repeated for each layer of the 

component: 

 

• The deposition of the current layer is simulated, without any idle time at the end of the 

calculation. 

• The final temperature field at the end of the simulation is prescribed as initial condition 

to a twin model of the workpiece. Then the natural cooling of the workpiece is 

simulated for a fixed amount of time, significantly higher than the time expected to 

meet the required interpass temperature constraint. 

• The temperature time history of a predetermined node, serving as specific monitoring 

point for the current layer, is extracted from the cooling simulation results. Such data is 

analyzed, calculating the idle time associated to the current layer. 

• At this stage, the deposition of the following layer is simulated, prescribing an initial 

idle time equal to the calculated one. 
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The following paragraphs provide a detailed description of the key aspect of the 

proposed technique: the control points positioning, the deposition and cooling simulation 

steps and the idle times calculation. 

 

Proposed technique: control nodes positioning. 

A control point is defined for each layer of the workpiece, to monitor its cooling after 

the deposition, allowing to calculate the required idle time to meet the target interpass 

temperature. In the simulation domain, the control points correspond to a set of FE nodes, 

located on the top surface of each layer at the end of its deposition path, i.e. the points of the 

deposition path where the idle time shall be introduced. Figure 5.13 shows this arrangement 

on a straight wall, used as sample components. 

 

Figure 5.13: Control points location strategy. 

 

In this case, the deposition is carried out following an alternate strategy, i.e. the 

deposition end points of subsequent layers (circle marks) lay on the opposite ends of the 

wall, resulting in an alternate positioning of the control nodes. Selecting the end of each layer 

as control point is a conservative strategy since it will be the point experiencing the highest 

temperature after the deposition. Hence, compared to other areas of the layer, it requires the 

highest idle time to achieve the target interpass temperature. 

Proposed technique: deposition and cooling simulation. 

The proposed approach is to calculate a specific idle time for each layer to fulfill the 

constant interpass temperature condition. The required cooling time is dependent on the 

amount of heat accumulated by the workpiece during the deposition and cooling phases of 

the former layers. Hence the idle times for each layer cannot be identified separately. On the 

opposite, the calculation for a layer must take the results of the former ones into account. 

This is tackled by using the simulation strategy outlined in the Figure 5.14 chart. 
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Figure 5.14: FE simulation strategy used for the idle times calculation 

 

The manufacturing of the workpiece is simulated using twin models, one for the 

heating (deposition) and one for the cooling simulation. The two models are identical in 

terms of mesh topology, material properties and boundary conditions. The only difference is 

the presence of the heat source, which is used only in the heating model. In the heating step, 

the deposition of the current layer is simulated without any idle time at the end of. The end 

state of this simulation is used to define the initial conditions for the cooling step, i.e. the 

initial temperature field and the active/quiet state of the elements. The initial elements 

activation state is prescribed by the initial value of the 𝛾(𝑇𝑚𝑎𝑥)  variable (defined in 

section 4.3). The cooling simulation is then started, reproducing the thermal behavior of the 

workpiece during the idle time at the end of the current layer deposition. To ensure that the 

control node of the current layer reaches the required interpass temperature, the cooling 

behavior shall be simulated for a longer time that the expected idles. This is achieved by 

tuning the total simulation time for the specific workpiece and process parameters. It must be 

pointed out that this is not a time-consuming approach, due to the large time step that can be 

used in the cooling phase. The results of the cooling simulation are directly used to calculate 

the idle time for the current layer, providing the input for the heating simulation of the 

subsequent layer. This is achieved by including an initial idle time in the heating simulation 

of the generic layer 𝑘 , corresponding to the value calculated for the layer 𝑘 − 1 . This 

strategy allows to take the effect of the former idle times into account. 

The proposed calculation technique is implemented combining a MATLAB code to 

start the FE simulations, update the models and to calculate the idle times. The FE simulation 

are performed in LS-DYNA but any commercial FE code suitable to deal with non-linear 

heat transfer analyses could be used in its place. 
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Proposed technique: idle time calculation. 

The idle time calculation procedure is outlined in Figure 5.15. 

 

 

Figure 5.15: Idle times calculation procedure. 

 

Let 𝑇𝑘
𝑐𝑛 be the time history of the control node temperature returned by the FE solver 

during the cooling simulation of the 𝑘-th layer. This data can be expressed as a continuous 

function of the simulation time (𝑡) by using a piecewise linear interpolation. Let 𝑇𝑖𝑝 be the 

target interpass temperature. The goal is to identify the target simulation time 𝑡𝑡 , which 

fulfills the following equation: 

 

𝑇𝑘
𝑐𝑛(𝑡𝑡) − 𝑇𝑖𝑝 = 0 Eq. 44 

 

The Eq. 44 can be solved using numerical techniques. This solution is directly used to 

calculate the idle time corresponding to the k-th layer, 𝜏𝑘
𝑑𝑤: 

 

𝜏𝑘
𝑑𝑤 = 𝑡𝑡 − 𝑡0 Eq. 45 

 

Where the term 𝑡0  corresponds to the initial time value of the 𝑘-th layer cooling 

simulation. Hence, at the end of the calculation, an idle time value is associated to each layer. 

Verification of the proposed technique: overview 

The effectiveness of the proposed technique is demonstrated through an experiment. 

The proposed technique was applied on a test case component, identifying the idle times 

required for the manufacturing process. The manufacturing process was then simulated using 

the calculated idle times. Simulation data were post processed to evaluate the trend of the 

molten pool size with the increase of deposed layers, assessing the fulfillment of the activity 

goal. 

The test case was manufactured using the WAAM machine presented in section 3.2. 

A thermocouple was attached to the substrate of the component, acquiring the temperature 
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time history of specific point during the process. Such data was compared with the FE 

simulation one to show the accuracy of the modelling techniques used in this thesis. After its 

manufacturing, the test case geometry was measured through a CMM (Coordinate 

Measurement Machine) and compared with the reference geometry, highlighting that no 

significant collapses occurred using the proposed idle times calculation scheme. 

Verification of the proposed technique: test case and experiment description 

The selected test case is an airfoil. The part drawing and dimensions are shown in 

Figure 5.16 (a): the cross section is constant throughout the chordal length and the camber 

line geometry is defined according to the NACA 9403 designation. The deposition was 

carried out using a 0.8 mm wire made of ER70S-6, a standard filler material used for carbon 

steel welding. The airfoil was deposed on a block made of S235JR structural steel with low 

carbon content. The manufactured test case is shown in n Figure 5.16 (b). 

 

(a) (b) 

Figure 5.16: The airfoil used as test case: dimensions and thermocouple arrangement (a); actual 

manufactured part 

 

The WAAM process was carried out using a commercial GMAW machine 

(AWELCO 250 PULSEMIG). The process parameters used during the deposition are listed 

in Table 5.2. 

 

Table 5.2: Process parameters used for the test case manufacturing. 

Process parameters 

Average welding voltage 18 [V] 

Average welding current 80 [A] 

Electrical power 1440 [W] 

Wire feed speed 4.6 [m/min] 

Travelling speed 300 [mm/min] 

 

The presented process parameters resulted in an average layer height of 1.5 mm and 

an average layer width of 5.0 mm, requiring 41 layers to create the presented geometry. No 

preheat was applied to the substrate, starting the deposition at room temperature. A k-type 
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thermocouple was used to measure the substrate temperature during the manufacturing 

process. The sensor was attached to the top surface of the substrate, positioning it according 

to the Figure 5.16 (a). The thermocouple signal was logged using a National Instrument 9213 

acquisition system, using a sample rate of 10 Hz. After the deposition process the workpiece 

geometry was scanned using a Mitutoyo Euro Apex C776 CMM to acquire its geometry. 

Verification of the proposed technique: FE modelling and idle times calculation 

The FE model of the test case is shown was created using 24543 hexahedral elements 

with a single integration point. The resulting FE model is shown in Figure 5.17. 

 

Figure 5.17: FE model of the test case. 

The FE calculation was carried out using the techniques and the temperature 

dependent material properties depicted in section 4.3. The variable time-stepping was 

adjusted to allow a maximum temperature variation of 400 K per step [123]. For what 

concerns the boundary conditions, both free convection and radiation were included in the 

FE model. The convective coefficients were calculated via non-dimensional correlations 

commonly used in heat transfer literature [117]: 9.94 W/m2K on the substrate vertical 

surfaces, 10.44 W/m2K on the substrate top surface, 5.22 W/m2K on the substrate bottom 

surface and 7.8 W/m2K on the airfoil vertical surfaces. The far field temperature was set to 

294 K, equal to the room temperature. For the radiation condition the emissivity was set to 

0.4, according to literature data [132]. 
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(a)  

(b)  

(c)  

Figure 5.18: Results of the idle time calculation procedure: idle times values (a) and molten pool 

volume for each layer. 
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The FE model of the test case was first used to calculate the interlayer idle times, 

prescribing a constant interpass temperature of 600 K. The result of this calculation is shown 

in Figure 5.18 a, where the idle times are presented as a function of the current layer index. 

As expected, the proposed technique prescribes a significant increase of the idle time to 

achieve a constant interpass temperature on the top of the current layer, thus compensating 

the reduction of the conductive heat flux in the substrate direction. Besides, the idle time 

increase is not constant with the workpiece growth. The curve shows a sigmoidal trend with 

three distinct regions (Figure 5.18 (a)) having different rate of idle time increase. Such 

pattern can be motivated considering the distance between the substrate and the molten pool. 

The vicinity region corresponds to the first layers, with the substrate close to the molten pool. 

This creates a heat sink effect leading to a quick cooling. Hence the growth of the workpiece 

has a marginal effect on the conductive heat flux, resulting in the small variations of the idle 

time. On the opposite, the high substrate distance region corresponds to the last layers, where 

the heat sink effect of the substrate is significantly reduced. In this condition, the cooling 

problem approaches the one-dimensional behavior, where the magnitude of the conductive 

heat flux is roughly proportional to the overall workpiece height. Hence, due to the low value 

of the layer high with respect to the workpiece one, the convective heat flux experiences a 

slight reduction for any additional layer, resulting in a slight increase of the idle times. 

According with these considerations, the central part of the curve has been labeled as a 

transition region, in which the heat sink effect of the substrate reduces its influence on the 

cooling behavior. This results in a high increase of the idle times. It must be pointed out that 

the extensions of the three regions are expected to be dependent on the prescribed interpass 

temperature, on the process parameters and on the workpiece geometry. 

After the calculation of the idle times, the manufacturing of the test case was 

simulated to evaluate the effect of the proposed technique on the molten pool size, quantified 

as the volume of the elements above the solidus temperature, namely with liquid phase 

fraction greater than zero. The calculation was repeated for each time state of the simulation 

results, extracting an average value for each layer. Figure 5.18 (b) shows the result of this 

calculation. It is highlighted that the molten pool size is almost constant throughout all the 

layers. Indeed, except for the initial 6 layers, the maximum variation of the molten pool 

volume is below the 15%. The initial steep growth of the molten pool is related both to the 

absence of preheating and to the heat sink effect of the substrate. This is consistent with the 

trend of Figure 5.18 (a), which shows that the upper bound of the substrate vicinity region is 

located in correspondence of the 6th layer. It is expected that pre-heating the workpiece 

would result in a slighter variation of the molten pool volume in the initial layers. 

To compare the results of the proposed technique with a random selection of the idle 

times, the simulation was repeated using a constant idle time value of 30 s after each layer. 

Figure 5.18 (c) compares the molten pool volume calculated with the proposed idle times and 

with constant value. In this case, the usage of a constant idle time leads to a constant increase 

of the molten pool size per each additional layer. On the opposite, the proposed technique 

allows to keep the molten pool size almost constant throughout the whole process. 

This comparison highlights that, in free convection conditions, it is important to adopt 

a structured procedure to determine the idle times. The proposed technique fairly serves this 

purpose, eliminating the need to perform time consuming trial and error procedures. 
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Verification of the proposed technique: results of the experiments 

This section presents and discusses the results of both thermocouple and CMM 

measurements. 

The goal of the thermocouple measurement was to highlight the accuracy of the FE 

simulation technique. Figure 5.19 shows the comparison of the thermocouple data with the 

temperature time history of a node located in the same position. The data is shown from the 

18th layer to the end of the process 

 

Figure 5.19: Comparison of simulation and thermocouple data. 

 

This comparison highlights that the simulation data are in good agreement with the 

measured ones, both for what concerns the overall trend and the punctual values. This is a 

relevant result since the proposed idle times calculation is effective only if the FE model is 

accurate in predicting the workpiece temperature field, otherwise the interpass temperature 

constraint might not be fulfilled in the actual process. Moreover, this result supports the 

reliability of the molten pool size pattern shown in Figure 5.18 (b), yield from simulation 

data. 

The goal of the CMM measurement was to show that the proposed technique allowed 

to avoid major part collapses without performing trial and error operations to select the idle 

times. The functional surfaces of the airfoil, namely the pressure and the suction side, were 

scanned by the CMM and compared with the target surfaces, as shown in Figure 5.20. 
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Figure 5.20: Comparison of the measured blade surface and the reference CAD model. 

The average deviation from the target surface was 0.65 mm for the pressure side and 

0.39 mm for the suction side. It must be pointed out that the measured surfaces were affected 

by a significant waviness (Figure 5.16 (b)) typical of the WAAM processes. Hence this result 

confirms that no significant collapse phenomenon occurred during the deposition process. 

As a conclusion, it is important to remark that despite the effectiveness of the 

proposed technique an excessive interpass temperature could still cause the workpiece 

collapse. For this reason it is important to refer to literature works recommending interpass 

temperature values for various materials. 
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5.4. Conclusions and remarks 

This thesis shows that the WAAM macro scale simulation can be an effective tool to 

address the heat accumulation. The state of the art highlighted that two main techniques can 

be pursued to prevent the heat accumulation in WAAM: increase the heat transfer rate from 

the workpiece to the environment or introduce idle times between the layers. This thesis used 

the process simulation to pursue both these paths, proposing the usage of an alternative 

cooling system to increase the heat transfer rate and developing an algorithm to schedule the 

interlayer idle times. Table 5.3 summarizes the contributions to the state of the art proposed 

in this chapter. 

The process simulation was used to assess the effectiveness of the jet impingement 

cooling applied to the WAAM process. This allowed to test the performances of such cooling 

system in a virtual environment, enabling a detailed evaluation of the temperature field, 

hardly practicable by an empirical approach. Besides the developed jet modeling technique 

enables to optimize the cooling system parameters, tailoring it for different materials and 

applications. 

The idle times scheduling technique is entirely based on the process simulation. This 

allows to determine the interpass temperature on the top layer, resulting in an almost constant 

molten pool size over the workpiece height. Moreover, the effect of different interpass 

temperature on the thermal and mechanical behavior could be investigated without the need 

to perform a large number of experiments. 

Hence the process simulation was proven to be effective tool in tackling the heat 

accumulation issue, in accordance with previous researches which used it to tackle different 

process criticalities such as the residual stresses and deformations. 

Table 5.3: Summary of the thesis contributions to the heat accumulation SoA. 

Heat accumulation 

Increase heat transfer rate: Thesis contribution 

Jet impingement application to WAAM process [3]: 

Increase of the heat transfer rate, constant molten pool size. 

Idle times: Thesis contribution 

Adaptive idle times scheduling based on FE simulation: 

Constant molten pool size and interpass temperature. 

 





 

 

 

 

6. Milling of WAAM parts 

The chapters 4 and 5 are dedicated to the AM part of the hybrid WAAM-milling 

process, proposing improvements to the current simulation techniques and an actual 

application of the WAAM modelling. However, to make the hybrid approach effective, both 

WAAM and milling processes must be considered. This chapter id focused on the issues that 

related to machining operations of WAAM components. This thesis considers milling as 

post-process machining technology. 

Post process milling of WAAM parts can be a challenging task since it requires to 

deal with two issues: 

• Machinability of the WAAM processed material: as extensively discussed, during 

WAAM the material undergoes thermal transformations affecting its microstructures 

and its mechanical properties. This might result in a different machinability of the 

WAAM processed material, with respect to the cast or wrought one. This requires a 

preliminary analysis of the machinability of the WAAM material to select suitable 

cutting parameters. 

• Milling of thin-walled parts: from an economic point of view, the WAAM process is 

convenient for thin-walled components rather than bulk ones. Making thin walled parts 

by milling requires to remove a large amount of the feedstock volume, a 

time-consuming process involving a large waste of material. The hybrid 

WAAM-milling process reduces the feedstock material to be removed, being a 

convenient alternative for the thin walled components. However, milling operations of 

this kind of workpieces is a critical task, since thin-walled components are prone to 

vibration issues. This could result in a significant reduction of the accuracy and surface 

finish. 

This thesis addresses both of the presented issues. 

For what concerns the machinability of the WAAM processed material, this thesis 

presents a machinability analysis of AISI H13 tool steel, focused on the cutting forces. The 

purpose of this work is to compare the cutting forces magnitude of the AM processes 

material with the wrought one. 

To address the issues related to the milling of thin walled components, this thesis 

proposes an FEM based technique to identify the changing workpiece dynamics. Indeed, the 

knowledge of the system dynamic behavior is a crucial information to predict and prevent 

the occurrence of vibration issues in milling. This can be a challenging task when dealing 

with thin walled components since the dynamic response of the workpiece changes during 
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the machining cycle. Based on the toolpath and on the stock geometry, the proposed 

algorithm calculates the driving point FRF (Frequency Response Function) at the contact 

point between tool and workpiece. The knowledge of the changing workpiece dynamics is 

used to carry out an optimization of the spindle speed parameter. 

The contents of this chapter are structured as follows: 

 

6.1 Machinability of WAAM processed material: this section presents the state of the art 

regarding the machinability of metal AM parts, highlighting the novelty of the proposed 

contributions. The experimental activity is then described, depicting the adopted procedures 

and the performed machinability tests. The results are finally presented and discussed. 

 

6.2 Machining of thin-walled components: first this section provides an introduction to the 

issues concerning the machining of thin walled components, detailing the state of the art 

solutions used to tackle such issue. 

 

6.3 Conclusions and remarks: this section summarizes the thesis contributions to the state of 

the art and provides some final remarks. 

6.1. Machinability of WAAM processed material 

WAAM, and in general DED components, require post-process machining operations to 

achieve the functional requirements in terms of dimensional accuracy and surface finish. 

Therefore, assessing the machinability of AM materials is a crucial topic. Since there is not a 

unique indicator to define the machinability of a material[165], the following three aspects 

are usually considered: tool life, surface integrity and cutting forces [166]. In literature few 

works deal with AM materials machinability: Bordin et al. [167] compared tool life and 

surface integrity in turning wrought and Electron-Beam-Melting (EBM) CrCoMo alloy, 

highlighting an increase of tool wear and the arise of surface craters in the AM material. In a 

subsequent work, Bordin et al [168] compared the dry and cryogenic cutting strategies in 

turning operation of Ti6AlV4 alloy, analyzing the wear mechanisms, the tool life and the 

surface integrity.  

The presented state of the art works investigated machinability of AM material for what 

concerns tool life and surface integrity aspects. However, no analysis of the cutting forces 

was carried out. This is a relevant parameter in evaluating material machinability, especially 

in milling operations: higher specific cutting forces (i.e., cutting coefficients) can reduce the 

stability limit [169] and increase the amplitude of vibrations [170] especially when using 

flexible tooling or milling thin-walled parts [171]. 

In this thesis, the machinability of AM and wrought material is compared analyzing 

cutting forces in peripheral milling operations. The analysis was carried out for two different 

DED technologies: the LENS and the WAAM process. LENS is a DMLD process using 

powder feedstock, in opposition to WAAM which is wire based. 

The analyzed material was the AISI H13, a low alloy steel usually adopted in dies and 

molds manufacturing, that is one of the main application of AM technologies both for 

manufacturing and repair operations [16]. 

Milling tests were carried out on wrought, LENS and WAAM specimens. The cutting 

forces were measured using a table dynamometer. Measured cutting forces were used to 
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compute cutting force coefficients as defined in Altintas et al. [172] mechanistic cutting 

force model. This step provided an indicator of cutting forces independent from the adopted 

cutting parameters. 

Cutting force analysis: overview 

The objective of this work is to provide a comparison between cutting forces in 

milling AM and wrought AISI H13 steel. This short paragraph gives an overview of the 

procedure followed in the analysis. 

Before carrying out the milling tests, the hardness of the specimens was measured to 

acquire preliminary information about the material. After this pre-test step, the cutting 

parameters were selected according to the recommendations of the tool manufacturer. 

Finally, cutting tests were carried out measuring cutting forces. Cutting coefficients were 

then identified according to the mechanistic technique. 

Cutting force analysis: experimental set up 

The LENS specimen was manufactured using an OPTOMEC 850 R machine thanks 

to the support of the company EMO Orodjarna. The WAAM specimen was manufactured in 

Tokyo University of Agriculture and Technology (TUAT) using a Daihen gas metal arc 

welding unit attached to a tailor-made four axis machine tool. AM and wrought specimens 

are shown in Figure 6.1. The cutting tests on wrought and LENS samples were carried out 

using a DMG Mori NMV1500DCG vertical milling center in the University of Firenze 

laboratory. WAAM specimen was machined using a MAZAK VCN-410A vertical milling 

center in the TUAT. For both machines, cutting forces were used using a Kistler 9257 B 

three axial table dynamometer. 

 

a) b) c)  

Figure 6.1: Wrought (a), WAAM (b) and LENS (c) material specimens 

 

a) b)  

Figure 6.2: LENS (a) and WAAM (b) specimen test set-up. 

Cutting tests were carried out using a 4mm diameter Taegutech (HSF 2040 060 100) 

solid carbide end mill (sharp edge). The selected end mill is suitable for finishing operations 
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on pre-hardened and hardened steel. Furthermore, tool has sharp edge, simplifying the 

cutting coefficients identification procedure [169]. Cutting tool and machines set-up 

conditions are shown in Figure 6.2. 

Cutting force analysis: preliminary hardness tests 

As mentioned earlier, before carrying out the cutting tests material hardness was 

measured for all the specimens. Rockwell testing (Type C) was selected. The results are 

presented in Table 6.1. 

 

Table 6.1: Rockwell C hardness measuring results. 

Hardness: HRC 

Wrought LENS WAAM 

19 59 55 

 

The hardness tests highlight that both the AM materials experience a significant 

increase in hardness. This increase of hardness is compliant with the martensitic 

transformation occurring in both welding and DMLD of AISI H13 [173]. Based on such 

results, an increase of cutting forces is expected on the wrought material with respect to the 

wrought one. 

Cutting force analysis: cutting force coefficients identification procedure 

 

Figure 6.3: Cutting parameters in a peripheral milling operation. 

The cutting force model proposed in [172] was used to evaluate the cutting force 

coefficients. This model computes the force components (tangential, radial and axial) by 

means of six coefficients as expressed in Eq. 46, where 𝑑𝑏 is chip width, 𝑑𝑙 is the engaged 

cutting-edge length and 𝑡𝑛  the chip thickness for an infinitesimal section of the chip. 
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𝐾𝑡𝑐, 𝐾𝑟𝑐 and 𝐾𝑎𝑐  are the shear coefficients, relating the cutting force with the uncut 

chip section, namely the 𝑡𝑛𝑑𝑏 product. 𝐾𝑡𝑒 , 𝐾𝑟𝑒  and 𝐾𝑎𝑒  are the edge coefficients, relating 

the cutting force to the length of the cutter edge engaging the workpiece. The chip thickness 

and width are dependent on the depths of cut (both radial and axial) and on the feed per 

tooth. 

Figure 6.3 depicts the aforementioned cutting parameters, represented on a typical 

peripheral milling application: 𝑓𝑧  is the feed per tooth; 𝑎𝑝and 𝑎𝑟  are the axial and radial 

depth of cut respectively; 𝑁 is the spindle speed; 𝜑𝑠𝑡 and 𝜑𝑒𝑥 are the entry and exit angles, 

which value can be calculated by Eq. 48 

 

{𝜑𝑠𝑡 = 𝜋 − acos (1 −
2𝑎𝑟
𝐷
)

𝜑𝑒𝑥 = 𝜋
 Eq. 47 

 

According to their definition, the cutting force coefficients can be regarded as an 

indicator of the material machinability from a cutting force perspective. Since these 

parameters are independent on the material removal rate, they are related only to the tool and 

workpiece material, serving as an indicator of the specific cutting force. 

This work compares the machinability of wrought and AM AISI H13 using the radial 

and tangential cutting coefficients. The axial coefficients are not included in the analysis, 

since the tangential and radial ones are the most significant for tool vibration in peripheral 

milling [174]. 

The cutting force coefficients were computed according to the mechanistic 

identification procedure in [169]. In such a technique, a series of peripheral milling tests 

must be carried out at different feed per tooth but with fixed depth of cut, radial engagement 

and cutting speed. The cutting forces are measured in X, Y and Z directions: X is the feed 

direction, Z is the spindle axis direction and Y is the normal direction according to the 

right-hand rule. The force time series are then post-processed to identify average forces per 

cutter revolution. Since the cutting force in milling is periodic, the average force per cutter 

revolution is equivalent to the average cutting force during the whole cutting test. Figure 

6.4 (a) shows the time history of a generic component of the cutting force (𝑖). The figure 

compares average and instantaneous values: 𝐹𝑖 is the instantaneous force signal while 𝐹𝑖 is 

the average force value. 
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(a) (b)  

Figure 6.4: Average force per tooth revolution (a); linear relation between average force and feed 

per tooth (b). 

According to the cutting force model described in Eq. 46, a linear relation exists 

between average cutting forces and feed per tooth, as shown by Eq. 48:  

 

𝐹𝑖(𝑓𝑧) = 𝐹𝑖𝑒 + 𝐹𝑖𝑐  𝑓𝑧 Eq. 48 

 

Where 𝐹𝑖(𝑓𝑧) is the generic average force expressed as a function of the feed per 

tooth; 𝐹𝑖𝑒 and 𝐹𝑖𝑐 are the zeroth and first order coefficients respectively. The values of such 

coefficients can be calculated by performing a linear regression, of the measured average 

forces. Then 𝐹𝑖𝑒 is related to the edge coefficients according to the following relation: 

 

𝑁𝑧𝑎𝑝

2𝜋
|
sin𝜑𝑠𝑡 − sin𝜑𝑒𝑥 cos 𝜑𝑒𝑥 − cos𝜑𝑠𝑡
cos 𝜑𝑠𝑡 − cos𝜑𝑒𝑥 sin 𝜑𝑠𝑡 − sin𝜑𝑒𝑥

| |
𝐾𝑡𝑒
𝐾𝑟𝑒

| = |
𝐹𝑥𝑒

𝐹𝑦𝑒
| Eq. 49 

 

In the same way, the shear coefficients can be calculated by solving Eq. 50: 

 
𝑁𝑧𝑎𝑝
8𝜋

|
𝑐𝑜𝑠 2𝜑𝑒𝑥 − 𝑐𝑜𝑠 2𝜑𝑠𝑡 2(𝜑𝑒𝑥 − 𝜑𝑠𝑡) − (𝑠𝑖𝑛 2𝜑𝑠𝑡 − 𝑠𝑖𝑛 2𝜑𝑒𝑥)

2(𝜑𝑒𝑥 −𝜑𝑠𝑡) − (𝑠𝑖𝑛 2𝜑𝑠𝑡 − 𝑠𝑖𝑛 2𝜑𝑒𝑥) 𝑐𝑜𝑠 2𝜑𝑒𝑥 − 𝑐𝑜𝑠 2𝜑𝑠𝑡
| |
𝐾𝑡𝑐
𝐾𝑟𝑐

| = |
𝐹𝑥𝑐

𝐹𝑦𝑐
| Eq. 50 

 

Therefore, solving the linear systems presented in Eq. 49 and in Eq. 50 returns the 

values of the cutting force coefficients. One of the mechanistic procedure is the usage of the 

average rather than instantaneous ones, since this value is not affected by measurement 

errors induced by vibrations [175]. 

To pursue the presented identification procedure, six different feed per tooth values 

were used for the cutting tests. Table 6.2 presents the cutting parameters used in the tests. 

 

Table 6.2: Tests cutting parameters 

Feed per tooth [mm] 

0.05 0.07 0.09 0.11 0.13 0.15 

Radial depth of cut [mm] 0.8 

Axial depth of cut [mm] 0.5 

Cutting velocity [m/min] 120 
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Usually such tests are performed in slotting conditions, namely with radial depth of 

cut equal to the tool diameter. The reason is that this cutting condition simplifies the 

identification of cutting coefficients from linear regression data. Preliminary slotting tests 

were carried out to assess the feasibility of such approach on AM materials. Even though the 

wrought material could be easily milled in this condition, remarkable effects of high cutting 

temperature were observed on the AM material, as shown in Figure 6.5. This caused 

detrimental effects both on surface quality and on tool integrity. This aspect is particularly 

relevant to identify reliable cutting coefficients values: since such parameters are dependent 

on tool rake angles, an excessive tool wear could affect the identification procedure. After 

the pre-test, a side milling condition was chosen over the slotting one, adopting the radial 

engagement recommended by tool manufacturer, presented in Table 6.2.  

All tests were carried out in down milling condition without any type of coolant or 

lubrication. 

 

 

Figure 6.5: Hot chip during LENS specimen slot milling. 

Cutting force analysis: results and discussion 

This paragraph presents the outcome of the cutting tests. Two main results are given: 

average cutting forces and cutting force coefficients. To improve the robustness of the input 

data for cutting coefficient identification, all cutting tests were repeated twice. The average 

force values extracted from the tests at the same feed per tooth were then averaged, reducing 

the effect of casual errors, such as measurement noise. Therefore, average forces presented in 

this section are not related to a single test but are averaged as described above. 

Average forces are given in the feed and in the normal direction: Figure 6.6 (a) and 

Figure 6.6 (b) show the comparison between average values of AM and wrought cutting 

forces (on both directions). Despite cutting tests were carried out for six different feed per 

tooth values, just the three lower values are presented. This was due to an issue concerning 

cutting tests on WAAM material: average forces concerning higher feed experienced a 

significant deviation from the regression line. On larger feed per tooth value on WAAM 

material, remarkable tool vibrations were observed and the finished. This was compliant with 

a bad surface finish. Therefore, for wrought and LENS material the data form six tests were 

used to carry out cutting coefficients computation, while for WAAM material just the three 

values were used. 
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(a) (b)  

Figure 6.6: Comparison of average values of feed (a) and normal (b) forces. 

The results concerning cutting coefficients are presented in Table 6.3: the values of 

the radial and tangential constants are compared between the three different specimens. 

 

Table 6.3: Cutting coefficients identification results. 

Cutting force results 
 𝐾𝑡𝑐  [𝑀𝑃𝑎] 𝐾𝑟𝑐  [𝑀𝑃𝑎] 𝐾𝑡𝑒  [𝑀𝑃𝑎] 𝐾𝑟𝑒  [𝑀𝑃𝑎] 

Wrought 2424 808 8 20 

LENS 2721 1077 42 76 

WAAM 2848 1007 40 71 

 

As expected from hardness testing, cutting force values are significantly higher in 

LENS material. Both average forces and cutting coefficients values confirm this pattern. As 

shown in Table 6.3, the LENS material tangential cutting coefficient is about 10% higher 

than the wrought material one. Such difference increases to 30% for the radial cutting 

coefficient. 

Cutting forces and coefficients observed on WAAM material are compliant with the 

LENS ones. A general increase of both average cutting forces and cutting coefficients was 

observed. As shown in Table 6.3, tangential cutting coefficients turned out to be higher on 

WAAM material than in the LENS one. On the other hand, the trend is opposite for the radial 

coefficient, higher on the LENS material. 

In summary, this analysis highlights that additive manufactured AISI H13 is harder to 

machine compared to the wrought one. The results show a significant increase of both 

average cutting forces and cutting force coefficients. According to literature and hardness 

measurements, this increase in cutting force coefficients could be related to the formation of 

a martensitic microstructure, due to the quick cooling occurring in both LENS and WAAM 

process. Hence a specific definition of cutting parameters for milling operation of AM parts 

is required to effectively machine this material processed by AM technologies. Moreover, 

this result suggests that, in general, machining of metal AM parts should be regarded as 

critical operation, requiring a careful definition of the cutting parameters. 
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6.2. Machining of thin-walled components 

One of the main application of the metal hybrid processes is the manufacturing of thin 

walled components. The number of such parts is increasing in many industries (e.g. power 

generation, aerospace, automotive) to cope with the growing need of weight reduction. Due 

to the strict strength and fatigue requirements, such structures are often machined from the 

bulk as monolithic components, removing a large amount of material to create the final 

product. Usually this is achieved throughout intensive milling operations, removing up to 

95% of the stock volume, to create the final geometry [176]. For this reason, hybrid 

processes represent a convenient alternative, enabling a dramatic reduction of the wasted 

material [17]. AM acts as primary process, creating a part which geometry is close to the one 

of the final component. The final shape of the component is then achieved by milling the AM 

stock. However, milling thin walled parts is a critical operation due to the low stiffness of 

such workpieces, making them prone to forced vibrations, chatter (self-excited vibration 

[177]) and deflection issues, being responsible for surface location errors and poor finish 

[178]. It must be pointed out that this issue is not only related to the hybrid WAAM-milling 

process but is affects every hybrid AM-machining technique. 

The general approach used by the industry to prevent these issues is to limit the 

Material Removal Rate (MRR) by means of conservative machining parameters. This 

generates a reduction of the cutting forces which limit the workpieces vibrations at the 

expense of a reduced productivity. Therefore, several researchers worked on this issue to 

develop strategies mitigating the workpiece vibrations without affecting the productivity. 

Thevenot et al. [179] investigated the vibration phenomena occurring in thin walled 

components. The authors highlighted that the driving point FRFs (Frequency Response 

Functions), namely the combined tool-workpiece FRFs at the cutting point, change during 

the machining process due to the material removal. Moreover, in a thin walled workpiece, 

the driving points FRFs are strongly dependent on the excitation point, resulting in a 

different dynamic behavior over the component. Therefore, the knowledge of the changing 

workpiece FRFs is mandatory to define optimized cutting parameters. 

The most effective approach to mitigate the workpiece vibrations is to modify the 

spindle speed. Indeed, such parameter is selected independently by the toolpath. Moreover, it 

has a direct influence on the frequency content of the cutting forces. Bolsunovskiy et al. 

[180] used a 3D FE model to predict the changing FRFs of a thin walled workpiece. This 

information was used to counteract the forced vibrations, by defining a changing spindle 

speed with the objective of avoiding the excitation of the workpiece resonance frequencies 

by the tooth pass frequency harmonics. Seguy et al. [181] used a similar approach finalized 

to avoid the occurrence of chatter vibrations rather than forced ones. This led to the 

definition of a variable spindle speed but with a different pattern. Tuysuz and Altintas [182] 

proposed a sub structuring approach to calculate the workpiece FRFs. Based on FE 

modelling, this technique enables to reduce the computational effort required to calculate the 

workpiece FRFs. Arnaud et al. [183] combined a 3D FE model of the workpiece with a 

cutting force model, aiming at an accurate prediction of both cutting forces and machined 

part geometry. 

Table 6.4 summarizes the state of the art approaches to deal with milling of thin 

walled parts 

This thesis proposes an innovative approach to identify the dynamic behavior of thin 

walled workpieces during milling operations. The basis of the proposed technique is the 

identification of the workpiece dynamics through FE modelling using 2D shell elements. 
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This approach enables an efficient and accurate description of thin walled structures 

dynamics [140]. Moreover, the generation of a shell model could be easily automated 

exploiting AM deposition path, since it provides the information concerning the workpiece 

skeleton surface. 

The proposed technique is divided in three main stages: AM stock modelling, stock 

thickness updating and FRFs identification. In the first step a shell FE model of the deposed 

material is created. The milling G-code is then analyzed by an automated algorithm that 

identifies the position of tool-workpiece contact point and updates the stock geometry by 

thickness property of the shell elements. This information is used to generate an updated FE 

model of the workpiece which takes the material removal effect into account, giving an 

accurate description of its changing dynamic behavior. In the final step, the workpiece FRFs 

are calculated at the driving points (i.e. the tool-workpiece contact point) for every step of 

the machining process. This provides all the required information to optimize the milling 

process. 

The accuracy and effectiveness of this technique was verified by means of a test case. 

Three specimens of a specific thin walled component were manufactured by means of the 

WAAM machine presented in section 3.2. A 5-axis milling cycle was then defined and 

analyzed using the proposed technique, identifying the evolution of workpiece dynamics. 

The machining parameters, namely the spindle speed and the feed rate, were subsequently 

adjusted following three different optimization techniques. The specimens were machined, 

interrupting the process to carry out impact testing experiments, required to verify the 

accuracy of proposed modelling technique. At the end of the milling process, the specimens 

were analyzed through CMM measurements, to assess the surface location error. 

The contents of this section are arranged as follows: first the details of the test case 

geometry and manufacturing are provided; then the proposed FRFs calculation technique is 

described; the applied optimization techniques are then presented; finally, the results of the 

machining tests are presented and discussed. 

 

Table 6.4: Summary of the state of the art works related to milling of thin walled pars. 

Milling of thin walled parts 

Thevenot et al. [179] 
Investigates the effect of changing 

dynamic on workpiece vibrations 

Bolsunovskiy et al. [180] 
Model based spindle speed selection to 

avoid forced vibrations 

Seguy et al. [181] 
Model based spindle speed selection to 

avoid forced vibrations 

Tuysuz and Altintas [182] 
Sub structuring based technique to 

reduce the FRFs calculation time 

Arnaud et al. [183] 
3D FE model of the workpiece 

combined with a cutting force model 
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Description of the test case 

 

Figure 6.7: Geometry of the test case selected for the verification of the proposed technique. 

The test case selected to test the proposed technique is the NACA 9403 airfoil 

presented in section 5.3. Figure 6.7 presents the test case geometry after the WAAM 

deposition and after the finishing operation. The test case has a maximum thickness of 3 mm, 

making it a representative example of a thin walled component. The WAAM deposition 

toolpath is defined to create a constant thickness component shaped as the camber line of the 

airfoil (Figure 6.7). The subsequent milling operation creates the functional surfaces of the 

airfoil, namely the pressure side and the suction side (Figure 6.7). 

The airfoil was deposited by stacking 35 layers of ER70S-6 onto a brick shaped 

substrate made of S235JR. The deposition was carried out using the process parameters 

presented in Table 6.5. Such parameters resulted in an average layer height of 1.8 mm and in 

a layer width of 6.8 mm. 

 

Table 6.5: Process parameters used for the test cases manufacturing. 

Process parameters 

Average welding voltage 18 [V] 

Average welding current 80 [A] 

Wire feed speed 4.6 [m/min] 

Travelling speed 200 [mm/min] 

 

These test cases were created by using a lower travelling speed with respect to the one 

selected for the test case presented in section 5.3. This ensured a wider layer providing the 

machining allowance required to achieve the final geometry. 
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The airfoil was machined using a 5-axis cycle to cope with its geometry. The cycle is 

constituted by three phases: roughing, semi-finishing and finishing. The goal was to optimize 

the finishing step since it is the one responsible for the accuracy and the surface finish of the 

final part. 

The tool used for all the operations is a 2 flutes 10 mm carbide ball end mill produced 

by Garant (cod. 207280), designed for dry cutting condition on carbon steel. A morphing 

strategy was applied for the roughing phase to achieve an offset geometry of the airfoil 

starting from the nearly constant thickness geometry produced by WAAM process. Figure 

6.8 (a) shows a step of the roughing operation. 

 

(a) (b)  

Figure 6.8: a) Roughing cycle, b) finished part 

The following machining parameters were selected, based on previous experiences of 

WAAM parts machining [184]: axial depth of cut 2 mm, cutting speed 180 m/min and feed 

per tooth 0.062 mm/tooth. A machining allowance of 0.5 mm was left on the product, to be 

removed in the following steps. RTCP was activated for the G Code set-up and a constant 

30° tilt angle of the tool respect to the airfoil surface was used. The geometry of the WAAM 

stock was acquired by CMM measurement after the deposition. This data was used to 

optimize the alignment between the final part and the stock. The oriented geometry of the 

airfoil was then used to create the toolpath by the CAM software ESPRIT®. After the 

roughing cycle, a semi-finishing and a finishing operation were carried out to complete the 

manufacturing of the airfoil. The two cycles used the same tilt angle of the roughing phase. 

The axial depth of cut adopted for the machining operations was 1 mm for semi-finishing 

and 0.5 mm for finishing. These parameters were selected considering the expected surface 

finish. Figure 6.8 (b) shows one of the specimens after the finishing step. 

Proposed technique 

The dynamics of thin walled parts can be effectively estimated by FE models. This 

thesis proposes to use 3D shell elements to discretize the workpiece. These elements have a 

twofold advantage: they enable to reduce the calculation time (reduced DOFs number) and 

they provide a more accurate description of the dynamic behavior of thin walled parts. 

Moreover, considering the application of proposed technique to WAAM process, the 

deposition path can be used to automatically generate the shell FE mesh. Each point of the 

NC code generated to create the deposition toolpath can be used to become a node of the FE 

model, where only the properties and thickness of the shell elements must be adjusted to 

achieve a realistic model. 

The WAAM stock is initially discretized by shell elements, as shown in Figure 6.9. 
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(a) (b)  

Figure 6.9: Test case discretized by shell elements: traditional (a) and 3D (b) representations. 

It must be pointed out that the model shown in Figure 6.9 do not represent the whole 

test case. The airfoil is modelled by using shell elements, but the substrate is not completely 

discretized. As shown by Figure 6.8 (a), during the milling process the substrate is clamped 

inside a vise. Therefore, its contribution to the dynamics of the airfoil is negligible. In this 

work a reduced portion of the substrate in the vicinity of the airfoil is modelled by solid 

elements to reproduce the local stiffness effect. The substrate is then blocked by single point 

constraints. 

A correct evaluation of the workpiece changing dynamics requires to take the material 

removal into account. Hence, the FE model must be continuously updated, according to the 

tool position along the milling toolpath. For this reason, a general algorithm was developed 

to modify the nodal thicknesses, according to the tool engagement obtained by a post-

processing of the G-code. First, the proposed algorithm associates each node of the FE model 

to a point of the G-code, based on the minimum distance criterion, as shown in Figure 6.10. 

 

 

Figure 6.10:Association between FE model nodes and G-code points. 
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Basically, the toolpath is discretized considering a reduced set of line block, 

corresponding to the nodes position of the FE model. This enables to use a mesh size coarser 

than the G-code resolution. 

Based on the identified correspondence, the algorithm calculates the engagement by 

intersecting the geometry of the tool with the one of the machined surface, as shown in 

Figure 6.11 (a). 

 

(a) (b)  

Figure 6.11: Stock geometry updating: calculation of the engagement (a) updated FE model (b). 

The calculated engagements are then used to update the nodal thickness of the shell 

elements, as shown by Figure 6.11 (b). This procedure enables to calculate workpiece FRFs 

per each driving point of the milling toolpath, considering the material removal. Figure 6.12 

shows an example of the calculated workpiece FRF: the FRF at the leading edge in the 

direction normal to the camber line are evaluated at different distances from the base (i.e. the 

substrate). This figure highlights a significant shift of the resonance frequency, confirming 

the dependency of the workpiece FRFs on the position of the driving point and on the 

removed material. 

 

Figure 6.12: Workpiece FRFs evaluated at the leading edge at different distances from the base. 
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For the FRFs calculation this work used the commercial FE solver MSC Nastran. The 

FRFs calculation was carried out using the modal superposition method to increase the 

computational efficiency. The material properties used in the simulation were set according 

to the following values: Young’s modulus 2.0e+5 MPa, mass density 7.85e+3 kg/m3, Poisson 

ratio 0.31, structural damping coefficient 5.0e-3. The calculation of the FRFs for the test case 

took about 2 hr. and 8 minutes on an 8 cores workstation. In this time more than 5000 FRFs 

were calculated, highlighting the computational efficiency of the proposed technique. 

The final step of the proposed algorithm is the composition of the workpiece FRFs 

with the tool contribution. This achieved by summing the tooltip and workpiece FRFs 

according to the orientation of the tool (lead and tilt angle). In this work, the tooltip FRF is 

directly measured by impact testing experiments. It must be pointed out that in the machine 

used in this study the dynamic behavior is almost independent on the direction [185], 

enabling to use a single measurement. Figure 6.13 compares the combined FRF with 

workpiece FRF evaluated at a specific location and with the tooltip one. Despite the 

contribution of the workpiece is dominant in this case, a contribution of the tool dynamics 

can be observed around 1000 Hz. 

 

 

Figure 6.13: Comparison between the workpiece, tooltip and combined FRF. 

The presented technique was implemented in the Matlab software, which has the 

possibility of calling the execution of Nastran simulation to calculate the required FRFs. 

The accuracy of the proposed technique was tested by performing impact testing 

experiments on the workpiece after the roughing phase. The stock model was updated by the 

proposed technique, according to the roughing cycle. The FRFs were then calculated in the 

measurement points using the updated model. These FRFs were compared with the 

experimental data. Figure 6.14 shows an example of such comparison. The test highlights 

that the proposed technique enables an accurate calculation of the workpiece FRFs, 

achieving an error on the modes resonance frequency lower than 5%. Therefore, this test 

confirms that the proposed technique is effective in predicting the changing dynamics of the 

workpiece, allowing to use it for the optimization of the spindle speed. 
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Figure 6.14: Results of the comparison between impact testing FRFs and the calculated ones. 

Optimization strategies: overview 

The proposed approach identifies the dynamics of the tool-workpiece system during 

the whole machining cycle. Hence it can be coupled with any optimization strategy to 

achieve different goals, computing an optimized machining cycle. 

Two main dynamic phenomena could arise in machining thin-walled components: 

forced and chatter vibrations. The former one is always present in milling since the cutting 

forces in milling are time dependent. However, the forced vibrations can have a detrimental 

effect on the workpiece roughness and accuracy if the cutting forces excite the workpiece 

eigenmodes. This condition depends on the frequency content of the cutting forces, namely 

on the spindle speed. On the opposite, chatter is an unstable regenerative phenomenon which 

occurs for specific cutting conditions [177]. In milling, once the axial and radial depths of cut 

are fixed, the occurrence of chatter is related to the selected spindle speed according to the 

stability lobe diagram. Hence the spindle speed is the most suitable parameter for an 

optimization, as already highlighted in the state of the art review. However, the selection of 

spindle speed has conflicting requirements for forced and chatter vibrations. To reduce the 

forced vibrations, the spindle speed should be selected to keep the harmonics of the cutting 

force as far as possible from the resonance frequencies of the system. This condition reduces 

the relative tool-workpiece displacements during the cycle. On the contrary, for chatter 

avoidance the optimal spindle speeds result in cutting force harmonics which excite the 

resonance frequency of the dominant mode [182]. 

According to these considerations, the spindle speed optimization strategy should be 

tailored for the specific application. This work applies three optimization strategies, with the 

aim of showing the potential applications of the proposed approach. 

Strategy A. Chatter avoidance strategy using an optimized spindle speed, constant 

throughout all the cycle. 

Strategy B. Strategy that aims at minimizing the effect of forced vibrations. 

Strategy C. Chatter avoidance strategy using an optimized spindle speed variable throughout 

all the cycle. 

All the strategies were applied to the finishing phase of the test case milling cycle. 

The fundamental input was the dynamic behavior of the system at the cutting points, 

computed by the proposed technique. The following paragraphs outlines the tested 

optimization strategies. 
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Optimization strategies: strategy A 

The aim of this strategy is to avoid chatter occurrence by selecting an optimal spindle 

speed, constant throughout all the machining cycle. As earlier mentioned, the best condition 

to avoid chatter occurrence is to select a spindle speed that allows one of the cutting force 

harmonics to excite the dominant mode of the combined tool-workpiece FRF. In milling, the 

cutting forces are time-dependent periodic functions. The main frequency of such signals is 

the tooth pass frequency, defined by Eq. 51: 

 

𝑓𝑡𝑝 =
𝑁

60
𝑛𝑧 Eq. 51 

 

Where 𝑛𝑧 is the number of flutes of the tool and 𝑁 is the spindle speed. Hence, the 

frequency content of the cutting forces is constituted by all the harmonics of the tooth pass 

frequency. The amplitude of the harmonics depends on the type of tool and on the depths of 

cut [171]. Figure 6.15 shows the Fourier transform of the cutting force component normal to 

the machined surface, for the test case cutting conditions (i.e., 𝑎𝑟 = 0.2 𝑚𝑚, 𝑎𝑝 = 0.5 𝑚𝑚). 

 

 

Figure 6.15: Frequency content of the cutting forces for a peripheral milling operation with a ball 

nose tool. 

Hence, modifying the spindle speed, it is possible to excite different structural 

behaviors of the tool-workpiece response. 

As earlier mentioned, the goal of this optimization strategy is to define a constant 

spindle speed allowing to excite the dominant mode of the combined response. The dominant 

mode is defined as the one which results in the highest magnitude peak in the FRF. Since the 

frequency of the dominant mode changes throughout the whole cycle, an average value of 

the dominant mode frequency was calculated among all the responses of every driving point 

excited during the finishing cycle. Figure 6.16 outlines this averaging operation, showing a 

subset of all the considered FRFs. For the selected test case, this operation calculated an 

average dominant frequency of 1302 Hz. Based on the cutting speed achievable by the 

selected tool it was decided to excite the dominant mode with the 7th harmonic of the 

toothpass frequency. This resulted in a spindle speed of 5580 RPM. 
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Figure 6.16: Outline of the optimization strategy A. 

Optimization strategies: strategy B 

The goal of this strategy is to minimize the effect of the forced vibrations. This is 

achieved by minimizing the relative displacement between the tool and the workpiece. This 

requires the knowledge of the tool-workpiece FRF and of the cutting forces. The combined 

dynamic response is calculated by means of the proposed technique, considering the driving 

point response in a direction perpendicular to the machined surface. A detailed calculation of 

the cutting forces would require the knowledge of the cutting coefficient for the specific 

material-tool couple. However, the cutting force coefficients act as a scale factor on the 

amplitude of cutting force harmonics, namely the relative value of the harmonics is 

independent on such parameters [172]. For the sake of the optimization, achieving a detailed 

calculation of the displacement is not crucial. Thus, using an accurate value of the cutting 

force coefficient is not mandatory. In this work, a pseudo cutting force is defined to perform 

the optimization independently on the cutting coefficients. The cutting forces are simulated 

considering the finishing cutting condition, tool and using standard values of the cutting 

force coefficients for mild steel. The simulation is carried out using the software CutPro. The 

magnitude of the vector sum of the feed and cross feed components of the cutting forces is 

then analyzed in the frequency domain, highlighting its harmonics, as shown in Figure 6.17. 

 

 

Figure 6.17: Weights assigned to the cutting force harmonics for optimization. 
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The amplitude spectrum is then scaled, dividing the amplitude of the harmonics by 

the value of the fundamental one (corresponding to the tooth pass frequency). This leads to 

the definition of a weight (𝑤𝑖) per each harmonic. The set of calculated weights has all the 

information concerning the relative amplitude of the cutting force harmonics. Considering 

the hypothesis in which all the harmonics have phase zero, the relative displacement can be 

expressed as the product of the driving point FRF by the weights, has shown in Eq. 52: 

 

𝐹𝑜𝑏𝑗 =∑𝑤𝑖|𝐺𝑑𝑝(𝑖𝑓𝑡𝑝)|

𝑛

𝑖=1

 Eq. 52 

 

Where 𝐹𝑜𝑏𝑗  is the displacement, i.e. the objective function of the optimization; 

𝐺𝑑𝑝(𝑖𝑓𝑡𝑝)  is the FRF evaluated at the 𝑖𝑡ℎ  harmonic of the toothpass frequency; 𝑛  is the 

number of harmonics considered in the cutting force simulation (in this case 12). Recalling 

Eq. 51, the objective function becomes a direct function of the spindle speed, as shown by 

Eq. 53: 

 

𝐹𝑜𝑏𝑗(𝑁) =∑𝑤𝑖 |𝐺𝑑𝑝(𝑖
𝑁𝑛𝑧
60

)|

𝑛

𝑖=1

 Eq. 53 

 

The optimization consists in minimizing the objective function defined in Eq. 53 for 

each driving point of the FE model. Each optimization is carried out within the spindle speed 

range provided by the tool manufacturer. The minimization of the function was carried out 

using the GA algorithm of the Matlab software [186]. The result is a variable spindle speed 

which is used to update the G-code, resulting in a part program having an assigned spindle 

speed for every line block. An extract of the calculated spindle speed is shown in Figure 

6.18. 

 

 

Figure 6.18: Modulated spindle speed pattern calculated by the optimization strategy B. 

 

The stepwise trend of the spindle speed is due to the dynamic behavior of the 

workpiece. Figure 6.19 shows the first two modes of the airfoil. 
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Figure 6.19: The first two modes of the airfoil during the finishing step 

The first mode is a bending vibration of the trailing edge region, while the second one 

involves mainly the leading edge region. Thus, when the tool is cutting in the vicinity of the 

trailing edge, the optimization returns a spindle speed value which avoids to excite the first 

mode. On the opposite, when the tool is in the vicinity of the trailing edge, the objective 

function is more influenced by the second mode, resulting in a different spindle speed. 

 Optimization strategies: strategy C 

This optimization strategy is based on the same concept of the strategy A, namely to 

avoid chatter occurrence by exciting the dominant mode with one of the tooth pass frequency 

harmonics. However, this strategy does not calculate a constant spindle speed value. On the 

opposite, an optimal spindle speed is calculated for each driving point of the toolpath 

exciting the instantaneous dominant mode. As in the strategy A, the spindle speed was 

calculated to allow the 7th harmonic of the tooth pass frequency to excite the instantaneous 

dominant mode. This resulted in a part program with a variable spindle speed, similar to the 

one produced by B. 

Results and discussion 

The three specimens of the test case were machined by using the depicted 

optimization strategy. The geometry of the resulting airfoils was scanned by means of a 

CMM Mitutoyo Euro Apex C776, to assess the effectiveness of the different optimization 

techniques. Figure 6.20 shows a comparison between the reference geometry and the 

measured one. The compared quantities are the camber line pattern along the chordal 

distance and the blade thickness along the chordal distance. 
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Figure 6.20: Comparison of measured camber lines and airfoil thickness with the reference one. 

The comparison highlights a general agreement between the measured and the 

reference data. The camber line pattern is accurate in all the three specimens. For what 

concerns the thickness, all the optimization strategies led to higher errors in correspondence 

of the leading and trailing edge. This is expected since these areas are the most flexible part 

of the workpiece because of its modal behavior (Figure 6.19). In the same way, the error 

increases with the distance from the substrate with its maximum value at the top of the blade. 

However, this analysis does not highlight any significant difference between the optimization 

strategies. Figure 6.21 shows the error on the blade thickness with respect to the reference 

geometry along the chordal distance and the blade height. 

 

 

Figure 6.21: Thickness error along chordal distance and blade height for the three specimens. 
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Figure 6.22: Comparison of the roughness achieved by using the three optimization strategies. 

It is highlighted that all the three strategies lead to low error, compliant with the 

required tolerances in standard airfoils. However, the specimen manufactured using the 

strategy that aims at reducing the effect of forced vibrations (strategy B), leads to a wavy 

error surface. This was interpreted as an indicator of a poor surface finish. To verify this 

hypothesis, the roughness of the specimens was measured along the chordal distance. The 

results of such tests are shown in Figure 6.22, both in terms of measured surface profiles and 

of surface roughness. The roughness comparison highlights what expected from the analysis 

of the thickness error: the strategy B leads to a higher roughness with respect to both chatter 

avoidance strategies (6.0 μm against 2.1 μm and 2.5 μm). 

The presented results lead to the following conclusions: the chatter avoidance 

strategies were more effective for the specific test case since the chatter vibration was the 

most severe vibration phenomenon. The minimum displacement strategy, tailored to avoid 

forced vibrations, brought the tool-workpiece system to work above the stability limit. No 

significant difference was found between the strategy A and C, namely the constant and 

variable spindle speed chatter avoidance techniques. The reason of this similarity could be 

the dynamic behavior of the combined system: despite the dominant mode significantly 

shifted during the finishing cycle, it did not shifted enough to affect the effectiveness of the 

constant speed strategy. 

In light of these conclusions, the three optimization strategies can be useful, 

depending on the selected depth of cut. Figure 6.23 provides a graphical outline of this 

concept, referring to a stability lobe diagram. 
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Figure 6.23: Applicability ranges of the different optimization strategies. 

The lobe diagram has an asymptotic limit depth of cut (red line in Figure 6.23). Below 

this limit, the spindle speed can be arbitrarily selected without resulting in chatter vibrations. 

Hence, if the selected depth of cut is below this limit, the strategy B is the best suited to 

increase the performances of the process. On the opposite, the chatter avoidance strategy are 

the best suited one if the depth of cut is higher than its asymptotic value. In this case the 

optimization exploits the lobbing effect, ensuring stable cutting conditions. The selection of a 

variable or constant spindle speed strategy depends on the amplitude of the dominant mode 

shifting during the process. 
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6.3. Conclusions and remarks 

This chapter dealt with the issues arising in the second step of the hybrid 

WAAM-milling process, i.e. the milling operations required to achieve the required accuracy 

and surface finish. The aim was to analyze the possible issues that could arise in such 

operation, affecting the outcome of the whole hybrid process. Two aspects were considered: 

the machinability of the WAAM material and the issues arising when milling thin walled 

parts. On the machinability side, the importance of considering the material cutting force 

behavior was highlighted by a machinability analysis of a tool steel. To improve the quality 

of the milling operations of thin walled parts, this thesis proposes an algorithm to calculate 

the changing dynamic behavior of the workpiece. This enables to optimize the spindle speed, 

reducing the detrimental effect of the vibration phenomena. 

In conclusion, to achieve an effective hybrid process, the milling process should be 

carefully planned, considering the technological constraints posed by the WAAM material 

and the geometry of the WAAM workpieces. 

Table 6.6 summarizes the contribution to the state of the art depicted in this chapter. 

 

Table 6.6: Summary of the thesis contributions to the machining of WAAM components. 

Machining of WAAM components 

WAAM material machinability: Thesis contribution 

Machinability analysis of AISI H13 [4]: 

Highlighting of the cutting force variation between AM and wrought material. 

Machining of thin walled components: Thesis contribution 

Changing workpiece dynamics calculation procedure [187]: 

Possibility of optimizing the spindle speed to increase process performances. 

 



 

 

 

7. Conclusions and final remarks 

This thesis deals with the hybrid WAAM-milling process. This technology has 

significant advantages compared to other hybrid techniques: it provides the possibility of 

manufacturing very large parts, the has a high deposition rate, it has a reduced installation 

and feedstock material cost. However, several factors are still limiting its diffusion among 

the manufacturing companies. These drawbacks involve both the steps of the process, 

namely the WAAM deposition and the subsequent finishing by milling. The aim of this PhD 

work is to analyze the criticalities of such process, proposing improvements to the techniques 

currently used to tackle them. 

Since the object of the study is a hybrid process, this thesis is divided in two main 

parts: the first one tackles the WAAM process while the second one is focused on the issues 

arising when milling a component produced by WAAM. 

While milling is a consolidated process, WAAM is still undergoing its development 

stage, requiring large research efforts to increase its technology readiness level. Therefore, 

most of the thesis is dedicated to WAAM. 

The WAAM process uses electric arc welding to deposit layers of metal creating the 

component geometry. Scientific literature highlights that the thermal issues are the most 

severe limitation of this technology. The large amount of heat introduced by the welding arc 

results in a non-temperature field of the workpiece. This can cause significant issues: 

residual stresses, workpiece distortions, uneven material properties and possible part 

collapse. A further analysis highlighted that process macro-scale simulation is a suitable 

strategy to predict the occurrence of the thermal issues and to assess the effectiveness of 

suitable mitigation strategies. The main issue of this approach is to achieve a trade-off 

between simulation accuracy and computational efficiency. This thesis proposes three 

improvements to the state of the art simulation technique: a new heat source model, a new 

technique to include the latent heat of fusion and a technique to reduce the number of 

elements required to discretize the substrate. All the techniques enable to reduce the 

simulation time without resulting in a significant loss of accuracy. The proposed heat source 

model is more closely related to the actual process physics that the state of art one. Hence, it 

does not require tuning operations to achieve accurate results. This results in a reduction of 

the simulation set-up time. The latent heat model enables to increase the simulation time 

step, reducing the overall calculation time. The substrate mesh coarsening technique reduces 

the number of model DOFs, making each simulation step more efficient. All the proposed 

simulation techniques are validated by means of experimental tests, verifying the accuracy in 

predicting both the workpiece temperature and residual deformations. 

Having proposed improvements to the simulation technique, the thesis focuses their 

application to the heat accumulation problem, a detrimental issue responsible for workpiece 
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collapse and material properties unevenness. Unlike for the residual stresses and distortions 

issues, the process simulation was never applied to the heat accumulation. This thesis 

proposes two approaches: the application of jet impingement cooling to increase the heat 

transfer rate to the environment and a simulation based algorithm to schedule idle times 

between the layers allowing the component to cool down. The jet impingement technique 

enables to overcome the limitations of the current cooling systems used in WAAM in terms 

of effectiveness and integration on existing machines. The process simulation is used to 

assess the effectiveness of this cooling system applied to WAAM. A jet impingement model 

is developed and validated. It is then included in the validated simulation of the WAAM 

process. The results of simulations with and without jet impingement are compared. It results 

that the jet impingement cooling enables to limit the increase of both molten pool size and 

interpass temperature, the most detrimental consequence of the heat accumulation. The 

alternative approach used to prevent heat accumulation is to include interlayer idle times. 

The process simulation was applied to define an algorithm that calculates the idle times 

required to achieve the required interpass temperature on a specific workpiece, material and 

process parameters. The algorithm calculates a specific idle time per each layer. This results 

in a resulting in a constant molten pool size. A test case is manufactured using the proposed 

idle times scheduling technique. It is shown that the selected idle times prevent major 

structural collapses, confirming the effectiveness of the proposed approach. 

The second part of the thesis is dedicated to the milling of WAAM components. 

Despite milling is a consolidated process, WAAM processed material and WAAM 

components geometry present specific criticalities. Since achieving an accurate milling 

process is crucial for the performances of the overall hybrid technology, requiring to 

carefully consider the issues related to this phase. 

This thesis identifies two main issues related to the milling of WAAM components: 

the machinability of the WAAM material and the vibrations when milling thin walled parts. 

For what concerns the machinability, this thesis performs machinability tests on a tool steel 

focused on comparing the cutting forces of the AM processed and wrought material. Such 

tests highlight that the AM material shows a significant increase of the cutting forces, 

requiring such aspect to be considered in process planning steps. The other relevant issue is 

posed by the geometries of the WAAM components, involving thin walled features prone to 

vibrations in milling. This thesis develops a simulation based algorithm to predict the 

changing dynamic behavior of the workpiece. This enables to optimize the spindle speed 

pattern during the milling cycle, preventing the detrimental effects caused by tool and 

workpiece vibrations. The proposed technique is validated by impact testing experiments. 

Three different optimization techniques are proposed and applied to machine an actual test 

case. The results in terms of accuracy and surface finish point out that the optimization 

strategy must be carefully selected with respect to the cutting conditions. Nevertheless, it is 

highlighted that a suitable optimization of the spindle speed produces significant 

improvements in terms of surface finish. 

The following table summarizes the thesis contributions to the state of the art. 
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Process simulation 

Novel heat source model tailored for GMAW [1]: 

Increased accuracy and reduction of tuning operations 

Novel latent heat modelling technique [2]: 

Increasing of the minimum time step requirements 

Novel substrate mesh coarsening technique [2] 

Reduction of the DOFs required to discretize the workpiece substrate 

Heat accumulation 

Jet impingement application to WAAM process [3]: 

Increase of the heat transfer rate, constant molten pool size. 

Adaptive idle times scheduling based on FE simulation: 

Constant molten pool size and interpass temperature. 

Milling of WAAM parts 

Machinability analysis of AISI H13 [4]: 

Highlighting of the cutting force variation between AM and wrought material. 

Changing workpiece dynamics calculation procedure [187]: 

Possibility of optimizing the spindle speed to increase process performances. 

Table 7.1: Summary of the thesis contribution to the state of the art 
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In terms of quantitative achievements, the thesis results can be summarized as 

follows: 

• The combined application of the proposed latent heat and heat source models enabled to 

achieve an accuracy of 1.5% in predicting the peak temperature in a WAAM operation. 

• The proposed substrate mesh coarsening technique allowed to reduce the simulation 

time of about 50%, compared to the traditional mesh biasing, achieving an error below 

0.16 mm on workpiece distortions. 

• The numerical validation highlighted the effectiveness of the jet impingement cooling 

in controlling the heat accumulation issue. The test case selected for the validation 

highlighted a reduction of 87% of the molten pool size at the 10th layer, compared to the 

same test case without jet impingement. 

• The proposed idle time selection algorithm resulted in maximum increase of the molten 

pool volume of 15% over the layers of the workpiece. 

Based on the presented activities and results, this thesis draws six main conclusions: 

• The efficiency of WAAM process simulation can be increased without affecting its 

accuracy, provided that the actual process physics is considered when introducing 

simplifying assumptions. 

• FE modeling is crucial in predicting the outcome of the WAAM process, both in 

thermal and mechanical domains. 

• The heat accumulation is a further issue which can be effectively overcome using the 

process simulation. Moreover, process modelling provides the possibility of carrying 

out virtual what if analysis, enabling a time and cost-efficient investigation of the 

WAAM process. 

• Achieving a successful hybrid operation requires a careful planning of the post process 

milling. 

• The impact of WAAM process on the specific cutting forces should be considered. 

More generally, the WAAM process affects the material behavior which can result in 

complications during the machining step. 

• Besides the WAAM step, the FE simulation is a useful tool to increase the performance 

of the post process milling. Its usage in predicting workpiece dynamics is crucial to 

optimize the spindle speed. 

The results achieved in this thesis provided the following ideas for future works: 

• Introduce further simplification to the FE model of the WAAM process, developing a 

simulation technique specifically tailored for the idle times calculations. 

• Analyzing the effect of jet impingement and adaptive idle times on the mechanical 

properties of the WAAM material through process simulations and experiment. 

• Identify a correlation between the cutting force coefficients and the material thermal 

history during the WAAM deposition, enabling a fully predictive approach for the 

calculation of the cutting force. 

• Identifying a single comprehensive strategy to optimize the spindle speed. The goal 

would be developing an approach which would allow to consider both forced and 

chatter vibrations. 
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