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Introduction

For an orthogonal representation (G, V ) of a compact Lie group G on a finite
dimensional euclidean vector space V , the orbit space V/G is one of the most im-
portant invariants: indeed, its metric structure encodes the information about the
horizontal geometry of V with respect to the orbits. It seems then an interesting
task to try to understand which algebraic properties of the representation can be
recovered by the metric space V/G.

This new point of view in Representation Theory has been recently introduced
by Claudio Gorodski and Alexander Lytchak (cf. [19]). In order to address the
issue, they call two representations (G, V ), (G′, V ′) quotient-equivalent if their
orbit spaces are isometric; in this way one is interested in looking for properties
which depend only on quotient-equivalent classes. For instance, in [19] it is proved
that, for a representation (G, V ), all G-invariant subspaces of V can be recognized
metrically; in particular irreducibility of (G, V ) is a property that does not change
in its quotient-equivalence class. Also the cohomogeneity of (G, V ) depends only
on the quotient space V/G, since it equals dimV/G.

In Mathematics one often tries to reduce a given problem to a lower dimensional
one having the same feautures one is interested in. In our context we are interested
in lowering the dimension of the group; more precisely, given a representation
(G, V ), we need to consider representations (G′, V ′) which are quotient equivalent
to (G, V ) and satisfy dimG′ < dimG. Such representations are called reductions
of (G, V ). If in addition dimG′ is minimal, then (G′, V ′) is said to be reduced, and
the number dimG′ is called the abstract copolarity of (G, V ) (cf. [19]). Since the
horizontal information is unchanged, one then hopes to recover propeties of (G, V )
by studying (G′, V ′).

An extremal situation occurs when (G, V ) is polar (cf. [4, 12, 35, 36]). In
this case, there is a subspace Σ of V , called a section, which intersects all orbits
perpendicularly. The subgroup N of G consisting of the elements which preserves
Σ acts on it with a kernel that we quotient out; the effective action (Γ,Σ) ob-
tained with this procedure is quotient-equivalent to (G, V ) and dim Γ = 0. For
a representation, the existence of sections is equivalent to the integrability of the
horizontal distribution; in particular, polarity is a property that depends only on
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quotient-equivalent classes. In fact, it is possible to prove that a representation is
polar if and only if it has abstract copolarity 0 (cf. [19]).

In [22] the notion of polarity is generalized. Given a representation (G, V ), a
subspace Σ of V is called a generalized section, or, more precisely, a k-section, if it
intersects all orbits, and contains the normal space to principal orbits it meets at
each intersection point with codimension k. The minimum of all such k is called
the copolarity of ρ. Denoting by N (resp. Z) the subgroup of G consisting of
the elements that preserve Σ (resp. that fix Σ pointwisely), the group N̄ := N/Z
acts on Σ and the representations (G, V ), (N̄ ,Σ) are quotient-equivalent. Since
the copolarity of (G, V ) equals dim N̄ , we see that it bounds above the abstract
copolarity of (G, V ). If (G, V ) has non-trivial principal isotropy group H, the fixed
point space V H of H on V provides a proper generalized section for (G, V ).

At this point it seems interesting to look for relationships between cohomo-
geneity, abstract copolarity and copolarity of a given representation (G, V ) (cf.
[19, Question 1.15]). Note that the first two invariants are constant within the
quotient-equivalent class of (G, V ), but it is not known whether also the third one
is.

The problem above has been investigated only in some particulare cases (cf.
[22, 19, 37]). For instance, we have already mentioned the fact that a representation
is polar (i.e. is of copolarity 0) if and only if it has abstract copolarity 0. One of
the goals of this thesis is to show that a representation has copolarity 1 if and only
if it has abstract copolarity 1 (cf. Corollary 3.2.4, or [37]).

Concerning relationships between copolarity and cohomogeneity, polar repre-
sentations seem to behave very wildly: indeed, for any n ∈ N there exists a polar
representation with cohomogeneity n. If we allow the copolarity to be greater than
zero, the situation becomes much more rigid. For instance, in [19, 22] it has been
proved that if an irreducible representation has copolarity k, 1 ≤ k ≤ 6, then
its cohomogeneity is k + 2. More generally, an irreducible representation which
admits a minimal reduction (G, V ) where the identity component G◦ of G is a
k-dimensional torus must be of cohomogeneity k + 2 (cf. [19]). However the pic-
ture is far from being fully-understood, and in fact in [19] the authors provide an
example of an irreducible representation of cohomogeneity 5 and copolarity 7.

The first goal of this thesis is to generalize the above statements concerning the
relationships between copolarity and abstract copolarity to the reducible case for
low values of the copolarity. Since cohomogeneity is an invariant which depends
only on the quotient-equivalent class of a representation, it is more convenient to
deal with abstract copolarity instead of copolarity; however we shall see that the
theorems obtained in this case imply analogous ones for copolarity (cf. Remark
3.2.13).

Namely, we shall analyze whether a reducible representation of abstract copo-
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larity k ∈ {1, 2} has cohomogeneity k + 2. Actually, this statement turns out
to be false, and trivial counterexamples are constructed as follows. Consider any
representation (H,W ) and, for any n ∈ N, a polar representation (H ′,W ′) of co-
homogeneity n. Then the product (H × H ′,W ⊕W ′), where the group H × H ′
acts componentwisely, has the same copolarity of (H,W ) but cohomogeneity ≥ n.
Thus we have a family of representations with the same copolarity but arbitrarily
large cohomogeneity. This means that the problem we are studying is interesting
only for a smaller class of representations, namely those which are indecompos-
able. A representation is called decomposable if it has the same orbits as the direct
product of two subrepresentations. In the case of abstract copolarity one, we shall
show that the counterexamples described above are the only ones that can occur
(cf. [37]):

Theorem 3.2.1. Let ρ = (H,W ) be a non-reduced, indecomposable representa-
tion of a connected, compact Lie group H of abstract copolarity 1. Then ρ has
cohomogeneity 3.

The case of abstract copolarity 2 is slightly more complicated, and contains
some more counterexamples (cf. [37]):

Theorem 3.2.5. Let ρ = (H,W ) be a non-reduced, indecomposable representation
of a compact, connected Lie group H of abstract copolarity 2. Then either:

1. ρ has cohomogeneity 4, or

2. ρ = ρ1 ⊕ ρ2, where

(a) ρ1 = (H,W1) is orbit-equivalent to the isotropy representation of a rank
2 real grassmannian,

(b) ρ2 = (H,W⊥
1 ) is orbit-equivalent to a non-polar U(1)-representation

without non-trivial fixed points.

Conversely, let ρ1 be the isotropy representation of a rank 2 real grassmannian, ρ2

be a non-polar U(1)-representation without non-trivial fixed points and set ρ :=
ρ1⊕ ρ2. Then ρ is indecomposable, has cohomogeneity 6= 4, and both its copolarity
and abstract copolarity are equal to 2.

We feel the need to remark here that the proof of these statements heavily
relies on the fact that, if the abstract copolarity of (H,W ) is either 1 or 2, then
the identity component of the group G of any minimal reduction (G, V ) of (H,W )
must be a torus. As a Corollary, we shall see that representations of copolarity 1
are exactly those of abstract copolarity 1.
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The second goal of this thesis is to study more closely the class of representa-
tions that admit a toric reduction. This class generalizes that of polar representa-
tions; and indeed, representations that admit a toric reduction have many features
in common with the polar ones. For instance, it is well-known that any slice rep-
resentation and any invariant subspace of a polar representation is polar as well.
Similarly, we shall see that any slice representation and any invariant subspace of
a representation admitting a toric reduction also admits a toric reduction.

Irreducible representations (H,W ) with a toric reduction have been classified
in [20]. In this thesis we shall classify the reducible ones when the group H is
simple. Namely, we shall prove the following:

Theorem 3.3.1. Assume that H is a compact, connected, simple Lie group, and
let (H,W ) be an effective, non-reduced, reducible, indecomposable representation
of H that admits a toric reduction. If (H,W ) is non-polar, then it is one of the
following representations:

H W

SO(n) Rn ⊕ Rn

G2 R7 ⊕ R7

Spin(7) R8 ⊕ R8

Sp(2) R5 ⊕ C4

Spin(9) R9 ⊕ R16

Spin(8) R8
0 ⊕ R8

+ ⊕ R8
−

Here R8
0 denotes the standard representation of Spin(8), while R8

+, R8
− denote its

half spin representations.

The work is organized as follows. Chapter 1 is dedicated to the Theory of
Actions of Lie groups. After having recalled the most basic results in this field
(Sections 1.1-1.4), we pass to define, following [22], the notion of copolarity for
an isometric action (Section 1.5). Then, in Section 1.6, we formally define the
metric distance on the orbit space of an action, and recall its main properties (cf.
[7, 9]). Finally, in Section 1.7, we intoduce and discuss the notion of reduction for
an action, showing in particular that any proper generlized section gives rise to a
reduction (cf. [19]).

Chapter 2 is dedicated to Representation Theory. First, in Section 2.1, we racall
the main basic tools and definitions from the theory (mainly following [1, 8]). In
Sections 2.2, 2.3 we apply the theory of reductions to the case of representations,
stating and proving the most simple results from [19] that will be used later. In
particular, Section 2.2 is mainly dedicated to the proof of the fact that the invariant
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subspaces of a representation (G, V ) can be recognized metrically in the orbit space
V/G. Here we point out a simple consequence of this fact, well-known to the
experts, for which, as far as we know, there is still no proof in literature: namely,
we show that also the isotypical components of a representation (G, V ) can be
recognized metrically in V/G (cf. Proposition 2.2.13). In Section 2.4 we introduce
one of the most important technical notions of this thesis, namely decomposability
of representations. In particular, following [37], we explain the definition, and go
through its main properties. Finally, in Section 2.5, we study, following [37],
representations of tori, proving two criteria for their indecomposability and for the
existence in them of proper generalized sections (cf. Propositions 2.5.8, 2.5.12).

Chapter 3 is the heart of the thesis. In Section 3.1 we formally define repre-
sentations admitting a toric reduction, and prove some of their basic properties
(some of which can be also found in [37]). Section 3.2 is dedicated to the proof of
Theorems 3.2.1, 3.2.5, which represent the main results of [37]. Finally in Section
3.3 we prove Theorem 3.3.1.
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Chapter 1

Lie group actions

1.1 Elementary definitions

Let M be a smooth manifold and G a Lie group.

Definition 1.1.1. A (smooth) action of G on M is a smooth map

Θ : G×M →M

(g, p) 7→ g · p

so that:

1. g · (h · p) = (gh) · p for all g, h ∈ G, p ∈M ;

2. e · p = p for all p ∈M , if e denotes the identity element of G.

If Θ, Θ′ are actions of G on the manifolds M , M ′ respectively, we say that a
smooth map f : M →M ′ is G-equivariant if

f(g · p) = g · f(p), ∀ g ∈ G, ∀ p ∈M.

Θ and Θ′ are said to be equivalent if there exists a G-equivariant diffeomorphism
f : M →M ′.

Note that an action Θ of the group G on a manifold M induces an homomor-
phism ρΘ : G→ Diff(M) of G into the group Diff(M) of all diffeomorphism of M .
Clearly ker ρΘ is a closed normal subgroup of G; we say that Θ is:

1. effective, or faithful, if ker ρΘ is trivial;

2. quasi-effective if ker ρΘ is finite.

1
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Given p ∈M , the isotropy group at p is the closed subgroup Gp of G given by

Gp := {g ∈ G | g · p = p}.

An action is called free if Gp is trivial for all p ∈M .
If p ∈M , the G-orbit through p is the set

G · p := {g · p | g ∈ G}.

Clearly the orbits provide a partition of the manifold M . The space M/G of all
orbits, endowed with the quotient topology, is called orbit space. We consider now
the map

ι : G/Gp →M

gGp 7→ g · p,

whose range coincides with the orbit G ·p. It is not hard to show that ι is smooth,
injective and that its differential has maximum rank at each point; in particular
G · p is a submanifold of M . Under some additional hypothesis on the action (i.e.
properness), it is possible to prove also that ι is a homeomorphism onto its image
if and only if the set G ·p is relatively closed inM . However we remark here that in
the most important case to us, namely when G is compact, all orbits are obviously
regularly embedded in M .

1.2 The Slice Theorem
We shall always assume henceforth that the Lie group G is compact; however much
of what we are going to say can be proved in the more general setting of proper
actions (cf. [15] for more details).

The main tool in the study of Lie group actions is the concept of slice, which
we are going to define:

Definition 1.2.1. Let M be a smooth manifold on which a compact Lie group G
is acting, and fix p ∈M . A submanifold S through p is called a slice if:

1. the set G · S := {g · s | g ∈ G, s ∈ S} is open in M ;

2. if g ∈ G, s ∈ S, then g · s ∈ S if and only if g ∈ Gp.

Note that by definition Gp acts on S and we can define a G-equivariant map
f : G · S → G/Gp by f(g · s) = gGp. The next result provides a slice through any
point p ∈M .
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Theorem 1.2.2 (Slice Theorem). Let G a compact Lie group acting on a manifold
M . If p ∈M , there exists a slice S through p.

Proof. Clearly Gp is compact, so there exists a Gp-invariant Riemannian metric g
on M . For r > 0 we define D(r) := {v ∈ Tp(G · p)⊥ | g(v, v) < r}; we shall prove
that Sr := expp(D(r)) is a slice if r is chosen small enough.

Let g, k be the Lie algebras of G and Gp respectively, and let m be a complement
of k in g. We choose a neighborhood V of the origin in m so that the exponential
map exp |V of the group G is a diffeomorphism onto its image, and set P :=
{exp(v) | v ∈ V }. Next we define the map

α : Sr × P →M

(s, g) 7→ g · s

it is easily verified that dα(p,e) has maximal rank, so α provides a diffeomorphism
of an open neighborhood U ×W of (p, e) onto an open neighborhood Up of p in
M . We may assume U = Sr, W = P , up to choose a smaller r and a smaller V ;
so A := α(Sr × P ) is open in M . Then if g0 ∈ G, s0 ∈ S, we have that g0 · A is
an open neighborhood of g0 · s0 contained in G · Sr, showing that the latter is an
open set.

Suppose now that, for any r > 0, Sr does not verify property (2) in Definition
1.2.1. Then we may find two sequences {xn}n∈N, {yn}n∈N converging to p so that
xn, yn ∈ S 1

n
, gn ·xn = yn, for suitable gn ∈ G and for all n ∈ N. Since G is compact

we may assume {gn}n∈N → g, for some g ∈ G. Clearly g ∈ Gp and, up to change
xn with g · xn and gn with gng−1 we may suppose also g = e.

Now, the map m × k 3 (ξ, η) 7→ exp(ξ) exp(η) is a diffeomorphism around the
origin onto a neighborhood of e ∈ G, so, if n is big enough, we can write gn = anbn
for some an ∈ P , bn ∈ Gp, an 6= e. For such values of n we then have

α(bn · xn, an) = (anbn) · xn = gn · xn = yn = α(yn, e).

Since bn·xn ∈ Sr and α is injective, we deduce bn·xn = yn and an = e, contradiction.

Using the Slice Theorem we can investigate some basic topological properties
of the orbit space. First we denote by π : M → M/G the canonical projection,
and recall that by definition M/G is endowed with the quotient topology induced
by π. Then notice that π is open, so M/G is second countable if M is. The next
result shows that, moreover, M/G is locally compact and Hausdorff.

Lemma 1.2.3. If G is compact, the quotient space M/G is locally compact and
Hausdorff.
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Proof. Fix π(x) ∈ M/G, and let S be a slice through x. Clearly π(S) = π(G · S)
is open in M/G; moreover, since S = expx(D(r)) for some r > 0, where D(r) is a
ball in an euclidean space, we have S̄ = expx(D(r)), so it is compact. Hence π(S)
is a relatively compact neighborhood of π(x) in M/G.

In order to show that M/G is Hausdorff, we need only to prove that the set
R := {(x, g · x) ∈ M × M | x ∈ M, g ∈ G} is closed in M × M . Indeed, if
{(xn, gn · xn)}n∈N ⊆ R converges to (x, y), we may assume {gn}n∈N → g ∈ G, so
y = lim gn · xn = g · x and (x, y) ∈ R.

1.3 Isometric actions

In the following pages we shall be mainly interested in actions of Lie groups on
Riemannian manifolds. The notion of compatibility between the action and the
Riemannian structure is given in the following:

Definition 1.3.1. Let G be a compact Lie group acting on a Riemannian manifold
(M,g). We say that the action is isometric if for any g ∈ G the diffeomorphism
M →M given by p 7→ g · p is an isometry for the Riemannian structure g. In this
case we say that g is a G-invariant metric on M .

In other words an action is called isometric if the induced homomorphism
ρ : G → Diff(M) takes its values in Iso(M,g) (the group of all isometries of
(M,g)). Note that conversely, Iso(M,g) being a Lie group (cf. [27]), any Lie
group homomorphism ρ : G→ Iso(M,g) gives rise to an isometric action of G on
(M,g). We shall often denote such an by ρ = (G,M,g), or simply by ρ = (G,M)
if the metric is clear from the context.

Remark 1.3.2. If G is compact and M is second countable, any action of G on M
is isometric with respect to a suitable Riemannian structure on M . It is possible
to prove that such a metric can be chosen to be complete (cf. [33]).

Some simple, nevertheless important, properties of isometric actions are given
in the following Lemmas:

Lemma 1.3.3. Let (G,M) be an isometric action, and γ : [a, b]→M a geodesic.
If γ is perpendicular to the orbit G · γ(t0) for a suitable t0 ∈ [a, b], then it is
perpendicular to the orbit G · γ(t) for every t ∈ [a, b].

Proof. Denote by g the Lie algebra of G, and, for any X ∈ g, define a vector field
X∗ on M by:

X∗p :=
d
dt

∣∣∣∣
t=0

exp(tX) · p, ∀ p ∈M. (1.1)
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Since G acts by isometries, X∗ is Killing, so, denoting by 〈·, ·〉 the G-invariant
Riemannian metric onM , we have that the quantity 〈X∗ ◦γ, γ′〉 is constant. Now,
it is easily seen that the set {X∗p | X ∈ g} coincides with Tp(G · p), therefore the
assumption implies

〈X∗ ◦ γ, γ′〉|t0 = 0, ∀X ∈ g,

and the result follows.

Lemma 1.3.4. Let (G,M) be an isometric action of the compact Lie group G on
the connected, complete Riemannian manifold M . If p ∈ M and O is a G-orbit,
there exist a minimizing geodesic γ : [a, b] → G so that γ(a) = p, γ(b) ∈ O.
Morover such geodesic is perpendicular to every orbit it meets.

Proof. Denote by 〈·, ·〉 the complete G-invariant Riemannian metric on M , and
by d the distance induced by 〈·, ·〉 on M . Since O is compact there exists q ∈ O

so that d(p, q) = d(p,O), and since 〈·, ·〉 is complete there exists a minimizing
geodesic γ : [a, b]→M so that γ(a) = p, γ(b) = q ∈ O. Now, by the first variation
formula, γ is perpendicular to O, so the result follows from Lemma 1.3.3.

We now wish to describe locally an isometric action of a compact Lie group G
on a complete Riemannian manifold (M,g); observe that, by Remark 1.3.2, the
assumptions of isometricity of the action and completeness of the metric are not
restrictive.

If O is an orbit of (G,M), we can consider the normal bundle to O, i.e. the
bundle on O defined by

νO :=
⋃
p∈O

νpO,

where
νpO := {v ∈ TpM | g(v, TpO) = 0} = (TpO)⊥.

We shall now see how νO can be used to describe the action of G on M in a
suitable neighborhood of O. First we define an action of G on νO:

g · v := dgσ(v)(v), ∀ v ∈ νO, ∀g ∈ G, (1.2)

where σ : νO→ O is the canonical projection. Since (M,g) is complete we have a
well-defined map

Exp : νO→M

v 7→ expσ(v)(v),

satisfying:
g · Exp(v) = Exp(g · v), ∀ v ∈ νO, ∀ g ∈ G.
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Now fix p ∈ O, end consider dExpp|TpO, dExpp|νpO (here we are identifying O

with the zero section in νO). Since they both are the identity, there exists a
neighborhood Up of p in νO so that Exp is a diffeomorphism of Up onto an open
set of M containing p.

Choose R 3 r > 0 so that Br := {v ∈ νpO | gp(v, v) < r2} ⊆ Up, and define

Ar := G ·Br = {v ∈ νO | gσ(v)(v, v) < r2}.

It is clear that Ar is G-invariant and that Exp|Ar is locally a diffeomorphism. We
shall show that Exp|Ar is in fact a diffeomorphism onto its image if we choose
r > 0 small enough.

Assume by contradiction that this is not true; then there exist two sequences
{vn}n∈N, {wn}n∈N so that

vn, wn ∈ A1/n, vn 6= wn, Exp(vn) = Exp(wn), ∀n ∈ N.

Using that G is compact, we may assume that σ(vn)→ p, so

Exp(wn) = Exp(vn)→ p.

Let d be the distance on M induced by g, and observe that

d(σ(wn),Exp(wn)) = d(σ(wn), expσ(wn)(wn)) ≤ 1

n
.

We can now choose δ > 0 so that

C := {v ∈ νO | d(p, σ(v)) < δ, g(v, v) < δ2} ⊆ Up.

From
d(p, σ(wn)) ≤ d(p,Exp(wn)) + d(σ(wn),Exp(wn))

we get d(p, σ(wn))→ 0, hence {wn}n∈N ⊆ C for any n large enough. On the other
hand {vn}n∈N ⊆ Up for any n large enough, so, by the injectivity of Exp on Up we
deduce vn = wn for such values of n, contradiction.

So we have proved that Exp|Ar is a diffeomorphism for a suitable value of
r > 0. The image T(O) := Exp(Ar) is a G-invariant open neighborhood of O
which is called tubular neighborhood, or simply tube, around O.

Notice that the action of G on νO is equivalent to that on T(O). Indeed, a
G-equivariant diffeomorphism between νO and T(O) is given by the map ΦO :=
Exp ◦ ψ : νO→ T(O), where

ψ : νO→ Ar

v 7→ rv

1 + g(v, v)1/2
.
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Hence the study of the action of G on the neighborhood T(O) of O reduces to the
study of the action of G on νO.

Finally we notice that, if p ∈ O, formula (1.2) defines an action of the compact
Lie group Gp on the vector space νpO; it is called the slice representation at p. It
is easily seen that the map

G×Gp νpO→ νO

[(g, v)] 7→ g · v

is a G-equivariant diffeomorphism; here G ×Gp νpO denotes the quotient space
G×νpO
Gp

, where Gp acts on G× νpO by the rule

h · (g, v) 7→ (gh−1, h · v), ∀ g, h ∈ G, ∀ v ∈ νpO.

The Gp-orbit of an element (g, v) ∈ G × νpO is denoted by [(g, v)]. Note that G
acts on G×Gp νpO as follows:

a · [(g, v)] := [(ag, v)], ∀ a, g ∈ G, ∀ v ∈ νpO.

We summarize what we have obtained so far in the following:

Theorem 1.3.5 (Tube Theorem). Let G be a compact Lie group acting on a second
countable manifold M . Then for any orbit O = G · p of the action, there exist a
G-invariant open neighborhood T(O) of O and a G-equivariant diffeomorphism

Ψ : G×Gp νpO→ T(O),

where νpO denotes the normal space to O at p with respect to any G-invariant
complete Riemannian metric on M .

The identification Ψ above requires a rescaling to pass from the whole vector
space νpO to the ball Br ⊆ νpO centred at the origin and of radius r. We can avoid
the scaling process simply considering the space G ×Gp Br instead of G ×Gp νpO,
and observing that the map Φ : G×Gp Br → T defined by

Φ : [(g, v)] 7→ Exp(g · v) = expp(g · v), ∀ g ∈ G, ∀ v ∈ Br

is a G-equivariant diffeomorphism. Note that, if r is chosen sufficiently small, the
set consisting of the points [(e, v)], v ∈ Br, identifies with expp(Br), which is a
slice through p.
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1.4 Orbit types
Let G be a compact Lie group acting on a second countable manifold M ; in this
section we shall describe, following [6, Chapter 9], how to hierarchize the orbit
space M/G. Thanks to Remark 1.3.2 we may, and always will, assume that M is
endowed with a complete G-invariant Riemannian metric g. We begin with some
definitions:

Definition 1.4.1. We shall denote by T the set of conjugacy classes of compact
subgroups of G. For every p ∈ M , we call orbit type of p, or simply type of p, the
class [Gp] of Gp in T.

Clearly two points of the same orbit are of the same type; and two orbits are
of the same type if and only if they are G-equivalent.

Definition 1.4.2. For every t ∈ T denote by M(t) the set of points of M of type
t, i.e. the union of orbits of type t; this is a G-invariant subset of M . If H ∈ t, we
also write M(H) for M(t).

For example, M(G) is the closed subspace of M consisting of the points fixed
by G. It will be often denoted by MG.

We can define an order � on T as follows: given t, t′ ∈ T, we say that t � t′

if there exixst H ∈ t, H ′ ∈ t′ so that H ′ ⊆ H. This relation is actually well-
defined and it is obviously reflexive. In order to prove anti-simmetry, we observe
that if t � t′ and t′ � t, then there exist H,K ∈ t, H ′, K ′ ∈ t′ so that H ⊇ H ′,
K ′ ⊇ K. On the other hand H ′ = gK ′g−1, K = hHh−1 for suitable g, h ∈ G,
so H ⊇ H ′ ⊇ gKg−1 = ghH(gh)−1, which imples H = ghH(gh)−1 (since they
are two Lie subgroups of G with the same identity component and the same finite
number of connected components). So [H] = [H ′], i.e. t = t′. Transitivity of � is
proved similarly.
Remark 1.4.3. The same kind of argument used above to prove the shew-simmetry
of � allows us to show that for any chain in (T,�) of the form

· · · � ti � ti+1 � ti+2 � · · ·

there exists N ∈ N such that tn = tn+1 for every n ≥ N . Indeed, we can associate
to any such chain a decreasing sequence {Hn}n∈N of compact subgroups of G; so
for n large enough Hn and Hn+1 share the same identity component and the same
finite number of connected components and are, therefore, equal to each other.

If O, O′ are orbits of the action (G,M) of type t, t′ respectively, then t � t′ if
and only if there exists a G-equivariant map (necessarily a surjective submersion)
O′ → O. If p, p′ ∈ M are of type t, t′ respectively, then t ≤ t′ if and only if there
exists g ∈ G so that gGp′g

−1 ⊆ Gp.
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Theorem 1.4.4. Let G be a compact Lie group acting on a second countable
manifold M .

1. Let p ∈ M and t ∈ T its orbit type; there exists a G-invariant open neigh-
borhood T of p so that, for any point q ∈ T, the orbit type of q is � t.

2. For all t ∈ T, M(t) is an embedded G-invariant submanifold of M , and the
canonical projection M(t) →M(t)/G is a bundle.

3. If the orbit space M/G is connected, the set T has a (unique) maximum τ .
Moreover M(τ) is a dense open subset of M and M(τ)/G is connected.

Proof. Fix p ∈ M . In order to prove (1) and (2) we may restrict to a tubular
neighborhood T of the orbit O := G · p, hence we may suppose that M is of the
form G×H νpO, where H := Gp. In this identification p corresponds to the point
[(e, O)] ∈ G×H νpO.

If q := [(g, v)] ∈ G ×H νpO, a ∈ G fixes q if and only if a ∈ gHvg
−1. So Gq is

conjugate to the subgroup Hv of H = Gp, proving that q is of type � t, hence (1).
Moreover, q is of type t if and only if Gq is conjugate to H in G, or equivalently
if Hv is conjugate to H in G. Since Hv ⊆ H this implies Hv = H, so v is fixed
by H. If W denotes the subspace of νpO consisting of the elements fixed by H, it
follows that M(t) can be identified with G×H W = G

H
×W , hence (2).

We now prove (3) by induction on dimM , the assertion being clear for dimM =
0. Assume now the result true in any dimension < n = dimM , and let τ be a
maximal element in (T,�) (which exists by Remark 1.4.3).

We claim that if A ⊆ M(τ) is a non-empty G-invariant set which is open and
closed in M(τ), then A is dense in M .

It is enough to show that, for any x ∈ A, Tx ∩ A is dense in Tx, Tx being a
tubular neighborhood around the orbit G · x. So we may assume that M is of the
formG×HV , where V := νx(G·x) andH := Gx; in this identification x corresponds
to the point [(e, O)]. In order to simplify the notation we set T := G×H V .

Suppose first that H acts trivially on V . Then T/G = V , which is connected,
and A/G is open and closed in T/G, so A/G = T/G and A = T.

Now assume that H acts non-trivially on V , and let S be the unit sphere in
V . We note that S/H is connected: indeed this is obvious if dimS ≥ 1; if instead
dimS = 0 and S consists of two points, we have that S/H is the one-point space
because H acts non-trivially on V and hence on S.

Set Y := G×HS, which is a closed, G-invariant submanifold of T of codimension
1, and notice that Y/G = S/H is connected. By the induction hypothesis, there
exists a maximal orbit type θ for Y , the set Y(θ) is open and dense in Y , and Y(θ)/G
is connected. Consider now the action of R+ on T given by

λ · [(g, v)] := [(g, λv)], ∀λ ∈ R+, ∀ [(g, v)] ∈ T.
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Clearly T(θ) contains R+ · Y(θ), which is open and dense in T. Since T(τ) is open in
T by (1), we deduce T(τ) ∩T(θ) 6= ∅, so θ = τ and T(τ) is dense in T. Now, T(τ)/G
contains (R+ · Y(θ))/G as an open and dense subset, and the latter is connected
since it is homeomorphic to R+ × Y(θ)

G
. Thus T(τ)/G is itself connected, and must

coincide with A/G, the latter being open and closed in the former. This implies
A = T(τ), which is dense in T, as claimed.

We may now finish the proof of (3). First M(τ) is open in M by (1) and dense
in M by the claim. Let B ⊆M(τ)/G be a non-empty open and closed subset, and
set A := π−1(B), π : M(τ) →M(τ)/G being the canonical projection. By the claim
Ā = M , hence A = M(τ) and B = M(τ)/G. This proves that M(τ)/G is connected.

Finally, let t ∈ T be any orbit type, and let U be an open neighborhood of
a point p ∈ M of type t satisfying the condition in (1). Since M(τ) is dense, it
intersects U , so τ � t and τ is the unique maximum of (T,�).

Remark 1.4.5. We notice here that, if t ∈ T, the submanifold M(t) of M might
be disconnected, and its connected components might have different dimensions.
Indeed, if p, q are of the same type t, the fixed point space Wp of Gp in νp(G · p)
and Wq of Gq in νq(G · q) need not have the same dimension.

Remark 1.4.6. With the notation of Theorem 1.4.4(3), we have that a point p ∈M
is of type τ if and only if the slice representation at p is trivial. This easily follows
from the proof of Theorem 1.4.4(1).

We can now give the following definitions:

Definition 1.4.7. Let G be a compact Lie group acting on a second countable
manifold M , and denote by τ the maximum of the partially ordered set (T,�). A
point p ∈M is called:

1. principal if the slice representation at p is trivial (i.e. if it belongs to M(τ));

2. exceptional if the slice representation at p is non-trivial and has discrete
orbits;

3. singular if it is neither principal nor exceptional.

An orbit O of the action (G,M) is called principal (resp. exceptional, singular) if
it contains principal (resp. exceptional, singular) points.

With the notation of Theorem 1.4.4(3), we shall often denote the open dense
set M(τ) by Mpr.

We shall now give an alternative description of principal (and exceptional)
orbits. Fix p ∈M so that the orbit G · p has maximal dimension, and identify, as
usual, a tubular neighborhood T of O with G×H V , where H := Gp and V := νpO.
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Note that the set consisting of the points of the form [(e, v)], v ∈ V , identifies
with a slice through p. By Theorem 1.4.4(3) there exists a principal point q ∈ T
of the form [(e, v)]; notice that Gq ⊆ Gp. On the other hand, q being principal,
G · q has maximal dimension, so dimGq = dimGp and Gq, Gp have the same
identity component. Hence p is principal if and only if Gq and Gp have the same
(finite) number of connected components. In any case, for all w ∈ V , the point
q′ := [(e, w)] satisfies Gq′ = (Gp)q′ ⊆ Gp, hence dimGq′ = dimGp is minimal and
the orbit Gp ·q′ has dimension dimGp−dim(Gp)q′ = 0, so is discrete. Summarizing,
we have proved the following:

Proposition 1.4.8. Let p ∈M a point so that the orbit G · p has maximal dimen-
sion. Then p is either principal or exceptional, and p is principal if and only if Gp

has a minimal number of connected components among the isotropy subgroups of
the action (G,M) with the same dimension as Gp.

The next result shows that the orbits of an action are determined by the prin-
cipal ones:

Proposition 1.4.9. Let G1, G2 be two compact Lie groups acting isometrically
on a complete Riemannian manifold M . If there exists p ∈ M principal for both
actions (G1,M), (G2,M) such that G1 · p = G2 · p, then G1 · q = G2 · q for all
q ∈M .

Proof. Fix q ∈M , set O := G1 · p = G2 · p and let γ : [0, `]→M be a minimizing
geodesic joining O and q; without loss of generality we may assume γ(0) = p,
γ(`) = q; furthermore, by Lemma 1.3.4, there exists v ∈ νp(G · p) such that
γ(t) = expp(tv), for all t ∈ [0, `]. Clearly, if gi ∈ Gi, i = 1, 2, we have

g1 · q = g1 · expp(`v) = expg1·p(`g1 · v),

g2 · q = g2 · expp(`v) = expg2·p(`g2 · v),
(1.3)

where we interpret g1 and g2 as isometries M → M in the ususal way. Since
G1 · p = G2 · p, for any fixed g1 ∈ G1 there exists g2 ∈ G2 such that g1 · p = g2 · p.
Now, g−1

2 g1 is an isometry M →M which fixes p and whose differential at p fixes
pointwisely the entire νp(G ·p) (indeed, p is principal; cf. Remark 1.4.6). Therefore
g1 and g2 act as the same isometry on νp(G · p) and by (1.3) we deduce

g1 · q = g2 · q ⊆ G2 · q.

Since g1 ∈ G1 was arbitrarily fixed, we get G1 · q ⊆ G2 · q. In the same way we
prove the other inclusion.

We can now introduce one of the most important (at list from our viewpoint)
invariants that are associated to an action:
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Definition 1.4.10. If O is a principal orbit of the action ρ = (G,M), the num-
ber dimM − dimO is called cohomogeneity of ρ and is denoted by chm(ρ) or by
chm(G,M).

Clearly, if M is connected, chm(G,M) = 0 if and only if G acts transitively on
M .

In order to compute the cohomogeneity of an action, the following result is the
most important tool:

Proposition 1.4.11. The cohomogeneity of an action ρ = (G,M) coincides with
the cohomogeneity of the slice representation at any point p ∈M .

Proof. Fix p ∈M , and identify a tubular neighborhood around the orbit O := G ·p
with G ×H V where, as usual, H := Gp and V := νpO. Since a slice through p
identifies with the set consisting of the points in G×H V of the form [(e, v)], v ∈ V ,
the slice representation identifies with the action defined by

h · [(e, v)] := [(e, h · v)], ∀h ∈ H, ∀ v ∈ V.

We claim that if q ∈ V is principal for the slice representation, then it is principal
for the action (G,M) as well. Indeed, if q′ ∈ V we have (Gp)q′ = Gq′ , so Gq is
conjugate to a subgroup of Gq′ for any q′ ∈ V . If we choose such q′ ∈ V principal
for (G,M) the claim follows. We have then

chm(Gp, V ) = dimV − dimGp · q
= (dimM − dimG+ dimGp)− (dimGp − dimGq)

= dimM − dimG+ dimGq

= dimM − dimG · q = chm(G,M).

Remark 1.4.12. If G is a disconnected group acting on a manifold M , it is clear
that the orbits of the induced action (G◦,M), G◦ being the identity component of
G, are the connected components of the orbits of (G,M). In particular

chm(G,M) = chm(G◦,M).

In the next Proposition we compute the cardinality of the set of all orbit types
of an action:

Proposition 1.4.13. If the compact Lie group G acts on a second countable con-
nected manifold M , the set of all orbit types of (G,M) is at most countable. More-
over, S is finite in the following cases:
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1. if M/G is compact;

2. if M = V is a finite-dimensional vector space on which G acts linearly.

Proof. We use induction on dimM , the case dimM = 0 being obvious. Since the
result is clear when G acts transitively, we may also assume chm(G,M) ≥ 1.

Now suppose the result true for all manifolds with dimension < dimM ; by
second countability ofM , it is enough to prove that, if T is a tubular neighborhood
of M , then the orbit types occurring in T are finite.

Assume T is a tubular neighborhood around the orbit G · p. Note first that
the orbit types in T are in 1-1 correspondance with the orbit types of the slice
representation (Gp, νp(G · p)); moreover, since a point in νp(G · p) different from
the origin has the same orbit type of its projection on the unit sphere, the orbit
types of the slice representation (Gp, νp(G · p)) have finite cardinality if and only
if the orbit types of the induced action of Gp on the unit sphere in νp(G · p) have.
We conclude then using the induction hypothesis (case (1)).

If M/G is compact, we can corver M with a finite number of tubular neigh-
borhood, hence the same argument as above shows that the set of all orbit types
of M is finite in this case.

If M is a finite-dimensional vector space V , then any point different from the
origin has the same orbit type of its projection on the unit sphere, and we conclude
using again the induction hypothesis (case (1)).

We conclude this Section studying more closely the structure on M induced by
the orbit types.

Definition 1.4.14. Let the compact Lie group G act on M , and fix p ∈ M . Set
x := G · p ∈ M/G. The stratum through p, Str(p), is the connected component
containing p of the set M(Gp). The canonical projection of Str(p) in M/G is called
stratum through x and is denoted Str(x).

Now let p ∈M , and set H := Gp, O := G · p. Let T be a tubular neighborhood
around O, which identifies with G ×H νpO. From the proof of Theorem 1.4.4 we
have then that T ∩M(H) identifies with G

H
× (νpO)H ; in particular

dim Str(p) = dimG− dimH + dim(νpO)H ,

and the tangent space to Str(p) at p identifies with TpO⊕(νpO)H . In order to obtain
another useful formula for dim Str(p), denote by MH

0 the connected component
through p of the set MH := {q ∈ M | h · q = q, ∀h ∈ H}. We consider the
surjective map

χ : (G/H)× (MH
0 ∩ T)→ G ·MH

0 ∩ T = Str(p) ∩ T

(gH, q) 7→ g · q
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Observing that the normalizer NG(H) of H in G acts onMH
0 ∩T, we easily deduce

that χ factors through a diffeomorphism

(G/H)×NG(H)/H (MH
0 ∩ T)→ G ·MH

0 ∩ T = Str(p) ∩ T,

where here (G/H)×NG(H)/H (MH
0 ∩T) denotes the orbit space of (G/H)×(MH

0 ∩T)
by the action of NG(H)/H defined as follows:

nH · (gH, q) := (gn−1H,n · q).

Hence
dim Str(p) = dimG− dimNG(H) + dimMH

0 , (1.4)

which is the desired formula. Turning to the dimension of strata in M/G, we note
that, by Theorem 1.4.4, the canonical projection Str(p)→ Str(x) is a bundle (with
fibre G/H), where x is the orbit O = G · p thought as a point of M/G. Hence the
tangent space of Str(x) at x identifies with (νpO)H , and

dim Str(x) = dim(νpO)H .

Denote now the orthogonal complement of (νpO)H in νpO by (νpO)†. We are led
to give the following:

Definition 1.4.15. Using the notation introduced above, the quotient codimen-
sion of Str(x) is the number

qcodim(Str(x)) := chm(H, (νpO)†).

The boundary (in the sense of Alexandrov) of M/G, ∂(M/G), is the closure in
M/G of the union of all strata of quotient codimension 1.

Points in M projecting to strata of quotient codimension 1 will play a funda-
mental role in the sequel; for this reason, they will be called important, or, more
precisely, G-important.

Remark 1.4.16. The definition of quotient codimension is motiveted by the fact
that the cohomogeneity of an action coincides with the Hausdorff dimension of the
orbit space (with respect to a canonical metric structure which will be introduced
in Section 1.6).

1.5 Copolarity of isometric actions
In this Section we are going to associate another very important invariant to an
action (G,M) of a compact Lie group G on a second countable manifold M . This
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invariant, called copolarity, was firstly introduced by Claudio Gorodski, Carlos
Olmos and Ruy Tojeiro in [22]; it generalizes the concept of polar action, which goes
back to Jiri Dadok, Richard S. Palais and Chuu-Lian Terng ([12, 35]). Throughout
the following, g will denote a fixed complete, G-invariant Riemannian metric on
M (cf. Remark 1.3.2).

Definition 1.5.1 (cf. [22]). Let (G,M) be an isometric action of a compact Lie
group G on a complete Riemannian manifold M . Let k ≥ 0 be an integer. A k-
section for (G,M) is a complete, connected, embedded submanifold Σ of M such
that:

1. Σ is totally geodesic in M ;

2. Σ intersects every G-orbit;

3. for any p ∈Mpr ∩Σ, TpΣ contains νp(G · p) as a subspace of codimension k;

4. for any p ∈Mpr ∩ Σ and g ∈ G, g · p ∈ Σ⇒ gΣ = Σ.

Note that if there exists a k-section Σ through a point p ∈ M , then g · Σ is
a k-section through the point g · p. In particular, if a k-section exists, then there
exists a k-section through any point of M . A k-section will be called a generalized
section if we are not interested in the integer k.

Moreover, since a k-section is a connected and totally geodesic submanifold, we
see, using Lemma 1.3.4, that if Σ1 is a k1-section through a principal point p ∈M ,
and Σ2 is a k2-section through the same point p, then then the connected compo-
nent containing p of the intersection Σ1 ∩ Σ2 is a k-section with k ≤ min{k1, k2}.
Since the whole manifold M is trivially an n-section containing p, where n is the
dimension of a principal orbit, we see that there exists exactly one k0-section pass-
ing through p, with k0 minimal. The number k0 clearly does not depend on the
principal point p, but only on the action.

Definition 1.5.2 (cf. [22]). The copolarity of the isometric action (G,M), G a
compact Lie group, M a complete Riemannian manifold, is the number k0 defined
above. It will be denoted by c(G,M).

Clearly c(G,M) ∈ {0, 1, · · · , n}, where n is the dimension of a principal orbit.
If c(G,M) = n, i.e. if M contains no proper generalized section, we say, following
[22], that (G,M) has trivial copolarity.

Definition 1.5.3 (cf. [4, 12, 35, 36]). An isometric action (G,M) is called polar
if c(G,M) = 0. In this case, a 0-section is simply called a section.
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Remark 1.5.4. If we drop the condition (4) in Definition 1.5.1, the corresponding
submanifold Σ is called a pre-section. Note that for a pre-section Σ and g ∈ G,
the set g · Σ is again a pre-section, and also the intersection of two pre-sections is
again a pre-section. Now it is clear that a minimal pre-section fulfills (4), so it is
actually a generalized section. In particular, in order to show that an isometric
action has copolarity ≤ k, it is enough to construct a pre-section which contains
the normal space to all principal orbits it meets with codimension k.

Remark 1.5.5. Since generalized sections are complete and totally geodesic sub-
manifolds, Lemma 1.3.4 implies that, in Definition 1.5.1, condition (2) follows
from condition (3), provided that the latter is non-empty, i.e. if we assume that
Σ contains a principal point.

We shall now prove some useful properties about (generalized) sections and
polar representations that will be used later on. We begin with a Lemma:

Lemma 1.5.6 (cf. [22]). Let (G,M) be an isometric action, p ∈M and v ∈ V :=
νp(G · p). The following statements are equivalent:

1. v is principal for the slice representation at p;

2. there exists ε > 0 so that the points expp(tv), 0 < t < ε, are principal for the
action (G,M).

3. there exists t0 > 0 such that expp(t0v) is principal for the action (G,M).

Proof. (1)⇔ (2). By the Tube Theorem, we may identify a tubular neighborhood
T around G · p to G×Gp Br, where Br is the ball in νp(G · p) centred at the origin
and of radius r, if we choose r > 0 small enough. Then, if we set ε := r, the points
expp(tv), 0 < t < ε, are contained in T and correspond to [(e, tv)] under the above
identification. The same argument as in the proof of Proposition 1.4.11 shows then
that v is principal for the slice representation if and only if [(e, tv)] ≡ expp(tv),
0 < t < ε, is principal for (G,M), as claimed.

(2) ⇒ (3). Obvious.
(3) ⇒ (2). Set q := exp(t0v), choose 0 < ε < min{r, t0} where r is as above,

and notice that

Gexpp(tv) = (Gp)v ⊆ Gq ⊆ Gexpp(tv), 0 < t < ε;

here the last inclusion follows from the fact that the slice representation at q is
trivial (since q is principal for (G,M)), hence an element g which fixes q must
fix any geodesic through q perpendicular to the orbit G · q. So, if 0 < t < ε,
Gexpp(tv) = Gq and expp(tv) is principal.

As a consequence we deduce:
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Proposition 1.5.7. If Σ is a generalized section for the isometric action (G,M),
the set Σpr := Σ ∩Mpr is open and dense in Σ.

Proof. Clearly Σpr is open in Σ. Fix now p ∈ Σ, q ∈ Σpr, and let γ : [0, a]→M a
minimizing geodesic from p to q. Since q ∈ Σ is principal and Σ is totally geodesic,
γ([0, a]) ⊆ Σ. Moreover Lemma 1.5.6 implies that γ(t) ∈ Mpr for every t > 0
sufficiently small, and the result follows.

The next two Lemmas are trivial but often useful:

Lemma 1.5.8. Let (G,M) be an isometric action, and denote by G◦ the iden-
tity component of G. If Σ is a generalized section of (G◦,M), then it is also a
generalized section of (G,M).

In the special case of 0-section we can be more precise:

Lemma 1.5.9. Σ is a section for an isometric action (G,M) if and only if it is a
section for the action (G◦,M). In particular (G,M) is polar if and only if (G◦,M)
is polar.

Generalized sections in M provide generalized sections of the slice representa-
tion:

Proposition 1.5.10. Let (G,M) be an isometric action and Σ a k-section. For
each p ∈ Σ, the intersection TpΣ∩νp(G·p) is a k1-section of the slice representation
at p with k1 ≤ k.

Proof. Set Vp := TpΣ ∩ νp(G · p); clearly it is a connected, complete, embedded
submanifold of νp(G ·p). We shall now prove conditions (1)-(4) in Definition 1.5.1.
Condition (1) is obvious. Condition (3) is equivalent to show that V ⊥p ⊆ Tv(Gp ·v)
for any v ∈ Vp principal for the slice representation (here V ⊥p denotes the orthogonal
complement of Vp in νp(G · p)). Since the slice representation is linear, and using
the Tube Theorem, up to a rescaling of v we may assume that q := expp(v) belongs
to a slice Sp through p. Then q is principal for (G,M). Choose w ∈ V ⊥p , and let
J be the Jacobi field along exp(tv) such that J(0) = O, J ′(0) = w. Clearly J is
everywhere tangent to Sp; in particular d(expp)v(w) = J(1) ∈ νqΣ ⊆ Tq(G · q),
since Σ fulfills (3). The intersection of a G-orbit with the slice Sp is parametrized
by Gp, hence J(1) ∈ Tq(Gp ·q), which is the image of Tv(Gp ·v) under the differential
of the normal exponential map, therefore w ∈ Tv(Gp · v), as claimed.

Condition (2) will follows if can prove that Vp contains principal points for the
slice representation (cf. Remark 1.5.5). Let O be a principal G-orbit, and choose
a connected component B of Σ∩O. Let γ = expp(tv), 0 ≤ t ≤ a, be a minimizing
geodesic in Σ from p to B. Then γ′(a) ∈ Tγ(a)Σ = Tγ(a)B ⊕ νγ(a)(G · γ(a)). On
the other hand, since γ is minimizing, γ′(a) must be perpendicular to B; therefore
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γ′(a) ∈ νγ(a)(G · γ(a)). By Lemma 1.3.3, v = γ′(0) ∈ TpΣ ∩ νp(G · p) = Vp, and we
deduce that v is regular for the slice representation at p thanks to Lemma 1.5.6.

Finally we prove Condition (4). Let v ∈ Vp be a principal point for the slice
representation, and let h ∈ Gp such that h · v ∈ Vp. Recalling the definition this
means dhp(v) ∈ Vp, where h is thought here as the isometry M → M given by
q 7→ h · q. Note that v, dhp(v) are mapped by the exponential map to two points
of the form p′, h · p′. After possibly a rescaling of v we may assume that p′, h · p′
belongs to a slice Sp through p. Since Σ is totally geodesic and satisfies (4) we
deduce p′, h · p′ ∈ Σ and h · Σ = Σ. Differentiation implies now dhp(TpΣ) = TpΣ,
and, since h is an isometry, dhp(Vp) = Vp. This means h · Vp = Vp with respect to
the slice representation, and the proof is finished.

Corollary 1.5.11. If an isometric action (G,M) has copolarity k, then any slice
representation of (G,M) has copolarity ≤ k.

Corollary 1.5.12. Every slice representation of a polar action (G,M) is polar.
Moreover, if Σ is a section through a point p, then TpΣ is a section for the slice
representation at p.

We conclude this Section proving some result about polar actions. The first
one shows that sections always meet the orbit perpendicularly.

Proposition 1.5.13. Let (G,M) be a polar isometric action, and let Σ be a sec-
tion. Then Σ intersects every orbit perpendicularly.

Proof. If p ∈ Σ is a principal point, by definition we have TpΣ = νp(G · p), so
Σ intersects perpendicularly every principal orbit. The general case follows from
Proposition 1.5.7.

We observe now that, if (G,M) is an isometric action with canonical projection
π : M → M/G, the Tube Theorem easily implies that the restriction of π to the
principal stratum Mpr

π : Mpr →Mpr/G

is a Riemannian submersion; the vertical distribution V is clearly tangent to the
orbits. For a polar action the horizontal distribution H := V⊥ (defined only over
Mpr) is integrable, the sections being its integral submanifolds. Conversely, if H is
integrable, then the action admits sections (cf. [2, 25]); however, such sections may
not be regularly embedded in M (as required by Definition 1.5.1). An example of
this situation is provided in [35].

There is an important case in which the integrability of the horizontal dis-
tributions implies the existence of regularly embedded sections, namely the case
of simply connected space forms. This case will be of particular interest to us,
since from the next chapter on M will always be a vector space endowed with a
G-invariant inner product.
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Theorem 1.5.14. If M is a simply connected space form, an isometric action
(G,M) is polar if and only if the horizontal distribution over the principal stratum
Mpr is integrable.

Proof. If Σ̃ is a leaf of H, then Σ̃ is totally geodesic (cf. [42]). Since M is a simply
connected space form, say of costant sectional curvature κ, there exists a complete,
connected, totally geodesic submanifold Σ containing Σ̃, with dim Σ = dim Σ̃;
furthermore, Σ is isometric to a simply connected space form M ′(κ), which is
canonically embedded in M (cf. [4]). Clearly Σ contains principal points, since it
contains Σ̃, which is defined only on the principal stratum Mpr; moreover, if p ∈ Σ
is principal, then TpΣ = νp(G · p) and we are done.

1.6 Metric structure of the orbit space
We begin this section introducing a natural metric structure on the orbit space of
an isometric action, and studying its main properties.

Assume than thatG is a compact Lie group acting isometrically on the complete
Riemannian manifold (M,g). We can define a distance d in the orbit space M/G
in the following way: if x = G · p, y = G · q are points in M/G, we set

d(x, y) := min{dM(g · p, h · q) | g, h ∈ G} = min{dM(p, g · q) | g ∈ G},

where dM denotes the Riemannian distance in (M,g). In other words, the distance
between the points G · p and G · q in G/M is, by definition, the distance between
the sets G · p and G · q in M .

Note that d is well-defined because the orbits of (G,M) are compact subman-
ifolds.
Remark 1.6.1. The distance between two orbits in M is realized by the length of
a minimizing geodesic, orthogonal to all orbit it meets, by Lemma 1.3.4. Hence
the projection of a metric ball in M is a metric ball of the same radius in M/G.

From Remark 1.6.1 we easily get:

Lemma 1.6.2. The topology on M/G induced by the distance d coincides with the
quotient topology.

In order to state some more interesting properties of the metric space (M/G, d)
we briefly recall here some definitions from Metric Geometry; we refer to [7, 9] for
more details.

Definition 1.6.3. Let (X, d) be a metric space. The length of a continuous path
γ : [a, b]→ X is defined by

L(γ) := sup

{
n∑
i=0

d(γ(ti), γ(ti+1))

∣∣∣∣∣ a = t0 < t1 < · · · < tn = b

}
.
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The path γ is called rectifiable if L(γ) is finite.

To any metric space (X, d) we can then associate a new distance, d̄, defined,
for every x, y ∈ X, by

d̄(x, y) := inf{L(γ) | γ : [a, b]→ X is a continuous path, γ(a) = x, γ(b) = y}.

Clearly d̄(x, y) =∞ if and only if there are no rectifiable paths joining x and y.
Remark 1.6.4. The following statments are easily proved using the definition:

1. d̄ is a well-defined distance on X;

2. d̄(x, y) ≥ d(x, y) for all x, y ∈ X;

3. if γ : [a, b] → X is continuous with respect to the topology induced by d̄,
then it is continuous with respect to the topology induced by d;

4. if γ : [a, b] → X is a continuous and rectifiable path in (X, d), then it is a
continuous and rectifiable path in (X, d̄);

5. the length of a path in (X, d̄) is the same as its length in (X, d);

6. ¯̄d = d̄.

Definition 1.6.5. A metric space (X, d) is called a length space if d̄ = d. In this
case we say that d is a length distance.

By Remark 1.6.4(6), we can associate a length space to any matric space (X, d),
namely (X, d̄).

One of the reasons which make length spaces so interesting is that for them an
analogous of the usual Hopf-Rinow Theorem for Riemannian manifolds holds. In
order to state precisely such result we need to introduce the concept of geodesic
in any metric space.

Definition 1.6.6. Let (X, d) be a metric space. A geodesic path joining x ∈ X to
y ∈ X, or, more briefly, a geodesic from x to y, is a continuous path γ from a closed
interval [0, `] ⊆ R to X such that γ(0) = x, γ(`) = y and d(γ(t), γ(t′)) = |t − t′|
for all t, t′ ∈ [0, `]. If γ(0) = x, then γ is said to issue from x. The image of γ is
called a geodesic segment with endpoints x and y.

A geodesic ray in X is a continuous map γ : [0,∞)→ X so that d(γ(t), γ(t′)) =
|t− t′| for all t, t′ ≥ 0. Similarly, a geodesic line is a continuous map γ : R→ X so
that d(γ(t), γ(t′)) = |t− t′| for all t, t′ ∈ R

A local geodesic in X is a continuous map from an interval I ⊆ R to X with the
property that for every t ∈ I, there exists ε > 0 such that d(γ(t′), γ(t′′)) = |t′− t′′|
for all t′, t′′ ∈ I with |t− t′|+ |t− t′′| < ε.
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(X, d) is said to be a geodesic metric space or, more briefly, a geodesic space, if
every two points in X are joined by a geodesic. Similarly, given r > 0, (X, d) is
said to be r-geodesic if for every pair of points x, y ∈ X with d(x, y) < r there is
a geodesic joining x to y.

A subset C of a metric space (X, d) is said to be convex if every pair of points
x, y ∈ C can be joined by a geodesic in X and the image of every such geodesic
is contained in C. If this condition holds for all points x, y ∈ C with d(x, y) < r,
then C is said to be r-convex.

We can now state the version of the Hopf-Rinow Theorem for length spaces
(cf. [9] for a proof):

Theorem 1.6.7 (Hopf, Rinow, Cohn-Vossen). For a locally compact length space
(X, d) the following assertions are equivalent:

1. d is complete;

2. every closed metric ball in (X, d) is compact;

3. every local geodesic γ : [0, `) → X can be extended to a continuous path
γ̄ : [0, `]→ X.

Moreover, these conditions imply that (X, d) is a geodesic space.

We are now ready to prove the following:

Theorem 1.6.8. Let G be a compact Lie group acting isometrically on a complete
Riemannian manifold (M,g). Then the metric space (M/G, d) is a complete,
locally compact length space.

Proof. By Lemmas 1.2.3 and 1.6.1 we have that (M/G, d) is a locally compact
metric space. Since moreover the distance between two orbits in M is realized by
a minimizing geodesic, we easily deduce that

dM(p, q) ≥ d(G · p,G · q), ∀ p, q ∈M,

therefore the canonical projection π : M →M/G does not increase the distances.
Hence the projection of a rectifiable curve in M is a rectifiable curve in M/G, and
since (by definition) the Riemannian distance dM in M is a length distance, the
same must be true for d, proving that (M/G, d) is a length space.

Finally,M being complete, every closed metric ball inM is compact, therefore,
by Remark 1.6.1, the same is true for (M/G, d). The Hopf-Rinow Theorem for
length spaces then implies that d is complete.
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Remark 1.6.9. At this point it is clear that any two points inM/G can be joined by
a geodesic. On the other hand observe that the projections of horizontal geodesics
in M (i.e. geodesics perpendicular to all orbits they meet) are suitable concatena-
tions of geodesics in M/G. Indeed, it follows from the Tube Theorem that such
a projection γ has the property that for each t in its domain, there exists ε > 0
such that γ|[t−ε,t], γ|[t,t+ε] are shortest paths.

We now proceed with some other definitions for general metric spaces. In what
follows we shall denote by E2 the euclidean space R2 endowed with the standard
metric.

Definition 1.6.10. Let (X, d) be a metric space. A comparison triangle in E2 for
a triple of points (p, q, r) in X is a triangle in the euclidean plane with vertices p̄,
q̄, r̄ such that d(p, q) = d(p̄, q̄), d(q, r) = d(q̄, r̄) and d(p, r) = d(p̄, r̄). Such triangle
is unique up to isometry, and shall be denoted ∆̄(p, q, r). The interior angle of
∆̄(p, q, r) at p̄ is called the comparison angle between q and r at p and is denoted
by ∠̄p(q, r).

Note that the comparison angle is well-defined provided that q and r are both
distinct from p.

Definition 1.6.11. Let (X, d) be a metric space, and γ : [0, a]→ X, γ̃ : [0, ã]→ X
be two geodesic paths with γ(0) = γ̃(0). If t ∈ (0, a], t̃ ∈ (0, ã], we consider the
comparison triangle ∆̄(γ(0), γ(t), γ̃(t̃)) and the comparison angle ∠̄γ(0)(γ(t), γ̃(t̃)).
The angle between the geodesic paths γ, γ̃ is the number ∠γ,γ̃ ∈ [0, π] defined by:

∠γ,γ̃ := lim
ε→0

sup
0<t,t̃<ε

∠̄γ(0)(γ(t), γ̃(t̃)).

The angle ∠γ,γ̃ can be expressed purely in term of the distance by noting that

∠̄γ(0)(γ(t), γ̃(t̃)) = arccos

(
t2 + t̃2 − d(γ(t), γ̃(t̃))2

2tt̃

)
Remark 1.6.12. The angle between γ and γ̃ depends only on the germs of these
paths at 0: if γ̂ : [0, b]→ X is any geodesic path for which there exists ε > 0 such
that γ̂|[0,ε] = γ̃|[0,ε], then the angle between γ and γ̂ is the same as that between γ
and γ̃.

It is now just a matter of patience (otherwise cf. [7, p. 10]) to use the definition
to prove the following:

Lemma 1.6.13. Let (X, d) be a metric space, and let γ, γ̃, γ̂ be three geodesics
paths issuing from the same point p. Then

∠γ,γ̂ ≤ ∠γ,γ̃ + ∠γ̃,γ̂. (1.5)
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Definition 1.6.14. Let (X, d) be a metric space. Two non-trivial geodesics γ, γ̃
issuing from a point p ∈ X are said to define the same direction at p if the angle
between them is zero. In this case we write γ ∼ γ̃. The triangle inequality (1.5)
implies that ∼ is an equivalence relation on the set of non-trivial geodesics issuing
from p, and ∠ induces a distance on the set of equivalence classes. The resulting
metric space is called the space of directions at p and is denoted by Sp(X). The
euclidean cone over SpX is called the tangent cone at p and is denoted by Cp(X).

Note that two geodesics issuing from p with the same direction might have
images intersecting only at p.
Remark 1.6.15. If X is a Riemannian manifold, then Sp(X) is isometric to the
unit sphere in the tangent space TpX, while Cp(X) is isometric to TpX itself.

The following proposition is a simple consequence of the Tube Theorem:

Proposition 1.6.16. Let G be a compact Lie group acting isometrically on a
complete Riemannian manifold (M,g). Fix p ∈ M and set x := G · p ∈ M/G.
Then Cx(M/G) is isometric to the orbit space of the slice representation at p.

Remark 1.6.17. From Proposition 1.6.16 it follows that strata in M/G can be
characterized as the connected components of the sets of points in M/G with
isometric tangent cones.

Now we briefly recall the definition of an Alexandrov space (we refer to [7] for
more details).

Denote by Mn(κ) the simply connected space form of dimension n ∈ N with
costant sectional curvature κ ∈ R, and set Dκ :=∞ if κ ≤ 0, Dκ := π/

√
κ if κ > 0;

Dκ is called the diameter of Mn(κ). Note that, by classical results in Riemannian
Geometry, two points x, y ∈Mn(κ) are joined by a unique minimizing geodesic if
and only if d(x, y) < Dκ.

Definition 1.6.18. A geodesic triangle ∆ in a metric space X consists of three
points p, q, r ∈ X, called vertices, and a choice of three geodesic segments [p, q],
[q, r], [r, p] joining them, called sides. Such a geodesic triangle will be denoted by
∆([p, q], [q, r], [r, p]) or, less accurately if in X there are pairs of points joined by
more than one geodesic segment, by ∆(p, q, r).

The main tool in the definition of Alexandrov spaces is the following lemma
(cf. [7, p. 24] for a proof):

Lemma 1.6.19 (Alexandrov). Let κ be a real number, and let p, q, r be three points
in a metric space (X, d); if κ > 0 assume that d(p, q) + d(q, r) + d(r, p) < 2Dk.
Then there exist points p̄, q̄, r̄ ∈M2(κ) such that d(p, q) = d(p̄, q̄), d(p, r) = d(p̄, r̄),
d(q, r) = d(q̄, r̄). The geodesic triangle ∆̄(p̄, q̄, r̄) in M2(κ) is called a comparison
triangle for the triple (p, q, r); it is unique up to an isometry of M2(κ).
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Let ∆(p, q, r) a geodesic triangle in the metric space (X, d), and let ∆̄(p̄, q̄, r̄)
be a comparison triangle for ∆(p, q, r) (i.e. a comparison triangle for the triple
(p, q, r)) in M2(κ), κ ∈ R. A point x̄ ∈ [q, r] is called a comparison point for
x ∈ [q, r] if d(q, x) = d(q̄, x̄). Comparison points on [p̄, q̄] and [p̄, r̄] are defined
similarly.

Definition 1.6.20. Let (X, d) be a metric space, and let κ be a real number. Let
∆ be a geodesic triangle in X; if κ > 0 assume that the perimeter of ∆ is less than
2Dκ. Let ∆̄ ⊆ M2

κ be a comparison triangle for ∆ (which exists by Alexandrov’s
Lemma). Then ∆ is said to satisfy the CAT(κ) inequality if, for all x, y ∈ ∆, and
all comparison points x̄, ȳ ∈ ∆̄ we have

d(x, y) ≥ d(x̄, ȳ).

If κ ≤ 0, then X is called a CAT(κ)-space if X is a geodesic space all of whose
geodesic triangles satisfy the CAT(κ)-inquality.

If κ > 0, then X is called a CAT(κ)-space if X is a Dκ-geodesic space all
of whose geodesic triangles with perimeter less than 2Dκ satisfy the CAT(κ)-
inquality.

Definition 1.6.21. A metric space (X, d) is said to be of curvature ≥ κ in the
sense of Alexandrov if it is locally a CAT(κ)-space.

An Alexandrov space is a metric space (X, d) with curvature bounded below in
the sense of Alexandrov.

The following result holds (see [9, p. 356] for a proof):

Theorem 1.6.22. Let G be a compact Lie group acting isometrically on a complete
Riemannian manifold (M,g), and assume that the sectional curvatures of M are
bounded below by κ ∈ R. Then the orbit space M/G is of curvature ≥ κ in the
sense of Alexandrov.

1.7 Basic theory of reductions
We have seen in the previous section that the orbit space is a very important
metric object that can be associated to an isometric action (G,M) of a compact
Lie group G on a complete Riemannian manifold M . An interesting question
which has been recently rised by Claudio Gorodski and Alexander Lytchak asks
how much information about the action can be recovered from its orbit space (cf.
[19]); in other words, we are looking for algebraic properties of (G,M) which can
be read of the quotient M/G. In order to make these statements more precise, we
give, following [19], the following definition:
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Definition 1.7.1 ([19]). Two actions (Gi,Mi), i = 1, 2, of the compact Lie groups
G1, G2 on the complete Riemannian manifolds M1, M2 respectively are said to be
quotient-equivalent if their orbit spaces M1/G1, M2/G2 are isometric.

This means that we are interested in those properties of an action which depend
only on the quotient-equivalence class of the action.

Example 1.7.2. If two actions ρ1, ρ2 are quotient-equivalent, chm(ρ1) = chm(ρ2).
Indeed, the cohomogeneity of an action coincides with the Hausdorff dimension of
the orbit space.

The problem of understending whether a given property of an action (G,M)
is constant within quotient-equivalent classes seems rather difficult, and in fact
there are simple algebraic invariant of (G,M) (such as dimM , cf. Corollary 2.3.18
or [19, Prop. 1.1], and the examples of Chapter 3) which are not invariant of
the quotient. Some partial results in this direction have been given by Claudio
Gorodski and Alexander Lytchak when M is a finite dimensional vector space V
on which G acts linearly, i.e. the case of representations (cf. [19, 20]); we shall
describe them in Chapter 2, which will be dedicated to Representation Theory.
The goal of this thesis is to extend some of such results. We remark here that,
however, the kind of problems we have just introduced has originated some new
interesting classes of representations, which generalize the polar ones, that will be
widely discussed in the following chapters.

Before going on, we point out a special case of quotient-equivalence:

Definition 1.7.3. Two actions (Gi,Mi), i = 1, 2, of the compact Lie groups G1,
G2 on the complete Riemannian manifolds M1, M2 respectively are said to be
orbit-equivalent if there is an isometry f : M1 →M2 which maps orbits to orbits.

Since we work exclusively with actions of compact Lie groups on complete Rie-
mannian manifolds, for the sake of brevity we shall always omit to mention these
assumptions.

In order to study a quotient-equivalence class of actions, it is useful to hierar-
chize its elements as follows:

Definition 1.7.4 ([19]). Given two actions ρi = (Gi,Mi), i = 1, 2, we say that ρ1

is a reduction of ρ2 if ρ1 and ρ2 are quotient-equivalent and dimG1 < dimG2.

Definition 1.7.5 ([19]). Let X be a quotient-equivalence class of actions. We say
that (G,M) ∈ X is reduced if dimG is minimal in X. In this case the number
dimG is called the abstract copolarity of any ρ ∈ X, and is denoted by ac(ρ).

Definition 1.7.6 ([19]). Given two actions ρi, i = 1, 2, we say that ρ1 is a minimal
reduction of ρ2 if ρ1 is a reduction of ρ2 and is reduced.
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Remark 1.7.7. It is not known whether copolarity is an invariant of the quotient
(cf. [19, p. 69]); for this reason, it is often convenient to work with abstract
copolarity when dealing with problems that involve quotient-equivalent classes. In
any case we shall prove later in this section that, for any action ρ, ac(ρ) ≤ c(ρ).

It seems that most of actions do not admit a reduction; indeed, the existence
of a reduction entails the presence of interesting geometric properties and bounds
the complexity of the action and its orbit space. As we have already mentioned,
most of the results in this field have been obtained for representations, so they
will be described later. The rest of this section is dedicated to show that proper
generalized sections give rise to reductions in a standard way (cf. [32, 22]).

Let Σ be a generalized section of an action (G,M), and set

N(Σ) := {g ∈ G | g · Σ = Σ},
Z(Σ) := {g ∈ G | g · p = p, ∀ p ∈ Σ},
W (Σ) := N(Σ)/Z(Σ).

The groups N(Σ), Z(Σ), W (Σ) are respectively called the normalizer of Σ, the
centralizer of Σ and the Weyl group of Σ. Clearly N(Σ) acts on Σ with kernel
Z(Σ). We shall prove the following result:

Theorem 1.7.8 ([32, 22, 35]). Let Σ be a generalized section of (G,M), and
W := W (Σ) the corresponding Weyl group. Then the action (W,Σ) is effective
and quotient-equivalent to (G,M).

Note that if Σ is properly contained in M , then dimW < dimG and (W,Σ) is
a reduction of (G,M).

We need the following lemmas:

Lemma 1.7.9. Let Σ be a k-section of (G,M). Given p ∈ Σ, denote by Kp :=
{g · Σ | g ∈ G, p ∈ g · Σ} the set of k-sections through p which are G-translates of
Σ. Then the isotropy group Gp acts transitively on Kp.

Proof. If p is a principal point, |Kp| = 1 by condition (4) in Definition 1.5.1 and
there is nothing to prove. So let p ∈ Σ a non-principal point, and let Σ1,Σ2 ∈ Kp.
Denote by Sp a slice at p. By Proposition 1.5.10, Σi ∩ Sp intersects all Gp-orbit in
Sp, i = 1, 2. Let q ∈ Sp be G-principal; we can find hi ∈ Gp such that hi · q ∈ Σi;
therefore q ∈ h−1

1 ·Σ1∩h−1
2 ·Σ2 and it follows h−1

1 ·Σ1 = h−1
2 ·Σ2. Hence h2h

−1
1 ∈ Gp

is so that (h2h
−1
1 ) · Σ1 = Σ2, and we are done.

Lemma 1.7.10. Let Σ be a k-section of (G,M), and set N := N(Σ). Then

N · p = Σ ∩ (G · p), ∀ p ∈ Σ.
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Proof. Since N acts on Σ we have clearly N ·p ⊆ Σ∩(G ·p). Conversely, let g ∈ G,
p ∈ Σ so that g · p ∈ Σ. Then Σ and g · Σ are both k-sections through g · p and
by Lemma 1.7.9 there exists h ∈ Gg·p such that (hg) · Σ = Σ, so hg ∈ N . On the
other hand g · p = h · (g · p) = (hg) · p ∈ N · p, proving that N · p ⊇ Σ∩ (G · p).

Proof of Theorem 1.7.8. We shall show that the inclusion ι : Σ → M induces an
isometry I : Σ/N →M/G, where N := N(Σ).

First observe that I is well-defined (because N ⊆ G), continuous (since the
orbit spaces are endowed with the quotient topology) and satisfies

d(I(x), I(y)) ≤ dΣ(x, y), ∀x, y ∈ Σ/N

since Σ is totally geodesic; here d (resp. dΣ) denotes the usual distance in M/G
(resp. Σ/N). Moreover I is injective by Lemma 1.7.10.

Let now p, p′ ∈ Σ be G-principal points. The distance between the points G ·p,
G ·p′ ∈M/G is the distance between the orbits G ·p,G ·p′ inM , and is realized, by
Lemma 1.3.4, by a geodesic γ which is perpendicular to every orbit it meets. We
may suppose that γ starts from p, and call r ∈ G ·p′ the ending point of γ. Since Σ
is totally geodesic and complete, the image of γ is contained in Σ; moreover from
G · p′ = G · r and the injectivity of I we deduce N · p′ = N · r. Thus the length of
γ equals the distance in Σ/N between N · p, N · p′, and

dΣ(N · p,N · p′) ≤ d(G · p,G · p′),

showing that I is an isometry between Σpr/N and Mpr/G. We finish the proof
invoking Proposition 1.5.7, since I is continuous and Σ/N , M/G are complete
metric spaces.

As a consequence we obtain:

Corollary 1.7.11. Let Σ be a generalized section of (G,M), and W = W (Σ) the
corresponding Weyl group. Then chm(G,M) = chm(N,Σ) and Σpr := Σ ∩Mpr is
exactly the principal stratum of the action (W,Σ).

Proof. Denote by Σ̃pr the set of principal points of (W,Σ), and let I : Σ/N →M/G
be the isometry introduced in the proof of Theorem 1.7.8. Then I maps Σ̃pr/N
onto Mpr/G; indeed, by Remark 1.6.17, they are exactly the set of points in Σ/N ,
M/G respctively admitting a neighborhood isometric to a Riemannian manifold.
Therefore, chm(N,Σ) = dim Σ̃pr/N = dimMpr/G = chm(G,M) and p ∈ Σ̃pr if
and only if p ∈Mpr ∩ Σ = Σpr.

We now describe, following [22], a very useful way to construct generalized
sections of a given action (G,M). First we fix a principal isotropy subgroup H,
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and consider the fixed point space MH of H. Denote by MH
pr := MH ∩Mpr the

subset of principal points of MH . The closure in M of MH
pr is called the core of

M , and is denoted by Mc. It can be shown that Mc consists of those connected
components of MH which contain principal points of M (cf. [24, 39]). Now we
prove that any connected component Σ of Mc is a k-section for (G,M), where
k := dim Σ−chm(G,M). Condition (1) in Definition 1.5.1 is clearly satisfied since
obviously Σ is a totally geodesic submanifold of M . Condition (3) follows from
the definition of Σ and the fact that the slice representation at a principal point is
trivial. Moreover, if a principal point p ∈ Σ and g ∈ G are so that g · p ∈ Σ, then
the isotropy subgroup at both p, g · p is H, therefore g normalizes H and hence
fixes Σ. This is Condition (4). Finally Condition (2) is satisfied by Remark 1.5.5.

Notice that, if (G,M) is effective, then MH = M if and only if H is trivial.
Thus:

Proposition 1.7.12. If an effective action has non-trivial principal isotropy, then
it has non-trivial copolarity and admits reductions.

Corollary 1.7.13. Let (G,M), (G′,M ′) be quotient-equivalent actions, and as-
sume that (G,M) is a minimal reduction of (G′,M ′). Then dimM < dimM ′.

Proof. By Proposition 1.7.12, (G,M) is faithful and has trivial principal isotropy
groups. Again by Proposition 1.7.12 we may assume without loss of generality
that also (G′,M ′) is faithful with trivial principal isotropy groups. Now

dimM − dimG = chm(G,M) = chm(G′,M ′) = dimM ′ − dimG′,

so the assertion follows from the fact that, by definition, dimG < dimG′.

We can now prove the the abstract copolarity of a representation is bounded
above by the copolarity:

Proposition 1.7.14. Let Σ be a minimal generalized section of (G,M), and W =
W (Σ) the corresponding Weyl group. Then dimW = c(G,M). In particular

1. ac(G,M) ≤ c(G,M);

2. if (G,M) is polar, then W is finite.

Proof. First we observe that (W,Σ) has trivial principal isotropy groups. Indeed
otherwise, by the discussion above, we could find a proper generalized section
Σ̂ for the action (W,Σ). This would be also a generalized section for (G,M),
contradicting the minimality of Σ.

Using Corollary 1.7.11 we then have

c(G,M) = dim Σ− chm(G,M)

= dim Σ− chm(W,Σ) = dim Σ− (dim Σ− dimW ) = dimW,
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as claimed. Now, (1) follows from the definition of abstract copolarity and Theorem
1.7.8, while (2) is obvious (cf. Definition 1.5.3).

If M is a finite dimensional vector space V on which G acts linearly, the core
of M coincides with the fixed point sets V H of a principal isotropy subgroup H.
Since N(V H) = NG(H), Z(V H) = H, we have the following:

Proposition 1.7.15 (Reduction principle for representations). Let (G, V ) be a
representations and let H be a principal isotropy subgroup. If H is not trivial,
then (NG(H)/H, V H) is a reduction of (G, V ).

The reduction of a representation described in Proposition 1.7.15 is called the
Luna-Richardson-Straume reduction, LRS-reduction in the sequel (cf. [23, 28, 40]).
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Chapter 2

Lie group representations

2.1 Basic representation theory
In this Section we shall recall some basic definitions and facts about Representation
Theory of compact Lie groups. We refer to [1, 8] for a more detailed exposition.

Throughout the following pages, we shall denote by K one of the three classical
fields R, C, H.

Definition 2.1.1. Let G be a compact Lie group and V a finite-dimensional vector
space over K. A representation of G on V is a map

Θ : G× V → V

(g, v) 7→ g · v

satisfying the following properties:

1. g · (h · v) = (gh) · v for all g, h ∈ G, v ∈ V ;

2. e · v = v for all v ∈ V if e denotes the identity element of G;

3. for all g ∈ G, the map V → V given by v 7→ g · v is K-linear.

In this case we shall say that V is a KG-space. Moreover, if K = R,C,H we shall
say accordingly that the representation is real, complex, quaternionic.

Notice that, equivalently, a representation of G over V is a Lie group homo-
morphism

θ : G→ Aut(V ),

where Aut(V ) denotes the Lie group of all K-linear automorphisms of V .
With the terminology of Chapter 1, a representation of a group G on a K-vector

space V is an action of G on V satisfying condition (3) in Definition 2.1.1.
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Definition 2.1.2. A KG-map between two KG-spaces V , W is a K-linear map
f : V → W which commutes with the action:

f(g · v) = g · f(v), ∀ g ∈ G, ∀ v ∈ V.

V , W are said to be equivalent if there exists a bijective KG-map f : V → W . In
this case we write V ' W .

Definition 2.1.3. Let V be a KG-space. A K-subspace U of V is said to be
invariant if g · u ∈ U for all u ∈ U , g ∈ G. We say moreover that V , or the
representation of G on V , is irreducible over K, or simply irreducible when K is
understood, if V has no invariant K-subspaces except V and {O}.

We shall see that real and quaternionic representations can be described by
means of complex representations. In order to do this we need the following:

Definition 2.1.4. Let V be CG-space. A structure map on V is a C-antilinear
map J : V → V which commutes with the action of G and stidfies J2 = ±idV .

Definition 2.1.5. An irreducible CG-space is said to be:

1. of real type if it admits a structure map J with J2 = idV ;

2. of quaternionic type if it admits a structure map J with J2 = −idV ;

3. of complex type if it admits no structure maps.

This Definition is motivated by the following remark:

Remark 2.1.6. Assume that V is a CG-space admitting a structure map J so that
J2 = −idV . Then V becames an HG-space by defining jv := J(v), for all v ∈ V .
Conversely, if V is an HG-space, we can obtainin a CG-space V ′ by ignoring
the quaternionic strucutre.Clearly V ′ admits a structure map J with J2 = −idV ,
namely the map v 7→ jv.

Similarly, let V be an RG-space admitting a structure map J so that J2 = idV ,
and denote by V ′ the eigenspace of J corresponding to the eigenvalue +1. Then
V ′ is a real, G-invariant subspace of V , i.e. an RG-space. Conversely, if V is an
RG-space, the complexification V ⊗R C of V is a CG-space in a natural manner:

g · (v ⊗ z) := (g · v)⊗ z, ∀ g ∈ G, ∀ v ∈ V, ∀ z ∈ C.

It admits a structure map J satisfying J2 = idV , namely complex conjugation:

v ⊗ z 7→ v ⊗ z̄, ∀ v ∈ V, ∀ z ∈ C.
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If V,W are KG-spaces, the direct sum V ⊕W is a KG-space by making G act
on it by:

g · (v, w) = (g · v, g · w), ∀ g ∈ G, ∀ v ∈ V ∀w ∈ W.

Note that if K = C and JV , JW are, respectively, structure maps on V , W such
that J2

V = J2
W , then JV ⊕ JW is a structure map on V ⊕W .

If V , W are CG-spaces, the tensor product V ⊗C W becomes a CG-space by
defining

g · (v ⊗ w) := (g · v)⊗ (g · w), ∀ g ∈ G, ∀ v ∈ V ∀w ∈ W.

If JV , JW are structure maps on V , W respectively, then JV ⊗ JW is a structure
map on V ⊗C W . Assume also J2

V = εV idV , J2
W = εW idV , where εV , εW ∈ {±1}.

Then (JV ⊗ JW )2 = εV εW idV and we have three cases:

1. If εV = εW = 1, then εV εW = 1. In this case V , W , V ⊗C W all admit a
G-invariant real subspace as in Remark 2.1.6, say V ′, W ′, (V ⊗CW )′. Then
(V ⊗C W )′ is equivalent to V ′ ⊗R W

′, seen as a RG-space in the natural
manner.

2. If εV = 1, εW = −1, then εV εW = −1. In this case V admits a real G-
invariant subspace V ′, whileW , V ⊗CW become HG-spacesW ′, (V ⊗CW )′ as
in Remark 2.1.6. Then (V ⊗CW )′ is G-equivalent to the HG-space obtained
by the real tensor product V ′ ⊗R W making H act by

q(v′ ⊗ w) := v′ ⊗ (qw), ∀ q ∈ H, ∀ v′ ∈ V ′, ∀w ∈ W.

3. If εV = εW = −1, then εV εW = 1. The real G-invariant subspace of V ⊗CW
defined as in Remark 2.1.6 is denoted in this case by V ⊗H W .

If V , W are KG-space, we denote by HomK(V,W ) the set of all K-linear maps
from V to W . It is a vector space over R if K = R,H and over C if K = C. We
can make G act on HomK(V,W ) by

(g · f)(v) := g · f(g−1 · v), ∀ g ∈ G, ∀ v ∈ V, ∀f ∈ HomK(V,W ).

Note that the subspace HomKG(V,W ) of elements which are invariant by G is
exactly the space of KG-maps from V to W .

Definition 2.1.7. Let V be a CG-space.

1. The dual V ∗ of V is defined as the CG-space HomC(V,C), where we make G
act trivially on the target space C.
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2. The conjugate tV of V is the CG-space defined as follows: as a vector space,
tV is the conjugate of V , i.e. the multiplication by complex scalar is given
by

z · v := z̄v, ∀ z ∈ C, ∀ v ∈ V ;

the action of G on tV is the same as on V .

We have the following:

Proposition 2.1.8. Let V be a CG-space, then the CG-spaces V ∗ and tV are
equivalent.

Proof. Since G is compact, V carries a positive definite G-invariant hermitian form
H (say, C-antilinear in the first argument and C-linear in the second one). Then
the map α : tV → V ∗ given by

α(v)(w) := H(v, w), ∀ v, w ∈ V

is a bijective CG-map.

Definition 2.1.9. Let V be a CG-space. We say that V is self dual, or self
conjugate, if it is equivalent to V ∗.

Remark 2.1.10. If a CG-space V admits a structure map J , then it is self-dual.
Indeed, J defines a bijective CG-map between tV and V .

Next we analyze the structure of a KG-space in terms of its invariant subspaces.

Proposition 2.1.11. Every KG-space is the direct sum of irreducible G-invariant
K-subspaces.

Proof. We proceed by induction on dimKV . If V is irreducible (in particular,
if dimKV = 1) there is nothing to prove. So it is enough to show that, if V
is reducible, V is the direct sum of two G-invariant K-subspaces of dimension
< dimK V .

Since the group G is assumed to be compact, V carries a positive definite
G-invariant inner product (hermitian if K = C,H). Let U be a G-invariant K-
subspace of V with 0 < dimK U < dimK V . Then V = U ⊕ U⊥, where U⊥ is the
orthogonal complement of U in V with respect to the chosen inner product, and
0 < dimK U

⊥ < dimK V . This finishes the proof.

Unfortunately, the decomposition of a KG-space into a sum of irreducible sum-
mands may not be unique. For instance, if G acts trivially on a vector space of
dimension ≥ 2 there are infinitely many of such decompositions. In order to obtain
a new decomposition of the space wich is unique, we consider a representative set
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{Ui}i∈I for the equivalence classes of irreducible KG-spaces. If V is any KG-space,
for any i ∈ I we denote by Vi the sum of all irreducible G-invariant K-subspaces
of V which are equivalent to Ui. Clearly there exists a finite subset J ⊆ I such
that Vi 6= {O} if and only if i ∈ J , and

V =
⊕
i∈J

Vi (2.1)

Such Vi, i ∈ J are called the isotypical components of V .

Proposition 2.1.12. For any KG-space V , the decomposition (2.1) into a direct
sum of isotypical components is unique.

Proof. We adopt the following notation. If 0 6= n ∈ N and W is a KG-space, then
nW denotes the direct sum of n copies of W . We set moreover 0W := {O}. All
we need to show is that if ⊕

i∈I

niVi '
⊕
i∈I

miVi, (2.2)

then ni = mi for all i ∈ I; here the ni’s, mi’s are non-negative integers, all of which
but a finite number are zero. So assume that (2.2) holds; we have

HomKG

(
Vj,
⊕
i∈I

niVi

)
' HomKG

(
Vj,
⊕
i∈I

miVi

)
, ∀ j ∈ I,

and also ⊕
i∈I

niHomKG(Vj, Vi) '
⊕
i∈I

miHomKG(Vj, Vi), ∀ j ∈ I.

Now, HomKG(Vj, Vi) = {O} if i 6= j, so we deduce

njHomKG(Vj, Vj) ' mjHomKG(Vj, Vj), ∀ j ∈ I.

Taking the dimension of both sides, and noting that HomKG(Vj, Vj) 6= {O}, we
deduce nj = mj for all j ∈ I, as claimed.

We now characterize the existence of a structure map on a CG-space in term of
the existence of suitable invariant bilinear forms. We begin with some preliminary
Lemmas:

Lemma 2.1.13. Let V be a CG-space admitting a structure map J . Then V
carries a positive definite G-invariant hermitian form H satisfying

H(J(v), J(w)) = H(v, w), ∀ v, w ∈ V. (2.3)
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Proof. If K is a positive definite G-invariant hermitian form on V , we can choose

H(v, w) :=
1

2
{K(v, w) +K(J(v), J(w))}.

Lemma 2.1.14 (Schur). Let V , W be irreducible KG-spaces.

1. If f : V → W is a KG-map then either f is identically zero, or it is an
isomorphism.

2. If K = C and f : V → V is a CG-map, then there exists λ ∈ C such that
f = λidV .

Proof. (1) Clearly ker(f) is a G-invariant K-subspace of V , so f is either identically
zero or injective. In the latter case f must be an isomorphism because im(f) is a
non-zero G-invariant K-subspace of W .

(2) Consider the map f − λidV , λ ∈ C. For some λ such a map is not an
isomorphism, hence it must be identically zero by (1).

The desired result is the following:

Proposition 2.1.15. A CG-space V admits a structure map J satisfying J2 = idV
if and only if there exists a non-singular, symmetric, G-invariant, C-bilinear form
B : V ⊗C V → C.

Similarly, a CG-space V admits a structure map J satisfying J2 = −idV if and
only if there exists a non-singular, skew-symmetric, G-invariant, C-bilinear form
B : V ⊗C V → C.

Proof. First suppose that V carries a structure map J such that J2 = εidV , ε ∈
{±1}. By Lemma 2.1.13 we can impose on V a positive definite hermitian form
H which is G-invariant and satisfies (2.3). Define

B(v, w) := H(J(v), w), ∀ v, w ∈ V.

Then B is clearly C-bilinear, non-singular and G-invariant. Moreover

B(w, v) = H(J(w), v) = H(v, J(w)) = H(J(v), εw) = εB(v, w),

so B is symmetric or skew-symmetric according to the sign of ε.
Conversely, suppose given on V a non-singular, G-invariant, C-bilinear form

B : V ⊗C V → C satisfying

B(w, v) = εB(v, w), ∀ v, w ∈ V,
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where ε ∈ {±1}. By Lemma 2.1.13 we can also suppose that V carries a positive
definite, G-invariant hermitian form H. Thus we can define a C-antilinear, G-
invariant, bijective map f : V → V by

H(v, w) = B(f(v), w), ∀ v, w ∈ V.

Now, f 2 is a CG-map, so, by Proposition 2.1.11 and Lemma 2.1.14, V splits as a
sum of eigenspaces of f 2:

V = V1 ⊕ · · · ⊕ Vk.
Denote by λi the eigenvalue associated to Vi, i = 1, . . . , k. First note that each Vi
is preserved by f . Moreover, if O 6= v ∈ Vi, we have

H(f(vi), f(vi)) = B(f 2(vi), f(vi))

= λiB(vi, f(vi)) = λiεB(f(vi), vi) = λiεH(vi, vi),

therefore λiε is real and > 0. Defining J : V → V by

J |Vi := (λiε)
−1/2f |Vi , ∀ i = 1, . . . , k

we get a C-antilinear, G-invariant, bijective map satisfying J2 = εidV .

Thanks to Proposition 2.1.15 we may prove the following characterization of
the types of an irreducible CG-space:

Proposition 2.1.16. Let V be an irreducible CG-space.

1. If V is self dual, then it is either of real type or of quaternionic type, but not
both.

2. If V is not self dual, then it is of complex type.

Proof. If V is not self dual, then it is of complex type by Remark 2.1.10.
Assume then that V is self dual. The CG-space V ∗ ⊗C V

∗ is the space of
C-bilinear maps V ⊗C V → C, and decomposes as

V ∗ ⊗C V
∗ = S2(V ∗)⊕ Λ2(V ∗),

where S2(V ∗) denotes is the subspace of symmetric C-bilinear forms, while Λ2(V ∗)
is the subspace of skew-symmetric C-bilinear forms. On the other hand

V ∗ ⊗C V
∗ ' HomC(V, V ∗).

Since V is self dual, V ' V ∗ are both irreducible, so dimC HomCG(V, V ∗) = 1 by
Lemma 2.1.14. Hence, denoting S2

G(V ∗) (resp. Λ2
G(V ∗)) the space of G-invariant

C-bilinear forms V ⊗C V → C, we have

dimC S
2
G(V ∗) + dimC Λ2

G(V ∗) = 1.
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Finally observe that a non-zero G-invariant C-bilinear form B corresponds to a
non-zero CG-map V → V ∗, which is an isomorphism again by Lemma 2.1.14, so
B is non-singular. We have now two cases:

1. If dimC S
2
G(V ∗) = 1, dimC Λ2

G(V ∗) = 0, V carries a symmetric non-singular
G-invariant C-bilinear form, but no skew-symmetric non-singularG-invariant
C-bilinear forms, so it is of real type but not of quaternionic type by Propo-
sition 2.1.15.

2. If dimC S
2
G(V ∗) = 0, dimC Λ2

G(V ∗) = 1, V carries a skew-symmetric non-
singular G-invariant C-bilinear form, but no symmetric non-singular G-in-
variant C-bilinear forms, so it is of quaternionic type but not of real type
again by Proposition 2.1.15.

This concludes the proof.

Before stating and proving the final result of this Section, we introduce the
following notation:

1. If V is an RG-space, we denote by cV the complexification C ⊗R V , which
becomes a CG-space making G act trivially on C.

2. If V is an HG-space, we denote by c′V the CG-space obtained from V for-
getting the quaternionic structure.

3. If V is a CG-space, we denote by:

(a) rV the RG-space obtained from V forgetting the complex structure;
(b) qV the tensor product H⊗CV , regarded as an HG-space in the obvious

way (i.e. making G act trivially on H), and as a left H-module.

The next Lemma is easily proved:

Lemma 2.1.17. The following relations hold:

rc = 2, cr = 1 + t, qc′ = 2,

c′q = 1 + t, tc = c, rt = r,
tc′ = c′, qt = q, t2 = 1.

These equations are to be interpretated as saying that rcV ' V ⊕ V for every
RG-space V , crV ' V ⊕ tV for every CG-space V , and so on.

Theorem 2.1.18. Let G be a fixed compact Lie group. It is possible to choose a
family of R-irreducible RG-spaces {Um}, a family of C-irreducible CG-spaces {Vn}
and a family of H-irreducible HG-spaces {Wp}, with m, n, p varying in suitable
sets of indices, which satisfy the following conditions:
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1. the non-equivalent irreducible real representations are precisely the Um, rVn
and rc′Wp;

2. the non-equivalent irreducible complex representations are precisely the cUm,
Vn, tVn and c′Wp;

3. the non-equivalent irreducible quaternionic representations are precisely the
qcUm, qVn, and Wp.

Proof. Let V be an irreducible complex representation. If V is not self dual,
V 6' tV , so for each pair (V, tV ) we choose exactly one representation Vn. If V
is self dual, by Proposition 2.1.16 it is either of real type or of quaternionic type.
So we can choose a real representation Um or a quaternionic representation Wp so
that cUm and c′Wp give such V . At this point Condition (2) is satisfied.

We shall prove now that Um, rVn, rc′Wp are irreducible over R. In fact, Um is
irreducible over R because cUm is irreducible over C. Moreover, by Lemma 2.1.17,
we have

crVn ' Vn ⊕ tVn, crc′Wp ' 2c′Wp,

so irreducibility of rVn follows from the fact that Vn 6' tVn, while irreducibility of
rc′Wp follows from the fact that c′Wp is not of real type (since it is of quaternionic
type). Similarly we prove that qcUm, qVn, Wp are irreducible over H.

It remains to prove that there are no further real or quaternionic represen-
tations. We shall consider only the real case, the quaternionic on being similar.
First we notice that any irreducible complex representation occurs as an irreducible
summand in one of

cUm, crVn = Vn ⊕ tVn, crc′Wp ' 2c′Wp.

The assertion then follows from the fact that, if U , U ′ are irreducible inequivalent
real representations, then cU , cU ′ do not share common C-irreducible summands.
Indeed, by Lemma 2.1.14,

dimC HomCG(cU, cU ′) = dimR HomRG(U,U ′) = 0,

and the proof is concluded.

Remark 2.1.19. The irreducible complex representations occurring in

{cUm}, {Vn, tVn}, {c′Wp}

are exactly the representations of real type, complex type, quaternionic type re-
spectively.

This fact suggests the following:
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Definition 2.1.20. An irreducible real representation (resp. an irreducible quater-
nionic representation) is said to be:

1. of real type if it occurs in {Um} (resp. in {qcUm});

2. of complex type if it occurs in {rVn} (resp. in {qVn});

3. of quaternionic type if it occurs in {rc′Wp} (resp. in {Wp}).

2.2 Reductions of representations
In Section 1.7 we introduced the problem of understanding which (algebraic) prop-
erties of an isometric action can be recovered from the metric structure of the
orbit space, or, more precisely, which properties of the action depend only on its
quotient-equivalent class. Such a problem, that was rised by Claudio Gorodski and
Alexander Lytchak in [19], has been studied by the authors in the same paper,
where some results have been obtained in the case of representations.

In this and the next Sections we shall describe such results, including the proof
of the most simple ones for the sake of completeness. Therefore, from now on, we
shall consider only real representations of compact Lie groups. In particular we
shall write ρ = (G, V ) to denote a RG-space V , with G compact. In this case we
shall suppose also that V is endowed with a fixed G-invrariant inner product; so
ρ can be also thought as a Lie group homorphism G → O(V ). It is important
to remark now that, following [19], from now on we shall work in the category of
representations, this meaning that all Definitions given in Section 1.7 will always
be considered as reformulated in such a category.

We begin with an observation which will be used several times.

Proposition 2.2.1 ([2, 25, 19]). For a representation ρ = (G, V ), the following
statement are equivalent:

1. ρ is polar;

2. ρ has abstract copolarity 0;

3. the quotient Vpr/G is flat.

Proof. (1) ⇒ (2). It follows from Proposition 1.7.14.
(2) ⇒ (3). If ρ has abstract copolarity 0, then ρ has a reduction to a repre-

sentation (Γ,Σ) of a finite group Γ. Let I denote an isometry Σ/Γ → V/G. The
canonical projection Σpr → Σpr/Γ is a local isometry (because Γ is finite), thus
Σpr/Γ is flat because Σ (which is a vector space) is. The assertion follows by noting
that I maps Σpr/Γ onto Vpr/G by Remark 1.6.17.
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(3) ⇒ (1). The canonical projection π : Vpr → Vpr/G is a Riemannian submer-
sion, so, denoting by ˜sec, sec, respectively, the sectional curvatures of Vpr, Vpr/G,
we can apply the O’Neill formula (cf. [34])

sec(X, Y ) = ˜sec(X̃, Ỹ ) +
3

4
‖V[X̃, Ỹ ]‖2,

where ‖ ·‖ denotes the norm associated to the inner product in V , V is the vertical
projection in the tangent bundle of Vpr, {X, Y } is any orthonormal basis of a 2-
plane in the tangent bundle of Vpr/G, and {X̃, Ỹ } is its horizontal lift. Since both
Vpr and Vpr/G are flat, such a formula implies that V[X̃, Ỹ ] = O for all tangent
vectors of Vpr, hence the horizontal distribution of π over the principal stratum
Vpr is integrable. Then ρ is polar by Theorem 1.5.14.

Remark 2.2.2. Proposition 2.2.1 implies that polarity of a representation ρ is a
property that depends only on the quotient-equivalence class of ρ.

A very important class of polar representations is described in the following:

Example 2.2.3. If M = G/K is symmetric space, then the isotropy representation
of K on the tangent space TeKM is polar (cf. [26]). Indeed, it turns out that a
section is given by TeKS, where S is any flat totally geodesic submanifold of M
through eK with maximal dimension. In particular, chm(K,TeKM) = rk(M) is
the rank of the symmetric space M .

Actually, isotropy representations of symmetric spaces constitute a large part
of the class of polar representations. Indeed, Jiri Dadok has proved in [12] that
any irreducible polar representation (G, V ), where G is compact and connected,
is orbit-equivalent to the isotropy representation of a symmetric space. More
precisely, he has shown that every irreducible polar representation (G, V ) is the
isotropy representation of a symmetric space with the following exceptions:

G V Cond. G V Cond.
G2 R7 – SU(p)× SU(q) Cp ⊗C Cq p 6= q

Spin(7) R8 – SU(n) Cn n ≥ 2

SO(3)× Spin(7) R3 ⊗ R8 – SU(n) Λ2Cn n odd
U(1)× Sp(n) C⊗C Hn – Sp(n)× Sp(1) Hn ⊗H H n ≥ 1

SO(2)×G2 R2 ⊗ R7 – Spin(10) C32 –
SO(2)× Spin(7) R2 ⊗ R8 – – – –

From the family of symmetric spaces we get also an important class of repre-
sentations with non trivial copolarity:
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Example 2.2.4 (cf. [22, 19]). Let (H, V ) be the isotropy representation of an ir-
reducible hermitian symmetric space of rank r ≥ 2, where H is connected. Then
H = S1 · G, where G is the semisimple part of H. Assume that the restriction
(G, V ) of (H, V ) is irreducible and not orbit-equivalent to (H,V ) (this second as-
sumption is precisely associated to non-compact hermitian symmetric spaces of
tube type, cf. [11, Section 9]). Then (G, V ) has non-trivial copolarity equal to
r − 1. Indeed, a minimal generalized section is given by the complexification of a
section of (H,V ) (see [22]). There are four families of representations of this kind;
namely (cf. [16, 5])

G V Symmetric Space Conditions
SU(n) S2Cn Sp(n)/U(n) n ≥ 3

SU(n) Λ2Cn SO(2n)/U(n) n = 2p ≥ 6

SU(n)× SU(n) Cn ⊗C Cn SU(2n)/S(U(n)×U(n)) n ≥ 3

E6 C27 E7/S
1 · E6 –

We now proceed to analyze some properties of a representation which are in-
variant of the quotient, recalling the most simple results from [19]. The first one
that we consider is the existence of non-trivial fixed points:
Remark 2.2.5. Suppose that (G, V ), (G′, V ′) are quotient-equivalent representa-
tion, and recall that V G denotes the set of fixed points of G on V . Clearly the
quotient V/G splits as V G × (V G)⊥/G, and V G is an euclidean factor. Let p, p̄
two points in the unit sphere S(V ) of V . The distance in V between p and the
orbit G · p̄ is ≤ 2, and equality holds if G · p̄ is the antipodal point −p; in this
case p̄ ∈ V G. Therefore, if p̄ 6∈ V G, a geodesic beween G · p and G · p̄ does not
cross the origin OV in V , and its projection to V/G does not cross the vertex OV/G

(i.e. the orbit {OV } of OV ); therefore G · p and G · p̄ are not contained in an
euclidean factor. This proves that V G is the maximal euclidean factor in V/G; so
any isometry I : V/G→ V ′/G′ splits into a product I = I1 × I2 of isometries

I1 : V G → V ′
G′
, I2 :

(V G)⊥

G
→ (V ′G

′
)⊥

G′
,

since it must map euclidean factors to euclidean factors.
The following proposition now clearly holds:

Proposition 2.2.6 ([19]). Let (G, V ), (G′, V ′) be quotient-equivalent representa-
tions. Then dimV G = dimV ′G

′
. In particular, (G, V ) has non-trivial set of fixed

points if and only if (G′, V ′) has non-trivial set of fixed points.

Note that, by changing an isometry along the maximal euclidean factor, we
always find an isometry I : V/G → V ′/G′ which map the vertex OV/G to the
vertex OV ′/G′ .
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We will show that in fact all invariant subspaces can be recognized metrically
in the quotient, i.e. they are invariant under quotient-equivalence. The main tool
in the proof of such a result is the following:

Proposition 2.2.7. A representation (G, V ) has non-trivial fixed points if and
only if diam(S(V )/G) > π/2. In this case, diam(S(V )/G) = π.

Before proving Proposition 2.2.7 we need to recall some facts from spherical
geometry, and prove some preliminary results.

Definition 2.2.8. A subset B ⊆ S(V ) is said to be bounded if it is contained in
an open geodesic ball.

The radius of a bounded subset B ⊆ S(V ) is the number:

r := inf{r′ > 0 | B ⊆ Br′(p) for some p ∈ S(V )};

here Br′(p) denotes the geodesic ball centred at p with radius r′.
A point p ∈ S(V ) is said to be a centre of the bounded set B if B ⊆ Br(p), r

being the radius of B.

If (G,S(V )) is an isometric action of the compact Lie group G on the unit
sphere S(V ) of an euclidean vector space V , we shall denote the metric distance
on S(V ) by ds, and the induced distance on the orbit space S(V )/G by dq. Observe
that any representation (G, V ) induces an isometric action (G,S(V )) by restriction.

Lemma 2.2.9. Let (G,S(V )) an isometric action, and let p ∈ S(V ). If r > π/2
is fixed, the set C := {q ∈ S(V ) | ds(q,G · p) ≥ r} is convex.

Proof. Let q, q′ ∈ C, and denote by γ : [0, `] → S(V ) a minimal geodesic joining
q = γ(0) to q′ = γ(`). For any fixed t ∈ [0, `], there exists gt ∈ G such that the
point gt · p realizes the distance between the point γ(t) and the orbit G · p. Now,
q, q′ are contained in the complement S(V )\Br(gt · p), which is a closed geodesic
ball B̄ of radius π−r < π

2
. Therefore γ is unique and contained in B̄. In particular,

ds(γ(t), G · p) = ds(γ(t), gt · p) ≥ r for all t ∈ [0, `].

Lemma 2.2.10. A bounded set B ⊆ S(V ) with radius r < π/2 has a unique
centre.

Proof. Existence. Choose a sequence {pn}n∈N ⊆ S(V ), and corresponding rn > r,
such that B ⊆ Brn(pn) for all n ∈ N, and rn → r. We shall prove that {pn}n∈N is a
Cauchy sequence in S(V ). Since S(V ) is a complete metric space, such a sequence
will have a (unique) limit point p̄, which clearly must satisfy B ⊆ Br(p̄). Thus p̄
will be a centre of B.
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Fix a point x ∈ S(V ). Since the isometry group of S(V ) is transitive on S(V ),
for every q ∈ B we can find an isometry Iq : S(V )→ S(V ) mapping q to x. Note
moreover that the image Iq(pn) is contained in a ball of radius rn around x, for all
n ∈ N. We shall estimate the distance between pn, pm by estimating the distance
between their images Iq(pn), Iq(pm).

Fix ε > 0, and consider the annulus SR,R′ := BR(x)\BR′(x) for R, R′ such
that R′ < r < R < π

2
. We claim that we may choose R, R′ so that each geodesic

segment in SR,R′ has length < ε. Indeed, assume that for some ε > 0, and
for all pair (R,R′) as above, there exists a geodesic segment γR,R′ in SR,R′ with
L(γR,R′) ≥ ε. For R,R′ → r, γR,R′ converges to a geodesic segment γ contained in
the distance sphere Sr(x) and with length L(γ) ≥ ε > 0. This is absurd, since the
asumption r < π

2
implies that Sr(x) does not contain geodesic segments of positive

length.
Now, for n,m large enough, rn, rm < R. Let p denote the midpoint of the

geodesic segment joining pn, pm. Since R < π
2
, the ball BR(x) is convex and, for

all q ∈ B, the image Iq(p) is contained in it. If Iq(p) ∈ BR′(x) for all q ∈ B, then
B ⊆ BR′(p), contradicting R′ < r. Thus there exists a point q ∈ B such that
Iq(p) ⊆ SR,R′ . Therefore at least one of the two geodesic segments joining Iq(pn),
Iq(p) and Iq(p), Iq(pm) is contained in SR,R′ and has length < ε by the claim above.
Hence we deduce ds(pn, qn) = ds(Iq(pn), Iq(pm)) < 2ε.

Uniqueness. If p̂ is another point such that B ⊆ Br(p̂), then p̂, p̄ ∈ Br(q), for
all q ∈ B̄. The midpoint p′ of the geodesic segment joining p̂ and p̄ belongs to
Br(q) for all q ∈ B̄, thus B̄ ⊆ Br(p

′), contradicting the choice of r.

Proof of Proposition 2.2.7. Clearly, if (G, V ) has non-trivial fixed points, then
diam(S(V )/G) = π.

On the other hand, assume that diam(S(V )/G) > π
2
; it is enough to prove that

in this case (G, V ) has non-trivial fixed-points. Indeed, our assumption implies
that, for some ε > 0 and p ∈ S(V ), the set

B :=
{
q ∈ S(V ) | ds(q,G · p) ≥

π

2
+ ε
}

is non-empty; moreover it is clearly compact and G-invariant. Finally, from the
proof of Lemma 2.2.9, we see that B is convex and, more precisely, that for each
pair of points q, q′ ∈ B, the minimizing geodesic between q and q′ in S(V ) is
unique and contained in B. Therefore B does not contain a great sphere. Now,
a convex and compact subset of S(V ) is either a great k-sphere, a k-hemisphere,
or a proper subset of a k-hemisphere (k ≥ 1). Since B does not contain great
spheres, we deduce then B ⊆ Hk\∂Hk, where Hk is a suitable k-hemisphere. In
particular, B is bounded and of radius r < π

2
. By Lemma 2.2.10, B has a unique

centre p̄. Now, for g ∈ G and q ∈ B, we have ds(q, g · p̄) = ds(g−1 · q, p̄) ≤ r, since
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B is G-invariant. Then uniqueness of the centre implies g · p̄ = p̄, for all g ∈ G, so
p̄ is a non-trivial fixed point of (G, V ) .

We can finally prove:

Proposition 2.2.11 ([19]). Let (G, V ) and (G′, V ′) be quotient-equivalent rep-
resentations without fixed points. If W ⊆ V is a G-invariant subspace, then
there exists a G′-invariant subspace W ′ ⊆ V ′ such that W/G ' W ′/G′. If
I : V/G → V ′/G′ is an isometry, and π : V → V/G, π′ : V ′ → V ′/G′ are
the canonical projections, then we have W ′ = (π′)−1(I(π(W ))).

Proof. By Remark 2.2.5 we may suppose that (G, V ), (G′, V ′) have no non-trivial
fixed points.

Consider now the restricted action of G on the unit sphere S(V ). We claim that
a closed subset Z ⊆ S(V )/G has the form Z = S(W )/G for a suitable G-invariant
subspace W of V if and only if there exists a subset Z ′ ⊆ S(V )/G such that

Z = {z ∈ S(V )/G | dq(z, z′) = π/2, ∀ z′ ∈ Z ′}.

Since the quotient spaces V/G, V ′/G′ are isometric, the assertion of the Proposition
follows immediately from the claim.

If Z = S(W )/G for a suitable G-invariant subspace W ⊆ V , Z ′ := S(W⊥)/G
satisfies the requirement.

Conversely, assume that Z is given in terms of Z ′ as above. First we show that
π−1(Z) is convex. Fix p′ ∈ π−1(Z ′), and set

Zp′ := {p ∈ S(V ) | ds(p,G · p′) = π/2}.

Since, by hypothesis, π−1(Z) is the intersection of the sets Zp′ , p′ ∈ π−1(Z ′), it is
enough to prove that the latter are convex for all p′ ∈ π−1(Z ′).

Let p, q ∈ Zp′ , and consider a minimizing geodesic γ : [0, `]→ S(V ) between p
and q.

If q 6= −p, then γ is unique. For any fixed t ∈ [0, `], we find a point gt ·p′ ∈ G ·p′
(gt ∈ G) such that ds(γ(t), gt · p′) = ds(γ(t), G · p′); note that this distance is ≤ π

2

since diam(S(V )/G) = π
2
(and this is true because we are assuming that (G, V ) has

no non-trivial fixed points). Now, p, q lie on the sphere with distance π
2
from the

point gt · p′, hence γ is also contained in this sphere. Therefore ds(γ(t), gt · p) = π
2
,

and γ(t) ∈ Zp′ . Since t was fixed arbitrarily in [0, `] we conclude that γ has image
contained in Zp′ .

If q = −p, let n := dimS(V ). Since ds(p,G · p′) = ds(−p,G · p′) = π
2
, we have

that G · p′ is contained in the sphere Sn−1(p) of distance π
2
from p. On the other

hand G · p′ is G-invariant, so

G · p′ ⊆
⋂
g∈G

Sn−1(g · p) ⊆ Sn−2(p),
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because G · p 6= {p,−p}. Hence p, −p belong to the complementary sphere S2,
and there exists a minimizing geodesic γ joining p to −p with image contained in
S2, i.e. with ds(γ(t), G · p′) = π

2
, for all t in the domain of γ; in other words, the

image of γ is contained in Zp′ .
Summarizing, we have shown that Zp′ is convex for all p′ ∈ π−1(Z ′), and there-

fore π−1(Z) is convex as well. Clearly π−1(Z) is also compact and G-invariant.
Now, a convex and compact subset of S(V ) is either a great k-sphere, or is con-
tained in a k-hemisphere (k ≥ 1). Suppose that π−1(Z) ⊆ Hk, where Hk is a
k-hemisphere. Note that Hk has the form (Sk\Sk−1)0, where (Sk\Sk−1)0 denotes
one of the two connected components of Sk\Sk−1. Now, if G leaves Hk invariant,
then it preserves also the vector space V k+1 spanned by Sk and the great sphere
Sk−1 (i.e. it preserves ∂Hk). Therefore G fixes pointwisely the complementary
0-sphere of Sk−1 in Sk. This contradicts the fact that (G, V ) has no non-trivial
fixed points. Hence π−1(Z) is a great sphere in S(V ), and has the form S(W ) for
a suitable G-invariant subspace W of V . In other words Z = S(W )/G and the
claim is proved.

Corollary 2.2.12. Let (G, V ), (G′, V ′) be quotient-equivalent representations.
Then (G, V ) is irreducible if and only if (G′, V ′) is irreducible.

Proposition 2.2.11 tells us that invariant subspaces of a representation can be
metrically recognised. The same is true for isotypical components; this simple
fact is well-known to the experts, however, as far as we know, it is not present in
literature yet.

Proposition 2.2.13. Let (G, V ), (G′, V ′) be quotient-equivalent representations.
If W ⊆ V is an isotypical component of (G, V ), then there exists an isotypical
component W ′ ⊆ V ′ of (G′, V ′) such that W/G ' W ′/G′. If I : V/G → V ′/G′ is
an isometry, and π : V → V/G, π′ : V ′ → V ′/G′ are the canonical projections,
then we have W ′ = (π′)−1(I(π(W ))).

Proof. Since W is a G-invariant subspace of V , by Proposition 2.2.11 there exists
a G′-invariant subspace W ′ ⊆ V such that W/G ' W ′/G′.

Assume by contradiction that W ′ has two G′-invariant irreducible subspaces,
W ′

1, W ′
2 which are not G′-equivalent. Using again Proposition 2.2.11 (and Corol-

lary 2.2.12), there exist two G-invariant irreducible subspaces W1, W2 such that
Wi/G ' W ′

i/G
′, i = 1, 2. Since the representations (G,W1 ⊕W2), (G′,W ′

1 ⊕W ′
2)

are quotient-equivalent, we obtain a contradiction with Proposition 2.2.11: indeed,
W1, W2 being G-equivalent, W1 ⊕W2 has infinitely many G-invariant subspaces,
while W ′

1 ⊕W ′
2 has only two G′-invariant subspaces.
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2.3 Orbifold points and boundary points
Given a representation (G, V ), consider the identity component G◦ of the compact
Lie group G. Since G◦ is a normal subgroup of G, the finite group G/G◦ acts by
isometries on the metric space V/G◦ with quotient V/G. If (G, V ) is a minimal
reduction of a representation (H,W ) with H connected, it turns out (cf. [19])
that the action of G/G◦ on V/G◦ is one of the main tools in the analysis of the
propertis of (the quotient-equivalence class of) (H,W ); in particular, the results
of this thesis (cf. also [37]) rely on the fact that the group G/G◦ is generated by
special elements, called nice involutions, which act on V/G◦ in a suitable manner
(cf. Theorem 2.3.13 below, or [19]).

In order to study how G/G◦ acts on V/G◦, we need to consider a subset of V/G
which is bigger than Vpr/G, namely the orbifold part, (V/G)orb, of V/G. Since
the definition of this set requires some background knowledge about Riemannian
orbifolds, we dedicate the first part of this Section to briefly recall the main basic
material on this topic; we refer to [7, 14, 43, 13] for a more detailed exposition.

Definition 2.3.1. A (differentiable) orbifold structure Q of dimension n on a
Hausdorff, paracompact topological space Q is given by the following data:

1. An open cover {Vi}i∈I of Q.

2. For each i ∈ I, a finite subgroup Γi of the group of diffeomorphisms of a
simply connected n-dimensional manifold Xi and a continuous map

qi : Xi → Vi,

called chart, such that qi induces a homeomorphism from Xi/Γi onto Vi.

3. For all xi ∈ Xi, xj ∈ Xj such that qi(xi) = qj(xj), there is a diffeomorphism
h from an open connected neighborhood W of xi to a neighborhood of xj
such that qj ◦ h = qi|W . Such a map h is called a change of chart; it is well
defined up to composition with an element of Γj (cf. [14]). In particular if
i = j, then h is the restriction of an element of Γi.

The family {(Xi, qi,Γi)}i∈I is called an atlas for the orbifold structure Q. We say
that two such atlases {(Xi, qi,Γi)}i∈I1 , {(Xi, qi,Γi)}i∈I2 define the same orbifold
structure on Q if {(Xi, qi,Γi)}i∈I1∪I2 satisfies the compatibily condition (3).

The pair (Q,Q) is called a (differentiable) orbifold; if the topological space Q
is understood, we shall often say, for the sake of brevity, that Q is an orbifold.

Note that if all groups Γi are trivial, then Q is simply a differentiable manifold.
A Riemannian metric on an orbifold Q with atlas {(Xi, qi,Γi)}i∈I is a family

{gi}i∈I , where, for all i ∈ I, gi is a Γi-invariant Riemannian metric on Xi, with
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respect to which each change of charts is an isometry. Any differentiable orbifold
(over a paracompact topological space) admits a Riemannian metric (cf. [14]). A
Riemannian orbifold is an orbifold endowed with a Riemannian metric.

Recall that a pseudogroup of local diffeomorphisms of a differentiable manifold
X is a collection H of diffeomorphisms h : V → W of open sets of X such that:

1. H contains the identity map idX : X → X;

2. the restriction of an element of H to any open subset of X belongs to H;

3. H is closed under taking inverses, compositions (whenever possible) and
unions of its elements

Given a family H of local diffeomorphisms of a manifold X containing idX ,
we can form the pseudogroup generated by H, which is obtained by taking restric-
tions of the elements in H to open subsets of X, together with their inverses,
compositions and unions.

Two points x, y ∈ X are said to belong to the same orbit of H if there exists
an element h ∈ H such that h(x) = y. This defines an equivalence relation on X
whose classes are called the orbits of H. The quotient of X by this equivalence
relation, endowed with the quotient topology, is denoted by X/H.

If Q is an orbifold with atlas {(Xi, qi,Γi)}i∈I , let X be the disjoint union of
the Xi’s, and call q the union of the maps qi’s. The changes of charts generate a
pseudogroup HQ of local diffeomorphisms of X, called the pseudogroup of changes
of charts of the orbifold Q (with respect to the chosen atlas). It contains in partic-
ular all the elements of the groups Γi’s. Denoting by Q the underlying topological
space of Q, note that the map q : X → Q induces a homeomorphism X/HQ → Q.

If Q is a Riemannian orbifold, and {gi}i∈I is a Riemannian metric on Q, thenHQ

consists of local isometries of X, with respect to the Riemannian metric obtained
by taking the union of the gi’s. In this case the homeomorphism X/HQ → Q
induces a distance on Q, which coincides with the local distances defined on each
Vi by the homeomorphism Xi/Γi → Vi.

Let p be a point of an orbifold Q, and let (Xi, qi,Γi) be a chart of Q at p. For
a fixed xi ∈ Xi such that qi(xi) = p, we denote by Γixi the isotropy group of the
action (Γi, Xi) at xi. Clearly the isomorphism class of Γixi is independent of the lift
xi of p. Moreover, if (Xj, qj,Γj) is another chart at p, if xj ∈ Xj satisfies qj(xj) = p,
and if h is the corresponding change of charts defined in a neighborhood W of x,
then Γjxj ' h ◦ Γixi ◦ h

−1. Thus, for a given p ∈ Q, the isomorphism class of the
isotropy groups Γixi is independent of both the chart at p and the lift of p within
the chart. We shall denote this isomorphism class by Γx, and we shall refer to it
as the local group at x.
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If Λ is a finite group, a stratum of type Λ in an orbifold Q, Q(Λ), is a connected
component of the set of points p ∈ Q whose local group is isomorphic to Λ. Note
that strata are manifolds: indeed, Q is locally homeomorphic to X/Γ for a suitable
manifold X and a suitable finite group Γ of Diff(X); therefore, if Λ is a subgroup
of Γ, the stratum Q(Λ) is locally homeomorphic to X(Λ)/Γ, which is a manifold (cf.
Theorem 1.4.4).

If Γ is the trivial group consisting of the sole identity, the stratum Q(Γ) is called
the principal stratum, and is denoted Qpr; it is open and dense in Q, the underlying
topological space of Q, and it consists of all points of Q admitting a neighborhood
homeomorphic to a manifold.

In the following pages, an important role will be played by strata of type Z/2Z;
they are called strata of codimension 1 in Q. The closure of the union of all strata
of codimension 1 is denoted by ∂Q and is called the boundary of Q.

Definition 2.3.2. Assume that Q, R are two orbifolds with atlases {(Xi, qi,Γi)}i∈I ,
{(Yj, rj,Γj)}j∈J respectively. An orbifold-map between Q, R is a continuous map
f : Q→ R between their underlying topological spaces such that, for each x ∈ X,
there exist charts (Xi, qi) at x, (Yj, rj) at f(x) with the following properties: the
map f : qi(Xi) → rj(Yj) can be lifted to a smooth map f̃ : Xi → Yj satisfying
rj ◦ f̃ = f ◦ qi. If in addition f : R → Q is a homeomorphism, we shall say that
the corresponding orbifold-map is an orbifold-diffeomorphism.

We shall use the same letter to denote both the orbifold-map and the corre-
sponding continuous map between the underlying topological spaces.

Definition 2.3.3. If Q, R are Riemannian orbifolds, an orbifold-diffeomorphism
f : Q → R is called and orbifold-isometry if each local lift of the corresponding
map f : Q→ R between the underlying topological spaces is an isometry.

Given two (Riemannian) orbifolds Q, Q′ with underlying topological spaces Q,
Q′ and atlases {(Xi, qi,Γi)}i∈I , {(X ′i, q′i,Γ′i)}i∈I′ respectively, an orbifold-covering is
a surjective orbifold-map p : Q′ → Q such that, for each x ∈ X, there exists a chart
(Xi, qi,Γi) at x with the following property: for any connected component Ui of
p−1(qi(Xi)) in Q′, there is a chart (X ′j, q

′
j,Γ

′
j) with Γ′j ≤ Γi satisfying Ui ' X ′j/Γ

′
j.

Note that the underlying map p : Q′ → Q is not in general a covering. An orbifold
map f : Q′ → Q′ such that p ◦ f = p is called a deck transformation.

The orbifold universal covering p : Q̃→ Q of a connected (Riemannian) orbifold
Q is an orbifold-covering with the following property: for any orbifold-covering
p′ : Q′ → Q, there exists an orbifold-covering p̄ : Q̃→ Q′ such that p = p′ ◦ p̄.

Thurston proved in [43] that any connected orbifold Q admits a (unique) orb-
ifold universal covering Q̃ → Q (cf. [10] for a detailed proof). Its deck transfor-
mation group is called orbifold fundamental group and is denoted by πorb1 (Q). If
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πorb1 (Q) is trivial, Q is called simply connected. Note that if an orbifold is sim-
ply connected, then its underlying topological space is simply connected as well;
however, there exist connected orbifolds Q with πorb1 (Q) 6= {e} whose underlying
topological space is simply connected.

Definition 2.3.4. Let Q be a Riemannian orbifold. An orbifold-isometry f :
Q → Q is called a reflection if its restriction to the principal stratum Qpr fixes a
submanifold of dimension 1. If Γ is a discrete subgroup of orbifold-isometries of Q,
we shall denote by Γrefl the subgroup of Γ generated by the reflections of Q which
belong to Γ. Since the conjugate of a reflection is a reflection, Γrefl is a normal
subgroup of Γ.

Lemma 2.3.5. Let Q be a Riemannian orbifold, and Γ a discrete subgroup of
orbifold-isometries of Q. Then Q/Γ is a Riemannian orbifold, and the natural
projection Q→ Q/Γ is an orbifold-covering.

Proof. Since the elements of Γ are orbifold-isometries, the action of Γ on Q is
proper; thus, for any fixed x ∈ Q, there exists a neighborhood U of x invariant
under the action of the isotropy Γx at x so that Γx parametrizes the orbits of Γ on
U (cf. [14]). In particular, U/Γx identifies with an open subset of Q/Γ (Q being
the underlying topological space of Q) by means of the map Γx · y 7→ Γ · y, y ∈ U .
Without loss of generality, we assume this neighborhood U to be Xi/Γi = qi(Xi)
for a suitable chart (Xi, qi,Γi) of Q. Now, any element of Γx is an isometry of
U ' Xi/Γi, so (cf. [7, p. 133]) it lifts to an isometry of Xi. Denote by Γ̃i the
set of all this lifts; the finiteness of both Γi and Γx implies the finitenes of Γ̃i, so,
denoting by πi : Xi → Xi/Γ̃i the projection, we see that (Xi, πi, Γ̃i) is a chart for
Q/Γ. The set of all these charts forms an atlas for an orbifold structure Q/Γ on
Q/Γ, with respect to which it is a Riemannian orbifold. Since Γi identifies with a
subgroup of Γ̃i the last assertion in the statement follows.

In particular, if M is a (Riemannian) manifold, considered as an orbifold with
the obvious orbifold structure, and if Γ is a discrete group of isometries ofM , then
the quotient M/Γ is a (Riemannian) orbifold.

Definition 2.3.6. A good, or developable, orbifold, is an orbifold of the formM/Γ,
where M is a Riemannian manifold, and Γ is a discrete group of isometries of M .
An orbifold is called bad if it is not good.

For instance, if (G,M) is a polar isometric action of the compact group G on
the complete Riemannian manifold M , the orbit space M/G is a good orbifold.

Given a (Riemannian) orbifold Q with underlying topological space Q, we de-
note by Q∗ the topological space Q\∂Q (which is open in Q) with the obvious
Riemannian orbifold structure.
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Lemma 2.3.7 ([19]). Let Q be a connected Riemannian orbifold, and let Γ a
discrete group of isometries of Q. Set Q′ := Q/Γ. If πorb1 (Q′∗) is trivial, then Γ is
generated by reflections.

Proof. The quotient group Γ̄ := Γ/Γrefl acts by isometries on Q̄ := Q/Γrefl with
quotient Q′. We want to show that the projection Q̄ → Q′ induces an orbifold
covering Q̄∗ → Q′∗. For this, assume first that an element ω ∈ Γ̄ acts as a reflection
on Q̄. Then there exists a point p̄ ∈ Q̄pr whose local group consists only of ω and
the identity, and therefore projects to a point p′ ∈ Q′ lying in a codimension 1
stratum. Clearly, a lift p ∈ Q of p′ is contained in the principal stratum Qpr, and
so it is fixed by a reflection in Γ not contained in Γrefl, contradiction. Hence, there
are no elements in γ̄ that act as a reflection on Q̄, and the projection Q̄→ Q′ has
the property that the preimage of any boundary point in Q′ is a boundary point
in Q̄. Therefore the projection Q̄ → Q′ restricts to an orbifold covering Q̄∗ → Q′∗
and Q′∗ = Q̄∗/Γ̄. On the other hand, Q′∗ is simply connected by assumption, so Γ̄
has to act trivially on the dense subset Q̄∗ of Q̄. Thus Γ̄ acts trivially on all of Q̄,
i.e. Γ = Γrefl as claimed.

We now turn back to representations.

Definition 2.3.8. Given a representation (G, V ) of a compact Lie group G with
orbit space X := V/G, we say that a point in X is said to be orbifold point if it has
a neighborhood isometric to a Riemannian orbifold. The subset of X consisting
of the orbifold points is denoted by Xorb.

Note that Xorb ⊇ Xpr := Vpr/G and is open and dense in X. Moreover, it has
a natural orbifold structure, denoted by Xorb.

Assume that x ∈ X and let v ∈ V be a lift of x. If the slice representation at
v is polar, then x is an orbifold point by Lemma 2.3.5. The fact that the converse
also holds is due to Alexander Lytchak and Gudlaugur Thorbergsson (cf. [31]).
In [31] it is also proved that representations (G, V ) with the properties that the
slice representation at any O 6= v ∈ V is polar are exactly those for which the
quotient S(V )/G is a Riemannian orbifold. By the way, such representations are
called infinitesimally polar, and have been classified in [21].

Definition 2.3.9. If (G, V ) is a representation, an isometry f of the quotient
X := V/G is called a reflection if its restriction to Vpr/G fixes a submanifold of
dimension 1.

The following Lemma is well-known to the experts, and its proof can be found
in [29]:

Lemma 2.3.10. Consider a representation (H,W ) with H connected, and set
X := W/H. Then the set (Xorb)∗ := Xorb\∂Xorb coincides with the set of non-
singular G-orbits, and has trivial orbifold fundamental group.
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The following, is the first fundamental result of this Section:

Theorem 2.3.11 ([19]). Let (H,W ), (G, V ) be quotient-equivalent representations
with H connected. Then the group G/G◦ of connected components of G is generated
by reflections on V/G◦.

Proof. Set X := V/G◦, X ′ := V/G ' W/H, Γ := G/G◦. Since H is connected,
(X′orb)∗ = X′orb\∂X′orb has trivial orbifold fundamental group by Lemma 2.3.10.
Now Γ is a finite group of isometries of Xorb, and the natural projection Xorb →
X′orb = Xorb/Γ is an orbifold covering, so the assertion follows by Lemma 2.3.7.

We wish now to define a special set of generators for G/G◦. Consider a repre-
sentation (G, V ) of G (which is faithful and) with trivial principal isotropy groups
(in our applications, (G, V ) will be a minimal reduction of another representation
(H,W )). Then all slice representations have trivial principal isotropy groups as
well. If v ∈ V is a G-important point (i.e. it projects to a stratum in V/G of
quotient codimension 1), then Gv acts transitively on the unit sphere Sa in (νvO)†,
and Gv = Sa. Here we have used the notation introduced in Section 1.4; more
precisely, O := G · v, and (νvO)† denotes the orthogonal complement in νvO of the
fixed point space (νvO)Gv of Gv. By a well-known result in Lie group Theory this
can happen only for a ∈ {0, 1, 3}. Clearly in this case

dim Str(v) = dimV − a− 1 (2.4)

Note that if a = 1, 3, then Gv is contained in G◦, hence v is also a G◦-important
point. Conversely, if v is a G◦-important point, it cannot belong to an exceptional
orbit by Lemma 2.3.10; then the slice representation at v cannot have discrete
orbits, and a 6= 0.

Finally observe that if v is G-important but not G◦-important, i.e. if a = 0,
then Gv containes exactly one element which is not the identity; such an element
belongs to G\G◦, normalizes G◦ and acts as a reflection on V/G◦.

Suppose now in addition that G/G◦ is generated by reflections on V/G◦ (this is
the case if (G, V ) is a minimal reduction by Theorem 2.3.11). Given η ∈ G/G◦ one
of these reflections, we take a G◦-principal point x ∈ V/G◦ which is fixed by η. Let
v be a preimage of x in V ; clearly v is G-important, thus, by the discussion above,
Gv has exactly one element different from the identity, ω, which has the form g0η
for some g0 ∈ G◦. Clearly ω is an involution in G (i.e. ω2 = e). Comparing
formulas (1.4) and (2.4) for dim Str(v) we deduce moreover that ω satisfies:

dimV − dimV ω = dimG− dimZG(ω) + 1, (2.5)

where V ω is the subspace of points in V which are fixed by ω, while ZG(ω) is the
subgroup of G consisting of the elements commuting with ω. Noting that η and
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ω are equivalent modulo G◦, we deduce that G/G◦ is generated by projections of
involutions satisfying (2.5).

The costruction given above is due to Claudio Gorodski and Alexander Lytchak
(cf. [19]); following their terminology, we give the following:

Definition 2.3.12. Under the above notation, an involution ω ∈ G satisfying
(2.5) is called nice.

Summarizing, we have proved the second fundamental result of this Section:

Theorem 2.3.13 ([19]). Let (G, V ) be a faithful representation of a compact Lie
group G with trivial principal isotropy groups. Assume moreover that G/G◦ is
generated by reflections on V/G◦. Then G/G◦ admits a set of generators whose
elements are projections of nice involutions of G.

Nice involutions have a very useful property:

Lemma 2.3.14 ([19]). Under the same assumptions of Theorem 2.3.13, let U± be
G◦-invariant subspaces of V with U+ ∩ U− = {O}. If ω ∈ G is a nice involution
such that ω(U−) = U+, then the action of G◦ on U± is of cohomogeneity 1.

Proof. Let V ω be the fixed point space of ω; by the definition of ω, if p ∈ V ω,
the stratum through p has codimension 1 in V (cf. (2.4)). Since G · V ω and
Str(p) locally coincide, we deduce that G · V ω has codimension 1 in V . Similarly,
G · V ω and G◦ · V ω locally coincide, therefore G◦ · V has codimension 1 in V as
well. Now, let U⊥ denote the orthogonal complement of U+ ⊕ U− in V ; clearly
(U+ ⊕ U−) ⊕ U⊥ is a decomposition invariant under G◦ and ω. Therefore, if we
set V ω

0 := V ω ∩ (U+ ⊕ U−), we see that V ω = V ω
0 ⊕ (V ω ∩ U⊥) and G◦ · V ω

0 has
codimension ≤ 1 in U+ ⊕ U−. Let ∆ be the subset of U+ ⊕ U− consisting of the
elements u+ + u− such that |u+| = |u−|. Since V ω

0 is the set {u+ ω(u) | u ∈ U+},
we see that G◦ · V ω is contained in ∆ and therefore it must have codimension 1 in
V . At this point it is clear that also ∆ has codimension 1 in V .

Now, up to the origin, both ∆ and G◦ · V ω
0 are locally manifolds of the same

dimension; hence G◦ · V ω
0 contains an open subset of ∆. Thus, we can find u

in the unit sphere of U+, and an open set V of the unit sphere in U− such that
u+V ⊆ G◦ ·V ω

0 . This means that for all v ∈ V , there exist h ∈ G◦, u′ ∈ U+ so that
h ·u = u′, h · v = ω(u′). In particular h−1ωh ·u = v, therefore (ωh−1ω)h ·u = ω · v.
Hence the orbit G◦ · u contains the open subset ω(V ) of the unit sphere in U+.
If dimU+ ≥ 2, then G◦ acts transitively on the unit sphere in U+, as claimed. If
dimU+ = 1, the statement is clear anyway.

We conclude this Section proving one last result from [19]. First we need the
following:



54

Definition 2.3.15. For a good Riemannian orbifold M/Γ, where M is a Rieman-
nian manifold, and Γ is a discrete group of isometries of M , an orbifold geodesic γ̄
is the projection of a geodesic γ of M . In this case, the index of γ̄ is, by definition,
the index of γ.

Proposition 2.3.16. Let ρi = (Gi, Vi), i = 1, 2, be quotient-equivalent represen-
tations. If ∂(V1/G

◦
1) = ∅, then dimV1 ≤ dimV2. In particular, if V1/G1 ' V2/G2

has empty boundary, then dimV1 = dimV2.

Proof. If ∂(V1/G
◦
1) = ∅, we can find a horizontal geodesic γ̄ in S(V1) of length π

entirely contained in the principal stratum. Thus the projection of γ̄ is a geodesic
γ in S(V1)/G◦1 entirely contained in S(V1)pr/G

◦
1. Consider now the projection λ of

γ to S(V1)/G1 ' S(V2)/G2. Clearly λ is contained in the quotient of the manifold
S(V1)pr/G

◦
1 by the finite group of isometries G/G◦; so λ is an orbifold geodesic in

(S(V1)/G1)orb. Consider its lift λ̄ to a G2-horizontal geodesic in S(V2). We may
assume that γ̄ was chosen so that all of the above curves start at a principal point.

Let m be the index of γ, i.e. the number of conjugate points along γ, counted
with their multiplicities, and denote by O◦1 the G◦1-orbit through the initial point
of γ̄. Then γ̄ is a O◦1-geodesic, and m is also the O◦1-index of γ̄, i.e. the number of
O◦1-focal points along γ̄, counted with their multiplicities. On the other hand, in
the unit sphere S(V1), the O◦1-index of an O◦1-geodesic of length π is dimO◦1. Thus
m = dimO◦1.

Now let O2 be the G2-orbit through the initial point of λ̄. It has been proved
in [31] that the O2-index of the O2-geodesic λ̄ is the sum of the index of the
orbifold geodesic η, i.e. m, with a non-negative integer that counts the number of
intersections of λ̄ with G2-singular orbits. In particular, the O2-index of λ̄ is ≥ m.
On the other hand the O2-index of λ̄ equals dimO2, so we deduce dimO2 ≥ dimO◦1,
and therefore dimV2 ≥ dimV1.

Since any boundary point of V1/G
◦
1 projects to a boundary point of V1/G1, the

last assertion follows.

Corollary 2.3.17. Let (G, V ) be a faithful representation such that ∂(V/G◦) = ∅.
Then (G, V ) is reduced.

Proof. Suppose (G, V ) is not reduced; then it admits a minimal reduction (G′, V ′).
By Propositon 2.3.16 and Corollary 1.7.13 we obtain dimV ≤ dimV ′ < dimV , a
contradiction.

Corollary 2.3.18. Let C be a quotient-equivalent class of representations, and
assume that the orbit space of its elements has empty boundary. Then:

1. the dimension of the representation space is constant within C;

2. if (G, V ) ∈ C, the principal isotropy groups of (G, V ) coincide with ker(G, V );
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3. if (G, V ) ∈ C is faithful, then it is reduced.

Proof. (1) is contained in Proposition 2.3.16. LetH be a principal isotropy group of
(G, V ). By (1) and Proposition 1.7.12 V H = V , so H ⊆ ker(G, V ) and (2) follows.
Now it is clear that, if (G, V ) is faithful, then it has trivial principal isotropy
groups. So, for any other (G′, V ′) ∈ C, the relation chm(G, V ) = chm(G′, V ′),
together with (1), gives

dimG = dimG′ − dimH ′ ≤ dimG′,

where H ′ denotes a principal isotropy group of (G′, V ′), and (3) follows.

2.4 Decomposability of representations
Consider two representations ρi = (Gi, Vi), i = 1, 2. The product representation of
ρ1 and ρ2 is the representation ρ1 × ρ2 = (G1 ×G2, V1 ⊕ V2) where we let G1 ×G2

act on V1 ⊕ V2 componentwisely; namely

(g1, g2) · (v1, v2) := (g1 · v1, g2 · v2), ∀ (g1, g2) ∈ G1 ×G2, ∀ (v1, v2) ∈ V1 ⊕ V2.

The goal of this Section is to study more closely quotient-equivalence classes con-
tainig products of representations. We begin remarking that, with the notation
introduced above, the orbit space of ρ1×ρ2 is isometric to the product of the orbit
spaces of ρ1 and ρ2:

V1 ⊕ V2

G1 ×G2

' V1

G1

× V2

G2

.

This fact suggests to give the following:

Definition 2.4.1 ([37]). Let ρ = (G, V ) be a representation of the compact Lie
group G. We say that ρ is decomposable if the orbit space V/G splits as a product

V/G ' X1 ×X2

for suitable metric spaces X1, X2 neither of which is isometric to a single point.

We remark that the notion of decomposability has been introduced in the more
general setting of singular Riemannian foliations by Alexander Lytchak in [30] and
by Marco Radeschi in [38].

By definition, if a representation ρ is decomposable, then any representa-
tion quotient-equivalent to ρ is decomposable as well. Our first goal is to show
that quotient-equivalence classes of decomposable representations contain always
a product representation; so they can be characterized by this fact.
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Proposition 2.4.2 ([37]). Let (G, V ) be a decomposable representation of the
compact Lie group G, and set V/G = X1 × X2. Then there exists a G-invariant
splitting V = V1⊕V2 of V such that Xi is isometric to the orbit space of the induced
representation ρi := (G, Vi), i = 1, 2. In particular, (G, V ) is orbit-equivalent to
the product representation (G1 ×G2, V1 ⊕ V2), where Gi := ρi(G).

Note however that Proposition 2.4.2 gives us much more information: indeed,
it implies that the decomposability of a representation can be analyzed within the
representation itself.

Before proving Proposition 2.4.2 we need to recall some basic constructions
from Metric Geometry (cf. [7]).

Given a metric space (Y, d), the (flat) cone C(Y ) over Y is the metric space
defined as follows. As a set, C(Y ) is the quotient of [0,∞)×Y by the equivalence
relation

(t, y) ∼ (t′, y′) ⇔ t = t′ = 0 or t = t′ > 0, y = y′

The quotient equivalence classe of (t, y) ∈ [0,∞)× Y is denoted by ty. The class
of (0, y), y ∈ Y , is denoted by O and is called the vertex of the cone, or the cone
point. Let dπ be the distance on Y defined by

dπ(y, y′) := min(π, d(y, y′)), ∀ y, y′ ∈ Y.

The distance between x = ty, x′ = t′y′ ∈ C(Y ) is then defined by

d(x, x′)2 := t2 + (t′)2 − 2tt′ cos(dπ(y, y′)).

Let now (Yi, d
i), i = 1, 2, be two metric spaces. The spherical join Y1 ∗ Y2 of Y1

and Y2 is the metric space defined as follows. As a set, Y1 ∗ Y2 is the quotient
of [0, π/2] × Y1 × Y2 modulo the equivalence relation which identifies (θ, y1, y2),
(θ′, y′1, y

′
2) whenever:

1. θ = θ′ = 0 and y1 = y′1, or

2. θ = θ′ = π/2 and y2 = y′2, or

3. θ = θ′ ∈ (0, π/2), y1 = y′1, y2 = y′2.

The equivalence class of (θ, y1, y2) will normally be denoted y1 cos θ+y2 sin θ. Some-
times we shall denote the class of (0, y1, y2) (resp. (π/2, y1, y2)) simply by y1 (resp.
y2), thus implicitly identifying Y1 and Y2 to subsets of Y1 ∗ Y2.

We define a distance d on Y1 ∗ Y2 by requiring that the distance between the
points y = y1 cos θ + y2 sin θ, y′ = y′1 cos θ′ + y2 sin θ′ be at most π, and that d
satisfy the formula

cos(d(y, y′)) = cos θ cos θ′ cos(d1
π(y1, y

′
1)) + sin θ sin θ′ cos(d2

π(y2, y
′
2)). (2.6)
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Remark 2.4.3. If one equips Y1 and Y2 with the truncated distances d1
π, d2

π (or if
d1 and d2 do not assume values greater than π), then the natural inclusion of each
space into Y1 ∗ Y2 is an isometry onto its image.

Remark 2.4.4. Y1 (resp. Y2) is exactly the subset of Y1 ∗Y2 consisting of the points
with distance π/2 from Y2 (resp. Y1).

The next result explains the connection between cones and spherical joins:

Lemma 2.4.5. For any metric spaces Y1, Y2, there is a natural isometry

Φ : C(Y1 ∗ Y2)→ C(Y1)× C(Y2).

Proof. Define
Φ(t(y1 cos θ + y2 sin θ)) := (t cos θy1, t sin θy2)

for all t ∈ [0,∞), and all y1 cos θ + y2 sin θ ∈ Y2 ∗ Y2. Clearly Φ is surjective; we
claim that it is an isometry. Indeed, given two points x = t(y1 cos θ+ y2 sin θ) and
x′ = t′(y′1 cos θ′ + y′2 sin θ′) in C(Y1 ∗ Y2) we have

d(x, x′)2 = t2 + (t′)2 − 2tt′[cos θ cos θ′ cos(d1
π(y1, y

′
1)) + sin θ sin θ′ cos(d2

π(y2, y
′
2))].

On the other hand,

d(Φ(x),Φ(x′))2 = t2 cos2 θ + (t′)2 cos2 θ′ − 2tt′ cos θ cos θ′ cos(d1
π(y1, y

′
1))

+ t2 sin2 θ + (t′)2 sin2 θ′ − 2tt′ sin θ sin θ′ cos(d2
π(y2, y

′
2)).

These expressions are obviously equal.

Remark 2.4.6. The fact that formula (2.6) does indeed define a distance on Y1 ∗Y2

is contained in the proof of Lemma 2.4.5.

We can now give the proof of Proposition 2.4.2:

Proof of Proposition 2.4.2. Let S(V ) denote, as usual, the unit sphere in V , and
set S := S(V )/G, X := V/G. Notice that, since diam(S) ≤ π, X coincides with
the flat cone C(S) over the metric space S; moreover, denoting by O the vertex
of X, we see that S is the unit sphere in X centred at O. So the assumption of
decomposability of (G, V ) implies that we have a splitting of the cone C(S) as a
product

C(S) = X1 ×X2.

Identify Xi with the Xi-fibre through O, and set Yi := S ∩Xi, i = 1, 2. We claim
that Yi 6= ∅ and that Xi is isometric to C(Yi), i = 1, 2. We shall prove the claim
for i = 1, the other case being similar.
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Denote by O1 the projection of O in X1. Since by definition X1 is not a
single point, it contains an element x1 6= O1. Now, X1 is a complete, locally
compact length space (since X is), therefore Theorem 1.6.7 implies that there is
a minimizing geodesic between O1 and x1. Clearly this curve is also a minimizing
geodesic between O and (x1, O2) in X, O2 being the projection of O in X2, and
so is the restriction to the interval [0, 1] of the geodesic γ(t) = tx1, t ∈ [0,∞). By
construction γ(t) ∈ X1 for 0 ≤ t ≤ 1; so the projection of γ in X2, which is a
geodesic in X2 (not necessarily parametrized by the arc length, cf. [7, p. 56]), is
constantly equal to O2 for 0 ≤ t ≤ 1, and hence for all t ∈ [0,∞). This proves
that γ is entirely contained in X1. Since there exists t0 > 0 such that γ(t0) ∈ S,
we get γ(t0) ∈ Y1.

Now define Φ1 : C(Y1) → X1 by setting Φ1(ty1) = ty1, where the first occur-
rence of ty1 denotes the equivalence class of (t, y1) ∈ [0,∞) × Y1 in C(Y1), while
the second one denotes the equivalence class of (t, y1) ∈ [0,∞) × S in C(S). By
the same argument as above, the entire geodesic ty1 of C(S) is contained in X1

(since y1 ∈ X1), therefore Φ1 is well-defined and surjective. Moreover Φ1 is clearly
an isometry, and the claim is proved.

Summarizing, there are the following relations of isometricity:

C(S) ' X1 ×X2 ' C(Y1)× C(Y2) ' C(Y1 ∗ Y2),

where we have used Lemma 2.4.5. Since diam(S) ≤ π we easily get

S ' Y1 ∗ Y2.

Invoking Remark 2.4.4 and the claim used in the proof of Proposition 2.2.11 we
deduce that there exist two G-invariant complementary subspaces V1, V2 of V such
that Yi = S(Vi)/G, i.e. Xi = Vi/G, i = 1, 2.

Now we show that the product representation (G1 × G2, V1 ⊕ V2) and (G, V )
have the same orbits. Indeed, if v ∈ V , it is clear that G ·v ⊆ (G1×G2) ·v. On the
other hand, the representations above are quotient-equivalent, hence there exists
v′ ∈ V such that G · v = (G1×G2) · v′. Thus (G1×G2) · v′ = G · v ⊆ (G1×G2) · v,
and we get G · v = (G1 × G2) · v exploiting the fact that any two orbits with
non-empty intersection must coincide.

A first useful consequence of Proposition 2.4.2 is the following:

Corollary 2.4.7 ([37]). Let ρ1, ρ2 be representations, ρ1× ρ2 their product. Then

ac(ρ1 × ρ2) = ac(ρ1) + ac(ρ2).

Proof. Assume ρi = (H1,Wi) for suitable compact Lie groups Hi and suitable
euclidean spaces Wi, i = 1, 2. Then by definition ρ1 × ρ2 = (H1 ×H2,W1 ⊕W2),
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where H1×H2 acts componentwisely. Let (G, V ) be a minimal reduction of ρ1×ρ2,
and let (Gi, Vi) be a minimal reduction of ρi, i = 1, 2. By Proposition 2.4.2, (G, V )
is orbit-equivalent to a product representation (G′1×G′2, V ′1⊕V ′2), where V = V ′1⊕V ′2
and V ′i /G′i ' Wi/Hi, i = 1, 2. Now

V1

G1

× V2

G2

' W1

H1

× W2

H2

' W1 ⊕W2

H1 ×H2

' V

G
,

thus (G1 ×G2, V1 ⊕ V2) is quotient-equivalent to (G, V ) and we get

ac(ρ1 × ρ2) = dimG ≤ dimG1 + dimG2 = ac(ρ1) + ac(ρ2). (2.7)

Notice also that
Vi
Gi

' Wi

Hi

' V ′i
G′i

i = 1, 2,

therefore dimG1 + dimG2 ≤ dimG′1 + dimG′2. If the equality in (2.7) didn’t hold,
we would get

dimG < dimG′1 + dimG′2,

i.e. (G, V ) would be a minimal reduction of (G′1 × G′2, V ′1 ⊕ V ′2). Thus dimV <
dimV ′1 + dimV ′2 by Corollary 1.7.13, contradicting V = V ′1 ⊕ V ′2 .

Consider now a representation (G, V ) of a compact Lie group G. We wish to
split (G, V ) into a product of indecomposable subrepresentations. In order to do
this we need a version of the de Rham decomposition theorem for metric spaces
due to Thomas Foertsch and Alexander Lytchak (cf. [17]).

Definition 2.4.8. A metric space X is called irreducible if, for any decomposition
X = Y × Z into a product of metric spaces, one of the factors Y or Z must be a
point.

Theorem 2.4.9 ([17]). Let X be a geodesic metric space of finite Hausdorff di-
mension. Then X admits a decomposition as a direct product

X = Y0 × Y1 × · · · × Yn,

where Y0 is a euclidean space (possibly a point), and where the Yi, i = 1, . . . , n,
are irreducible metric spaces not isometric to the real line, nor to a point. If there
is another direct product decomposition X = Z0×Z1× · · · ×Zm of the same kind,
then we have m = n and there exists a permutation σ of {0, 1, . . . , n} such that
for each point x ∈ X, the Yi-fibre through x coincides with the Zσ(i)-fibre through
x, for all i = 0, 1, . . . , n.
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Since the orbit space V/G of (G, V ) is geodesic (cf. Theorems 1.6.7, 1.6.8) and
of finite Hausdorff dimension (cf. Example 1.7.2), by Theorem 2.4.9 it splits as a
product of metric spaces

V/G = Y0 × Y1 × · · · × Yn, (2.8)

where Y0 is euclidean (possibly trivial), and where Yi, i = 1, . . . , n, is a non-trivial,
non-euclidean irreducible metric space. Then Proposition 2.4.2 immediately yields:

Theorem 2.4.10 ([37]). Let (G, V ) be a representation of a compact Lie group G.
Then there exists a G-invariant splitting V = V0 ⊕ V1 ⊕ · · · ⊕ Vn of V such that:

1. the induced representation ρ0 := (G, V0) is trivial and dimV0 ≥ 0;

2. the induced representation ρi := (G, Vi) is indecomposable, non-trivial and
dimVi ≥ 1, for i = 1, . . . , n;

3. (G, V ) is orbit-equivalent to the product representation

(G0 ×G1 × · · · ×Gn, V0 ⊕ V1 ⊕ · · · ⊕ Vn),

where H0 := {e}, Hi := ρi(Hi), i = 1, . . . , n.

We observed above that the (in)decomposability of a representation ρ = (G, V )
is a property which depends only on the quotient-equivalent class C of ρ. We con-
clude this section proving that also (in)decomposability of the induced representa-
tion (G◦, V ) is a property invariant of the quotient, at least if C is non-polar and
contains a representation (H,W ) with H connected. More precisely, we have the
following:

Proposition 2.4.11 ([37]). Let (H,W ) be a non-polar indecomposable represen-
tation of a connected, compact Lie group H. If (G, V ) is quotient-equivalent to
(H,W ), then the induced representation (G◦, V ) is also indecomposable.

Proof. Our assumptions imply that the representation (G, V ) is indecomposable
and non-polar (cf. Remark 2.2.2); moreover the finite group G/G◦ is generated by
reflection on V/G◦ (cf. Theorem 2.3.11). Now decompose the orbit space V/G◦ of
the induced representation (G◦, V ) as in (2.8):

V/G◦ = Y0 × Y1 × · · · × Yn. (2.9)

By Proposition 2.4.2, each Yi is the orbit space of a suitable subrepresentation
(G◦, Vi) of (G◦, V ); we shall say that Yi is flat if its principal stratum (Vi)pr/G

◦ is.
Clearly Y0 is flat, since it is the quotient of a trivial representation. Up to a re-
ordering of the other factors in (2.9) we may assume that Y1, . . . , Ym are non-flat,
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while Ym+1, . . . , Yn are flat. We have then m ≥ 1, otherwise V/G◦ would be flat
and, by Proposition 2.2.1, (G◦, V ) would be polar: this is absurd because (G, V )
is non-polar (cf. Lemma 1.5.9).

Now consider a reflection γ ∈ G/G◦. Since it is an isometry of the cone V/G◦,
it must preserve its vertex, hence the uniqueness part in Theorem 2.4.9 implies
that γ permutes the Yi’s. On the other hand γ fixes a 1-dimensional submanifold
of the principal stratum Vpr/G

◦ and satisfies γ2 = id, therefore either γ preserves
all Yi’s, acting as a reflection on one of them and fixing pointwisely the others, or it
interchanges Yj, Yk, for some j, k ∈ {0, . . . , n}, j 6= k, and fixes pointwisely each Yi
with i 6= j, k. Note that in the latter case Yj, Yk must have dimension 1: this means
that the corresponding subrepresentations (G◦, Vj), (G◦, Vk) have cohomogeneity
1, hence they are polar and Yj, Yk are flat. From these observations we easily get

V

G
=
Yflat
G
× Y1

G
× · · · × Ym

G
,

where Yflat := Y0× Ym+1× · · · × Yn is the product of all flat factors in (2.9). Using
indecomposability of (G, V ) we finally deduce that Yflat is trivial, and that m = 1;
therefore (G◦, V ) is indecomposable.

Remark 2.4.12. The analogous of Proposition 2.4.11 for irreducibility does not
hold: indeed, there exist quotient-equivalent representations (H,W ), (H ′,W ′) such
that the induced representation (H◦,W ) is irreducible, while the induced repre-
sentation ((H ′)◦,W ′) is not. In [19, Theorem 1.7], it is shown that a quotient
equivalent class with this property has a unique representation (G, V ) with dimG
minimal, and that G◦ is a torus. Representations admitting a reduction (G, V )
where G◦ a torus will be studied more closely in Chapter 3.

The following Lemma gives a criterion to decide whether a reducible represen-
tations is indecomposable.

Lemma 2.4.13. Let G be a compact Lie group, and (G, V1), (G, V2) two irreducible
representations of G. Set ci := chm(G, Vi), i = 1, 2, and c := chm(G, V1 ⊕ V2).
Then (G, V1 ⊕ V2) is decomposable if and only if c = c1 + c2.

Proof. Assume that (G, V1 ⊕ V2) is decomposable; then it is orbit-equivalent to a
product representation of the form (G1×G2, V

′
1⊕V ′2), where V1⊕V2 = V ′1⊕V ′2 , and

the V ′i are G-invariant (cf. Proposition 2.4.2). Clearly we may suppose V1 = V ′1 ,
V2 = V ′2 . Let ρi := (G, Vi). Since Gi = ρi(G), we see then that (G, V1 ⊕ V2) and
the product (G×G, V1 ⊕ V2) have the same orbits. Thus c = c1 + c2.

Conversely, assume c = c1 + c2; we shall prove that (G, V1 ⊕ V2) has the same
orbits as the product representation (G × G, V1 ⊕ V2). First we note that we can
choose v = v1 + v2 ∈ V1 ⊕ V2 so that v is principal for (G, V1 ⊕ V2), while vi,
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i = 1, 2, is principal for (G, Vi). Clearly G · v ⊆ (G × G) · (v1 + v2). Fix now
g1 · v1 + g2 · v2 ∈ (G × G) · (v1 + v2). From c = c1 + c2 we easily deduce that
the isotropy group Gv1 acts on V2 with the same orbits as G; thus there exists
ḡ1 ∈ Gv1 such that ḡ1 · v2 = g2 · v2. Similarly, there exists ḡ2 ∈ Gg2·v2 such that
ḡ2 · v1 = g1 · v1. Hence

ḡ2ḡ1 · v = ḡ2ḡ1 · v1 + ḡ2ḡ1 · v2 = ḡ2 · v1 + ḡ2g2 · v2 = g1 · v1 + g2 · v2,

and G · v = (G×G) · (v1 + v2). The claim now follows by Proposition 1.4.9.

2.5 Representations of tori
The goal of this Section is to prove two useful criteria to understand whether a
real representation (T, V ) of a torus T is indecomposable and whether it has non-
trivial copolarity (cf. Propositions 2.5.8, 2.5.12 below). We begin recalling some
standard facts about representations of tori; sometimes, on the following pages,
we shall need to consider also complex representations.

Lemma 2.5.1. Let (T, U) be a complex representation of the torus T which is
irreducible over C. Then dimC U = 1.

Proof. Every t ∈ T can be considered as a bijective C-linear map t : U → U ,
namely the map given by u 7→ t · u, for all u ∈ U . Since T is abelian, we have

t′ · (t · u) = t · (t′ · u), ∀ t′ ∈ T,

thus t : U → U is a CT-map. Irreducublity of U implies (by Lemma 2.1.14) that
there exists φ(t) ∈ C with t ·u = φ(t)u, for all u ∈ U . Hence all complex subspaces
of U are T-invariant and dimC U = 1.

If (T, U) is a complex representation of T which is irreducible over C, we see
from the proof of Lemma 2.5.1 that there is a map φ : T→ C so that t ·u = φ(t)u,
for all t ∈ T, u ∈ U . Obviously this map takes its values in C\{0} and is a Lie
group homomorphism. More precisely, let (·, ·) be a T-invariant hermitian metric
on U . If u ∈ U we have then

(u, u) = (t · u, t · u) = |φ(t)|2(u, u), ∀ t ∈ T,

therefore φ is a Lie group homomorphism T→ S1. We have then the following:

Proposition 2.5.2. There is a bijective correspondance between irreducible com-
plex representations of a torus T and Lie group homomorphisms T→ S1.
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Proof. We have seen above that we can associate a Lie group homorphism T→ S1

to any irreducible complex representation (T, U). Conversely, given a Lie group
homomorphism φ : T → S1, we can define an irreducible complex representation
of T on U := C by setting

t · u := φ(t)u, ∀ t ∈ T, ∀u ∈ U.

Clearly these constructions are inverse of each other.

Definition 2.5.3. Given an irreducible complex representation (T, U) of the torus
T, the Lie group homomprhism φ : T→ S1 introduced in the proof of Lemma 2.5.1
is called the character of (T, U).

Remark 2.5.4. If (T, U) is an irreducible complex representation of the torus T
with character φ : T → S1, then the character of the dual representation (T, tU)
is the conjugate of φ, i.e. the map φ̄ : T → S1 given by t 7→ φ(t). In particular,
(T, U) is of complex type if and only if it is not the trivial representation (cf.
Proposition 2.1.16). Clearly the trivial representation of T is of real type.
Remark 2.5.5. Any complex representation of a torus T (not necessarily irre-
ducible) is completely determined by the characters and the complex dimensions
of its isotypical components.

For the sake of completeness we give a complete description of Lie group ho-
momorphism T→ S1.

Proposition 2.5.6. Let T be a k-dimensional torus, and φ : T→ S1 a Lie group
homomorphism. Identify T with the product of k copies of S1. Then there exist
n1, . . . , nk ∈ Z so that

φ(z1, . . . , zk) = zn1
1 · · · z

nk
k , ∀ (z1, . . . , zk) ∈ T.

Proof. Since T ' S1× · · ·×S1 (k times), and the restriction of φ to any S1-factor
is a Lie group homomorphism S1 → S1, it is enough to prove the case k = 1.

We consider the covering R → S1 given by x 7→ e2πix for all x ∈ R. Any Lie
group homomorphism φ : S1 → S1 can be lifted to a Lie group homomorphism
φ̃ : R→ R such that φ̃(1) ∈ Z. Set n := φ̃(1). Then φ̃(a) = na, and φ̃(a/b) = na/b,
for all a, b ∈ Z, b 6= 0. By continuity φ̃(x) = nx for all x ∈ R, hence φ(z) = zn for
all z ∈ S1.

We have already mentioned that we are mainly interested in real representa-
tions. So consider a real representation (T, V ) of the torus T which is irreducible
over R. If (T, V ) is not trivial, then, using the notation introduced in Section 2.1
just before Lemma 2.1.17, we have V = rU for some irreducible complex represen-
tation (T, U) of T (cf. Theorem 2.1.18). Thus Lie group homomorphism T → S1
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determine also all real representations of T. Notice however that rU = rtU for any
complex representation (T, U) of T, therefore any (non-trivial) homomorphism
T→ S1 determines the same real representation as its conjugate.

Given any real (or complex) representation (T, V ) of the torus T and a Lie group
homorphism φ : T→ S1, we shall denote by Vφ the sum of all irreducible summands
of V with character φ. If Vφ is not zero, then it is an isotypical component of V ;
in this case φ will be called a character of (V,T). If (V,T) is a real representation,
then the discussion above implies Vφ = Vφ̄. If in addition φ is not trivial we have
also

Vφ = V ∩ ((cV )φ ⊕ (cV )φ̄).

Identifying the Lie algebra of S1 with the real line, and denoting by t the Lie
algebra of T, we may associate to any character φ : T → S1 of (T, V ) an element
of the dual t∗, namely dφe : t→ R.

Definition 2.5.7. Given a real (or complex) representation (T, V ) of the torus
T, the elements of t∗ associated to the characters of (T, V ) as described above are
called the weights of (T, V ).

We can now state and prove a useful criterion for the indecomposability of a
representation of a torus. From this moment on, all representations considered
will be tacitly assumed to be real.

Proposition 2.5.8 ([37]). Let ρ = (T, V ) be a representation of the torus T, and
let Θ ⊆ t∗ denote the set of all weights of ρ. Then ρ is decomposable if and only
if there exist two non-empty subsets Θ1,Θ2 ⊆ Θ such that Θ1 ∪ Θ2 = Θ and
〈Θ1〉 ∩ 〈Θ2〉 = {O}.

Proof. Assume first that ρ is decomposable. Then, by Proposition 2.4.2, there
exists a T-invariant splitting V = V1 ⊕ V2 so that ρ has the same orbits as the
product representation (T1 × T2, V1 ⊕ V2), where, if we denote by ρi the induced
representation (T, Vi), Ti = ρi(T), i = 1, 2. Note in particular that Ti is a torus.
Now we may assume that ρ has trivial kernel; so, T being abelian, ρ has trivial
principal isotropy group. Note that also (Ti, Vi) has trivial kernel and hence trivial
principal isotropy groups. Since a principal orbit of ρ is isometric to a principal
orbit of (T1×T2, V1⊕V2), we deduce dimT1 + dimT2 = dimT. Now let T̃i be the
subtorus of T with the same Lie algebra kj of ker(ρj), i, j ∈ {1, 2}, i 6= j. Notice
that dim T̃i = dimTi, i = 1, 2, so dim T̃1 + dim T̃2 = dimT. Since (T, V ) has no
kernel, we deduce also T̃1 ∩ T̃2 = {e} so T = T̃1 × T̃2. Denote by Θi the set of
all weights of the subrepresentation (T̃i, Vi). Since, for i 6= j, the action (T̃i, Vj) is
trivial, we see that Θ1 ∪Θ2 = Θ. Moreover 〈Θ1〉 ⊆ k∗2 and, similarly, 〈Θ2〉 ⊆ k∗1, so
〈Θ1〉 ∩ 〈Θ2〉 ⊆ k∗1 ∩ k∗2 = {O}.



65

Conversely, let Θ1, Θ2 be as in the statement, and denote by Vi the sum of
all isotypical components of ρ corresponding to weights in Θi, i = 1, 2. Denote
moreover by ai ⊆ t the annihilator of 〈Θi〉, i = 1, 2. From 〈Θ1〉 ∩ 〈Θ2〉 = {O}
we get a1 + a2 = t (direct sum if and only if ρ has discrete kernel), while from
Θ1∪Θ2 = Θ we get V1⊕V2 = V . Let Ti be the subtorus of Tk with Lie algebra ai.
Any element t ∈ T can be written as t = t1t2 for suitable ti ∈ Ti, i = 1, 2. Since
the induced representation (Ti, Vi) is trivial, we deduce that ρ and the product
representation (T2 × T1, V1 ⊕ V2) have the same orbits, so ρ is decomposable.

Remark 2.5.9. Let ρ = (T, V ) be a representation of a torus T, and denote by
Θ ⊆ t∗ the set of all weights of ρ. Then 〈Θ〉 = t∗ if and only if ρ has discrete
kernel. Indeed, an element x ∈ t belongs to the Lie algebra of ker(ρ) if and only if
it is annihilated by all elements of Θ.

In order to state the main Corollary of Proposition 2.5.8, we need to give the
following:

Definition 2.5.10. If ρ = (T, V ) is a representation of a torus T, we say that a
line s ⊆ t∗ is induced by ρ if ρ has a weight θ such that 〈θ〉 = s.

Corollary 2.5.11 ([37]). Let ρ = (T, V ) be a faithful representation of a k-
dimensional torus T, k ≥ 2. If ρ is indecomposable, then it induces at least k + 1
lines in t∗.

Proof. By contradiction assume that ρ induces only ` ≤ k lines s1, . . . , s` in t∗, and
let Θ be the set of all weights of ρ. Clearly 〈s1, . . . , s`〉 = 〈Θ〉 = t∗, where the last
equality holds because ρ is faithful (cf. Remark 2.5.9). In particular ` = k, and
the lines si’s are linearly independent. Now define Θ1 as the subset of Θ consisting
of the weights θ such that 〈θ〉 = s1, and, analogously, define Θ2 as the subset of
Θ consisting of the weights θ such that 〈θ〉 = sj for some j ≥ 2. Notice that Θ2

is non-empty because k ≥ 2. Then Θ1 and Θ2 clearly satisfy the assumptions of
Proposition 2.5.8, therefore ρ is decomposable.

Especially for toric representations, the absence of proper generalized sections
can be read of the quotient:

Proposition 2.5.12. Let ρ = (T, V ) be a representation of a torus T. Then ρ has
trivial copolarity if and only if ∂(V/T) = ∅.

Proof. We may assume without loss of generality that ρ is faithful and has no
non-trival fixed points. Since T is abelian, this in particular implies that ρ has
trivial principal isotropy groups.

If ∂(V/T) = ∅, ρ is reduced by Corollary 2.3.18.
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Conversely, assume ∂(V/T) 6= ∅, and let p ∈ V be a T-important point, i.e.
a point projecting onto a stratum of quotient codimension 1 in V/T. The non-
trivial part of the slice representation at p has trivial principal isotropy groups
and cohomogeneity 1, therefore Tp is a sphere Sa (cf. the discussion preceding
Theorem 2.3.13 in Section 2.3). Since T is abelian, we get a ∈ {0, 1}, and, by
(2.4), dimV Tp = dim Str(p) = dimV − a − 1, where, as usual, V Tp denotes the
fixed point space of Tp.

Assume first a = 0, and let ω be the generator of Tp ' Z/2Z ' S0. Then V ω

has codimension 1 and ω is a reflection in V . On the other hand, ω ∈ S1 ⊆ SO(V ),
a contradiction.

Then a = 1, and we have a T-invariant decomposition V = V Tp ⊕ V̄ , where
dim V̄ = 2; we shall write accordingly ρ = ρ̃ ⊕ ρ̄. Notice that ρ̄ is irreducible,
since ρ has no non-trivial fixed points. Let Θ̃ be the set of weights corresponding
to isotypical components in V Tp , and denote by θ̄ the weight of ρ̄. Clearly any
weight of ρ either belongs to Θ̃, or it is equal to θ̄. Moreover all weights in Θ̃
vanish on the 1-dimensional Lie algebra of Tp, tp: indeed, fix a non-zero vector
v ∈ V Tp , and notice that, for all t ∈ Tp, we have v = t · v = φ(t)v, i.e. φ(t) = 1,
if φ is any character of ρ corresponding to an isotypical component in V Tp . Now,
faithfulness of ρ implies that θ̄ cannot vanish on tp, so 〈Θ̃〉 ∩ 〈θ̄〉 = {O}. By
(the proof of) Proposition 2.4.2 ρ is orbit-equivalent to the product representation
(ρ̃(Tk)× S1, V Tp ⊕ V̄ ); but (S1, V̄ ) is polar, so ρ has non-trivial copolarity.

As a corollary, we find a family of representations for which copolarity and
abstract copolarity do coincide:

Corollary 2.5.13. Let G be a compact Lie group such that G◦ is a torus, and
consider a representation (G, V ) of G.

1. If (G, V ) is faithful and has trivial copolarity, then it is reduced.

2. We have c(G, V ) = ac(G, V ).

Proof. (1) The induced representation (G◦, V ) has trivial copolarity (cf. Lemma
1.5.8), so ∂(V/G◦) = ∅ by Proposition 2.5.12. The assertion follows from Corollary
2.3.17.

(2) Let Σ be a generalized section of (G, V ), and denote by N , Z respectively
the normalizer and the centralizer of Σ. By definition, Γ := N/Z is the Weyl
group of Σ. Since N◦ is a compact and connected subgroup of G◦, we see that it
is a torus. Thus also Γ◦ ' N◦

Z∩N◦ is a torus. Now, (Γ,Σ) is reduced by (1), and
is quotient-equivalent to (G, V ). Therefore dim Γ coincides with both c(G, V ) (by
Proposition 1.7.14) and ac(G, V ).



Chapter 3

Toric reductions

Given a representation ρ = (G, V ) of a compact Lie group G, we have associated to
ρ three important invariants: cohomogeneity, copolarity and abstract copolarity.
A natural problem that arises at this point is then to look for general relationships
between them (cf. [19, Question 1.5]).

We have seen that ac(ρ) ≤ c(ρ) (cf. Proposition 1.7.14) and, moreover, that
ac(ρ) = 0 if and only if c(ρ) = 0, i.e. if and only if ρ is polar (cf Proposition 2.2.1).
Polar representations are extremely wild in terms of cohomogeneity: indeed, for
any n ∈ N, n ≥ 0, there exists a polar representation of cohomogeneity n (cf.
Example 2.2.3). If we allow the copolarity to be greater than zero, the situation
seems to become much more rigid: for instance, C. Gorodski and A. Lytchak have
proved in [19] the following result:

Theorem 3.0.14. Let (H,W ) be an irreducible non-reduced representation of a
compact, connected Lie group with copolarity k, 1 ≤ k ≤ 6. Then (H,W ) is of
cohomogeneity k + 2.

The case k = 1 was already known, and is due to Claudio Gorodski, Carlos
Olmos and Ruy Tojeiro (cf. [22]).

However we are still far from having a general picture of the behaviour of
copolarity and cohomogeneity even for an irreducible representation. Indeed, in
[19] it is also shown that (U(3) × Sp(2),C3 ⊗C C4), which is irreducible, has
copolarity 7 and cohomogeneity 5.

Actually, it seems that the reason why Theorem 3.0.14 holds might be linked to
the fact that the group G of a minimal reduction (G, V ) of a representation (H,W )
satisfying the assumptions of Theorem 3.0.14 is a finite extension of a torus, i.e. G◦
is a torus. In fact, it is shown in [19] that c(H,W ) = ac(H,W ) = chm(H,W )− 2
for any irreducible representation (H,W ), with H connected, admitting a minimal
reduction (G, V ) where G◦ is a torus.
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Representations satisfying the latter property are said to admit a toric reduction
and they are the main object of our study in this thesis.

This Chapter is organized as follows. In Section 3.1 we discuss some general
features of representations admitting a toric reduction; in Section 3.2 we shall
see how to generalize Theorem 3.0.14 to the reducible case when the copolarity
is either 1 or 2 (cf. [37]). Namely, we shall consider a reducible, non-reduced
indecomposable representation (H,W ) with H connected, and we shall show that
if it has abstract copolarity 1, then its cohomogeneity is 3. If instead ac(H,W ) = 2,
we shall see that chm(H,W ) is not necessarily 4; moreover all counterexamples
will be completely described. We feel the need to remark here that the proof of
these statements heavily relies on the fact that, if ac(H,W ) = 1, 2, the identity
component of the group G of any minimal reduction (G, V ) of (H,W ) must be a
torus. As a Corollary, we shall see that representations of copolarity 1 are exactly
those of abstract copolarity 1.

Irreducible non-polar representations (H,W ), with H connected, admitting a
toric reduction have been completely described by Claudio Gorodski and Alexander
Lytchak in [20]; in Section 3.3, we shall extend such classification to the case of a
reducible (H,W ) with H simple.

3.1 Representations admitting a toric reduction
As mentioned above, the study object of this chapter consists of representations
admitting a toric reduction. We begin with their formal definition:

Definition 3.1.1. A representation (H,W ) of a compact Lie group H is said to
admit a toric reduction if there exists a representation (H ′,W ′) quotient-equivalent
to (H,W ) such that the identity component (H ′)◦ of H ′ is a torus (possibly of
dimension 0). In this case (H ′,W ′) is called a toric reduction of (H,W ).

Remark 3.1.2. By Corollary 2.5.13, if (H,W ) admits a toric reduction, then it
admits a minimal reduction (G, V ) such that G◦ is a torus.

Representations admitting toric reductions are obviously a generalization of
polar representations. Now, subrepresentations and slice representations of a po-
lar representation are polar (cf. [12]); the following Lemma shows that in fact
analogous results are true for representations admitting a toric reduction.

Lemma 3.1.3. Assume that (H,W ) admits a toric reduction.

1. If W ′ ⊆ W is an H-invariant subspace, then the induced representation
(H,W ′) admits a toric reduction;

2. If w ∈ W , then the slice representation at w admits a toric reduction.



69

Proof. Let (G, V ) be a (minimal) reduction of (H,W ) so that G◦ is a torus.
(1) By Proposition 2.2.11, there exists a G-invariant subspace V ′ of V such

that V ′/G is isometric to W ′/H. Thus (G, V ′) is toric reduction of (H,W ′).
(2) Set X := W/H, Y := V/G, and let I : X → Y be an isometry. Let p be

the projection of w onto X, and v ∈ V a point projecting onto I(p). The orbit
spaces of the slice representations at w and v are respectively isometric to the
tangent cones Cp(X), CI(p)(Y ). Since I induces an isometry between these cones,
we deduce that such slice representations are quotient-equivalent. The assertion
follows observing that the isotropy at v is a finite extension of a torus.

We now fix an indecomposable, non-reduced representation (H,W ) of a con-
nected group H, and consider a minimal reducton (G, V ) of (H,W ) such that G◦
is a torus T. We set k := dimT, and suppose k ≥ 1 (i.e. that neither (G, V ) nor
(H,W ) is polar). Moreover, we shall denote by t the Lie algebra of T. The re-
maining part of this section is dedicated to the study of the induced representation
(T, V ), which will play a central role later on. Note first that (G, V ) is faithful and
has trivial copolarity; in particular, it also has trivial principal isotropy groups.
Next Lemma contains some simple remarks:

Lemma 3.1.4. Under the above assumptions, the group G is disconnected, and
contains a set of nice involutions whose projection in G/T is a set of generators.
Moreover the induced representation (T, V ) of the identity component of G is in-
decomposable and reduced, and its orbit space V/T has empty boundary.

Proof. First we observe that G cannot be connected by Proposition 2.5.12 and
Corollary 2.3.18. Since G has trivial principal isotropy groups and G/T acts as a
reflection group on V/T (cf. Theorem 2.3.11), G/T is generated by a set Ω all of
whose elements can be lifted to a nice involution in G (cf. Theorem 2.3.13). Since
(G, V ) is non-polar and indecomposable, Proposition 2.4.11 implies moreover that
the induced representation (T, V ) is indecomposable as well. We now claim that
V/T has no boundary, so that (T, V ) is reduced (cf. Corollary 2.3.17). Indeed,
if ∂(V/T) 6= ∅, then Proposition 2.5.12 would yield a proper generalized section
for (T, V ), and hence a proper generalized section for (G, V ) (cf. Lemma 1.5.8),
contradiction.

We now decompose the space V into its isotypical components with respect to
the induced representation (T, V ):

V = V1 ⊕ · · · ⊕ Vm. (3.1)

Our goal is to understand how nice involutions act on these components. First we
need a Lemma with some elementary, nevertheless important, facts:
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Lemma 3.1.5. With the notation introduced above, the following holds:

1. the induced action of T on each Vi in (3.1) is not trivial;

2. dimV is even and ≥ 2k + 2.

Proof. (1) Indeed, otherwise (T, V ) would be decomposable, and this is impossible
by Lemma 3.1.4.

(2) We have that dimV is even by (1). If k = 1, dimV cannot be equal to
2, otherwise (T, V ), and hence also (G, V ), would be polar, a contradiction; thus
dimV ≥ 4. If k ≥ 2, let ` be the number of lines induced by (T, V ). Clearly
m ≥ `, and ` ≥ k + 1 by Lemma 2.5.11 (since (T, V ) is indecomposable). Thus
m ≥ k + 1, and dimV ≥ 2m ≥ 2k + 2.

Consider now a nice involution ω ∈ G, and denote by ZG(ω), V ω respectively
the subgroup of G consisting of the elements commuting with ω and the fixed
point space of ω in V . Since we have 0 ≤ dimZG(ω) ≤ k, formula (2.5) yields
1 ≤ codimV V

ω ≤ k + 1.

Lemma 3.1.6. If ω ∈ G is a nice involution, then codimV V
ω 6= 1 or, equivalently,

dimZG(ω) 6= k.

Proof. Assume that ω ∈ G is a nice involution such that dimZG(ω) = k; then the
identity component of G, T, is contained in ZG(ω), and ω preserves all T-invariant
subspaces of V . Since ω satisfies also codimV V

ω = 1, it is a reflection in V ,
therefore we may conclude that there exists a T-irreducible subspace U of V such
that ω(U) = U , and ω|U is a reflection. If dimU = 2, then (T, U) is equivalent
to an irreducible S1-representation, which is given by rotations in U ' R2; this is
impossible since ZG(ω) ⊇ T. Hence dimU = 1, and T fixes U pointwisely. This
contradicts Lemma 3.1.5(1).

We immediately deduce the following:

Corollary 3.1.7. Let ω ∈ G be a nice involution. Then 0 ≤ dimZG(ω) ≤ k − 1
or, equivalently, 2 ≤ codimV V

ω ≤ k + 1.

In order to study the action of a nice involution ω on the decomposition (3.1),
we distinguish the cases codimV V

ω = k + 1, codimV V
ω ∈ {2, . . . , k} or, equiva-

lently, dimZG(ω) = 0, dimZG(ω) ∈ {1, . . . , k − 1}.

The case codimV V
ω = k + 1

Note that the Lie algebra of ZG(ω) coincides with the fixed point space of Ad(ω) on
t; so in this case Ad(ω) : t→ t is an involution with no non-trivial fixed points, and
conjugation cω in T with respect to ω coincides with the inversion map t 7→ t−1.
If φ : T→ S1 is a homomorphism, we have then φ ◦ cω = φ̄, therefore ω preserves
all T-isotypical components of V (i.e. ω preserves decomposition (3.1)).
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Lemma 3.1.8. If ω ∈ G is a nice involution such that codimV V
ω = k + 1, and

U ⊆ V is a non-trivial T-invariant subspace of V which is preserved by ω, then
the action of ω on U is not trivial.

Proof. If ω acts trivially on U we have

t̄ · u = cω(t) · u = t · u, i.e. t2 · u = u, ∀ t ∈ T, ∀u ∈ U.

Since the map T→ T given by t 7→ t2 is surjective, we deduce that T acts trivially
on U , therefore U = {O} by Lemma 3.1.5.

The desired result is the following:

Proposition 3.1.9. Suppose that G contains a nice involution ω which satisfies
codimV V

ω = k + 1.

1. If k = 1, then dimV = 4.

2. If k ≥ 2, then dimV = 2k + 2 and all the T-isotypical components of V are
irreducible; moreover, ω acts as a reflection on each of them.

In any case, chm(G, V ) = k + 2.

Proof. As in (3.1), let Vi, i = 1, . . . ,m, be the T-isotypical components of V , and
let ωi be the restriction of ω to Vi. Since∑

codimViV
ωi
i = codimV V

ω = k + 1,

Lemma 3.1.8 implies m ≤ k + 1.
If k ≥ 2, then Lemma 2.5.11 implies m = k + 1. Thus, using again Lemma

3.1.8, each Vi has dimension 2 and dimV = 2k+ 2. Note that in this case we have
codimViV

ω1
i = 1 for all i = 1, . . . , k + 1, thus ω acts as a reflection on each Vi.

If k = 1, then either m = 2 and the same argument as above yields dimV = 4,
or m = 1. In the latter case, Lemma 3.1.8 implies that V has at most two T-
irreducible components. Since V cannot be T-irreducible, otherwise (T, V ) would
be polar, this means dimV = 4, as claimed.

The case codimV V
ω ∈ {2, . . . , k}

In this case Ad(ω) : t→ t is an involution, so it is diagonalizable with eigenvalues
±1. Denote by U± ⊆ t the eigenspace corresponding to the eigenvalue ±1. Clearly
U+ is equal to the Lie algebra of ZG(ω), so dimU+ = dimZG(ω) ∈ {1, . . . , k − 1};
in particular Ad(ω) 6= ±idt. Call now V± the sum of all isotypical components of
(T, V ) whose weight θ belongs to ann(U±), i.e. satifies θ(x) = O, for all x ∈ U±.
Then

V = V+ ⊕ V− ⊕ V̄ ,
where V̄ := (V+ ⊕ V−)⊥.
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Lemma 3.1.10. We have V̄ 6= {O}.

Proof. Assume by contradiction V̄ = {O}, and let Θ± the set of all weights induced
by T-isotypical components contained in V±. Then

〈Θ+〉 ∩ 〈Θ−〉 ⊆ ann(U+) ∩ ann(U−) = {O},

and of course Θ+ ∪ Θ− is the set of all weights induced by (T, V ). We show now
that Θ± 6= ∅. Assume for instance Θ− = ∅, i.e. Θ = Θ+. Then U+ is annihilated
by all weights of (T, V ), i.e. U+ is contained in the Lie algebra of ker(Tk, V ). But
the latter is {O}, so also U+ = {O}, contradiction. This means that Θ− 6= ∅,
and similarly one proves that Θ+ 6= ∅. Thus, by Proposition 2.5.8, (T, V ) is
decomposable, and this is impossible by Lemma 3.1.4.

Thanks to Lemma 3.1.10 we may consider a T-isotypical component V1 ⊆ V̄ .
Then also V2 := ω(V1) is a T-isotypical component contained in V̄ . Denote by si,
i = 1, 2, the line in t∗ induced by Vi. Clearly Ad(ω), via its natural action on t∗,
cannot fix s1, so V1 6= V2 and V1 ∩ V2 = {O}.

Applying Lemma 2.3.14 we deduce then that (T, Vi), i = 1, 2, has cohomogene-
ity 1. In particular, since (T, Vi) can be effectivized to a representation (S1, Vi),
we get dimVi = 2, so V1 and V2 are T-irreducible.

We next show that V̄ = V1 ⊕ V2. If this were not the case, we could find
two irreducible T-isotypical components V3, V4 ⊆ V̄ which are interchanged by
ω and so that V3 ⊕ V4 has trivial intersection with V1 ⊕ V2. Exploiting again
Lemma 2.3.14, we deduce that (T, V1 ⊕ V3), (T, V2 ⊕ V4) are of cohomogeneity
1, and this is impossible. Such a contradiction proves that V̄ = V1 ⊕ V2. In
particular, ω preserves all T-isotypical components of V , except V1 and V2 which
are interchanged.

We now set j := codimV V
ω ∈ {2, . . . , k}, and denote by ω±, ω̄ the restriction

of ω to V±, V̄ respectively. Since codimV̄ V̄
ω̄ = 2, we deduce

codimV+V
ω+

+ + codimV−V
ω−
− = j − 2. (3.2)

We need to study the action of ω on V±.

Lemma 3.1.11. If v ∈ V±, then for any t ∈ T we have

cω(t) · v = t∓1 · v

Proof. We may suppose that v belongs to a T-isotypical component with character
φ and weight θ = dφe. Then, if x ∈ t satisfies t = exp(x), and if x = x+ + x−,
where x± ∈ U±,

cω(t) · v = exp(θ(Ad(ω)x))v = exp(∓θ(x∓))v = φ(exp(∓x∓))v.
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Similarly
t∓1 · v = exp(∓θ(x))v = φ(exp(∓x∓))v.

Fix now a T-irreducible subspace W ⊆ V+. By Lemma 3.1.11 ω(W ) is a T-
irreducible subspace of V+. Set V 1

+ := W , V 2
+ := ω(W ), and assume V 1

+ 6= V 2
+.

By Lemma 2.3.14, T acts on Vi ⊕ V +
i , i = 1, 2, with cohomogeneity 1, and this

is absurd. Then ω(W ) = W for any T-irreducible subspace W ⊆ V+. Consider a
decomposition of V+ into T-irreducible summands:

V+ = V 1
+ ⊕ · · · ⊕ V `

+. (3.3)

Then any V i
+ has dimension 2 and is preserved by ω. Suppose that ω acts on V i

+

as ±idV i+ . Then, using Lemma 3.1.11, for t ∈ T, v ∈ V i
+ we have:

±t · v = ω · (t · v) = (ωtω) · (ω · v) = ±(ωtω) · v = ±t−1 · v,

and this yields t2 · v = v for all t ∈ T, v ∈ V i
+, i.e. T acts trivially on V +

i ,
contradiction (cf. Lemma 3.1.5). Since dimV i

+ = 2 this implies that ω acts as a
reflection on it.

Let ωi+, i = 1, . . . , `, be the restriction of ω to V i
+. By formula (3.2) we obtain:

` =
∑̀
i=1

codimV i+
(V i

+)ω
i
+ = codimV+V

ω+

+ = j − 2− codimV−V
ω−
− ≤ j − 2. (3.4)

If α is the number of lines induced in t∗ by V+, we get then

α ≤ ` ≤ j − 2.

Suppose by contradiction that α ≤ j − 3, and introduce the following notation:

• s1, s2 are the lines in t∗ induced by V1, V2 respectively;

• r+
1 , . . . , r

+
α are the lines in t∗ induced by V+;

• r−1 , . . . , r
−
β are the lines in t∗ induced by V−.

Define Θ+ to be the set of all weights θ induced by (T, V ) such that 〈θ〉 ∈
{s1, s2, r

+
1 , . . . , r

+
α}, and define Θ− to be the set of all weights induced by (T, V )

such that 〈θ〉 ∈ {r−1 , . . . , r−β }. Clearly Θ := Θ+ ∪ Θ− is the set of all weights
induced by (T, V ), and Θ+ 6= ∅. Moreover Θ− 6= ∅ otherwise V = V+ ⊕ V1 ⊕ V2

and, by (3.4),
dimV = 2`+ 4 ≤ 2j ≤ 2k,
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contradicting Lemma 3.1.5. Since (T, V ) is faithful, 〈Θ+〉 + 〈Θ−〉 = 〈Θ〉 = t∗.
Moreover |Θ+| = α+2 ≤ j−1, so dim〈Θ+〉 ≤ j−1, and dim〈Θ−〉 ≤ dim ann(U−) =
dimU+ = dimZG(ω) = k − j + 1 (cf. (2.5)). Hence

dim(〈Θ+〉 ∩ 〈Θ−〉) = dim〈Θ+〉+ dim〈Θ−〉 − dim(〈Θ+〉+ 〈Θ−〉)
≤ (j − 1) + (k − j + 1)− k = 0,

i.e. 〈Θ+〉 ∩ 〈Θ−〉 = {O}. Lemma 2.5.8 implies then that (T, V ) is decomposable,
in contradiction with Lemma 3.1.4. Therefore α = ` = codimV+V

ω+

+ = j − 2, and

codimV−V
ω−
− = j − 2− codimV+V

ω+

+ = 0.

In particular ω acts as the identity on V−, and (3.3) is the decomposition of V+

into T-isotypical components (which in particular are irreducible). Summarizing,
we have proved the following:

Proposition 3.1.12. Let ω ∈ G a nice involution such that codimV V
ω = j ∈

{2, 3, . . . , k}. Then V decomposes as

V = V− ⊕ V 1
+ ⊕ · · · ⊕ V

j−2
+ ⊕ V1 ⊕ V2

where:

1. the V i
+’s, V1 and V2 are irreducible isotypical components of (T, V );

2. ω preserves V− and acts trivially on it;

3. ω preserves V i
+ and is a reflection on it, for all i = 1, . . . , j − 2;

4. ω interchanges V1, V2.

We finish this section proving a consequence of Propositions 3.1.9, 3.1.12.

Proposition 3.1.13. Let (H,W ) be a non-reduced indecomposable representation
of a compact, connected Lie group H admitting a toric reduction, and let (G, V )
be a minimal reduction of (H,W ) such that G◦ = T is a torus of dimension k ≥ 2.
Assume that there is an isotypical component U ⊆ V of the induced representation
(T, V ) which is not T-irreducible. Then there exists an isotypical component U ′ of
(H,W ) such that U ′/H ' U/T and the induced representation (H,U ′) is equivalent
to an S1-representation.

In particular, all the isotypical components of (T, V ) are irreducible in the fol-
lowing cases:

1. if the semisimple part of H has no non-trival fixed points on W ;
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2. if H is semisimple.

Proof. Under our assumptions, all nice involutions ω ∈ G must satisfy the condi-
tion 2 ≤ codimV V

ω ≤ k by Proposition 3.1.9. For any such ω, we consider the
corresponding decomposition

V = V ω
− ⊕ V

1,ω
+ ⊕ · · · ⊕ V j−2,ω

+ ⊕ V ω
1 ⊕ V ω

2

as in Proposition 3.1.12, and set V∩ :=
⋂
ω V

ω
− .

Assume by contradiction U 6⊆ V∩. Then U 6⊆ V σ
− for some nice involution

σ ∈ G. Exploiting Proposition 3.1.12 we deduce then U ⊆ (V σ
− )⊥ and dimU = 2,

contradicting the hypothesis.
Then U ⊆ V∩ and all nice involutions act trivially on U , so U isG-invariant, and

also an isotypical component of (G, V ). Note then that the induced representation
(G,U) is equivalent to (S1, U). Let U ′ be an H-invariant subspace of W so that
U ′/H is isometric to U/G (cf. Proposition 2.2.11). Clearly U ′/H is isometric also
to U/T = U/S1. Since dimU > 2, (S1, U) is not polar, therefore ∂(U ′/H) =
∂(U/S1) = ∅ (cf. Proposition 2.5.12). Now, set K := ker(H,U ′). The faithful
representation (H/K,U ′) is equivalent to (H,U ′) and we have H

K
' S1 by Corollary

2.3.18.

3.2 Copolarity and cohomogeneity
The goal of ths Section is to generalize Theorem 3.0.14 to the case of reducible
representations of copolarity 1 and 2. Since cohomogeneity is a property that
depends only on the quotient-equivalence class of a representation, it is more con-
venient to deal with abstract copolarity instead of copolarity; however we shall see
that the theorems obtained in this case imply analogous ones for copolarity (cf.
Remark 3.2.13). All results in this Section have been obtained in collaboration
with Carolin Pomrehn, and can be found in [37].

More precisely, we are interested in understanding whether a reducible repre-
sentation (H,W ) of a connected, compact Lie group H such that ac(H,W ) = k,
k = 1, 2, is of cohomogeneity k + 2. We notice immediately that there are trivial
counterexamples to this statement. Indeed, for any n ∈ N, there exists a polar
representation (H ′,W ′) of a connected, compact Lie group H ′ with cohomogeneity
n; so the product

(H ×H ′,W ⊕W ′)

is a representation of a connected, compact Lie group with the same abstract
copolarity as (H,W ) and cohomogeneity ≥ n. In this way, we have a family of
representations of connected, compact Lie groups with constant abstract copo-
larity, but arbitrarily large cohomogeneity. This means that the problem we are
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studying is interesting only for representations which do not split as a product of
subrepresentations, i.e. the indecomposable ones. In the case of abstract copolar-
ity one we see that the counterexamples described above are the only ones that
can occur:

Theorem 3.2.1 ([37]). Let ρ = (H,W ) be a non-reduced, indecomposable repre-
sentation of a connected, compact Lie group H of abstract copolarity 1. Then ρ
has cohomogeneity 3.

Proof. Let (G, V ) be a minimal reduction of ρ; then G is a finite extension of
the 1-dimensional torus T1, and by Lemma 3.1.4 it contains a nice involution ω.
Applying Lemma 3.1.7 we deduce codimV V

ω = 2, so chm(ρ) = chm(G, V ) = 3 by
Proposition 3.1.9.

We easily deduce the following:

Corollary 3.2.2. Let ρ = (H,W ) be a non-reduced, indecomposable representation
of a connected, compact Lie group H. The following statements are equivalent:

1. ρ has copolarity 1;

2. ρ has abstract copolarity 1;

3. ρ is non-polar and has cohomogeneity 3;

4. ρ is orbit-equivalent to one of the following representations (H ′,W ′):

H ′ W ′ Conditions
SO(n) Rn ⊕ Rn n ≥ 3

U(2) R3 ⊕ C2 –
Sp(1)× Sp(2) R5 ⊕ C2 ⊗H C4 –

Spin(9) R16 ⊕ R9 –
U(1)× SU(n)×U(1) C⊗C Cn ⊕ Cn ⊗C C n ≥ 2

Sp(1)× Sp(n)× Sp(1) C2 ⊗H C2n ⊕ C2n ⊗H C2 n ≥ 2

SO(2)× Spin(9) R2 ⊗ R16 –
U(2)× Sp(n) C2 ⊗C Cn n ≥ 2

Sp(1)× Sp(n) S3C2 ⊗H C2n n ≥ 2

Proof. (1) ⇒ (2). Since a representation has abstract copolarity 0 if and only if
it is polar (cf. Proposition 2.2.1), it follows from Proposition 1.7.14 that if ρ has
copolarity 1, then it has abstract copolarity 1.

(2) ⇒ (3). It follows from Theorem 3.2.1.
(3) ⇒ (4) ⇒ (1). They follow from Straume’s classification of indecomposable

representation of cohomogeneity 3 (cf. [40]).
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Remark 3.2.3. The list up to equivalence of non-reduced, indecomposable repre-
sentations (H,W ), with H compact and connected, satisfying the conditions of
Corollary 3.2.2 can be found in [41].

We can be a little more precise:

Corollary 3.2.4. A representation ρ = (H,W ) of a connected, compact Lie group
H has abstract copolarity 1 if and only if it has copolarity 1.

Proof. The same argument as in the proof of Corollary 3.2.2 shows that, if ρ has
copolarity 1, then it has abstract copolarity 1.

Conversely, assume that ρ has abstract copolarity 1. If it is indecomposable,
then either it is reduced and there is nothing to prove, or it is not reduced and the
assertion follows by Corollary 3.2.2.

Assume next that ρ is decomposable. Exploiting Corollary 2.4.7 we may sup-
pose that ρ is orbit-equivalent to a product representation (H1 × H2,W1 ⊕W2),
where (H1,W1) is polar and (H2,W2) is indecomposable with abstract copolarity
1. By the above discussion (H2,W2) has copolarity 1, so the same is true for ρ since
clearly the copolarity of a product representation is the sum of the copolarities of
the factors.

The case of a representation of abstract copolarity 2 is slightly more compli-
cated. Our goal is to prove the following:

Theorem 3.2.5 ([37]). Let ρ = (H,W ) be a non-reduced, indecomposable rep-
resentation of a compact, connected Lie group H of abstract copolarity 2. Then
either:

1. ρ has cohomogeneity 4, or

2. ρ = ρ1 ⊕ ρ2, where

(a) ρ1 = (H,W1) is orbit-equivalent to the isotropy representation of a rank
2 real grassmannian,

(b) ρ2 = (H,W⊥
1 ) is orbit-equivalent to a non-polar U(1)-representation

without non-trivial fixed points.

Conversely, let ρ1 be the isotropy representation of a rank 2 real grassmannian, ρ2

be a non-polar U(1)-representation without non-trivial fixed points and set ρ :=
ρ1⊕ ρ2. Then ρ is indecomposable, has cohomogeneity 6= 4, and both its copolarity
and abstract copolarity are equal to 2.
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We now begin the work that will lead us to the proof of Theorem 3.2.5; in particu-
lar, from now on ρ = (H,W ) will denote a non-reduced, indecomposable represen-
tation of a connected, compact Lie group H of abstract copolarity 2, and (G, V ) a
minimal reduction of ρ. Clearly G is a finite extension of the 2-dimensional torus
T2, and contains a nice involution ω thanks to Lemma 3.1.4. By Corollary 3.1.7
we know moreover that codimV V

ω ∈ {2, 3}. If codimV V
ω = 3, Proposition 3.1.9

implies chm(ρ) = chm(G, V ) = 4 and we are done; so we may assume that all nice
involutions ω ∈ G satisfy codimV V

ω = 2.
Let ω1 ∈ G be a fixed nice involution. By Proposition 3.1.12 we can decompose

V as
V = V− ⊕ V1 ⊕ V2.

Here V1, V2 are irreducible T2-isotypical components of V inducing two distinct
lines s1, s2 in (t2)∗, where t2 denotes the Lie algebra of T2. Moreover, ω1 acts as
the identity on V−, and interchanges V1, V2. Clearly in this case the eigenspaces
U± of Ad(ω) : t2 → t2 corresponding to the eigenvalues ±1 are both 1-dimensional.
So V− induces exactly one line s− in (t2)∗.

Now, any other nice involution ω2 ∈ G permutes the T2-isotypical components
of V , so, via its natural action on (t2)∗, it permutes the lines s1, s2, s−. If ω2

does not fix s−, then dimV− = 2, dimV = 6 and chm(ρ) = chm(G, V ) = 4, so
Theorem 3.2.5 holds. Note that in this case all T2-isotypical components of V are
irreducible and G acts as the full permutation group on them, therefore (G, V ), as
well as the original representation (H,W ), is irreducible.

In particular, we may suppose that all nice involutions in G fix s− and inter-
change s1, s2. It is not hard to prove that in this case all nice involutions project
onto the same element in G/G◦, thus G/G◦ = Z/2Z.

Lemma 3.1.5 implies now that dimV− ≥ 2; if dimV− = 2, then dimV = 6 and
chm(ρ) = chm(G, V ) = 4, so we shall assume dimV− > 2, i.e. dimV− ≥ 4, and
show that we are in case (2) of Theorem 3.2.5.

Notice that V1 ⊕ V2 and V− are G-invariant subspaces of V ; by Proposition
2.2.11 we can then find two H-invariant orthogonal complementary subspaces W1,
W2 ⊆ W such that

W1/H ' (V1 ⊕ V2)/G, W2/H ' V−/G.

Let ρi be the induced representation (H,Wi), i = 1, 2; then ρ = ρ1 ⊕ ρ2 by
construction.

First observe that the same argument used in the proof of Proposition 3.1.13
implies that (H,W2) is equivalent to an S1-representation. Moreover (H,W2) is not
polar because (G, V−) ' (T, V−) isn’t (indeed, dimV− ≥ 4), and has no non-trivial
fixed points (cf. Lemma 3.1.5 and Proposition 2.2.6).
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We now study (G, V1 ⊕ V2). First notice that, by Corollary 2.5.11,

V1 ⊕ V2

T2
' V1

S1
× V2

S1
,

so (T2, V1⊕V2) is polar and of cohomogeneity 2. The same is true for (G, V1⊕V2)
thanks to Lemma 1.5.9, Remark 1.4.12, and obviously also for ρ1. In particular
the latter is orbit-equivalent to the isotropy representation of a rank 2 symmetric
space (cf. the discussion following Remark 2.2.3). The proof that this is in fact a
real grassmannian will require a few remarks and lemmas.

We begin with the observation that ρ2(H) = S1, henceH cannot be semisimple;
we shall write then H = Z◦ ·Hs, where Z◦, the identity component of the centre
Z(H) of H, is a torus Ta, a ≥ 1, and Hs is the semisimple part of H. The same
argument implies moreover that the induced representation (Hs,W2) is trivial.

Lemma 3.2.6. We have Z◦ 6⊆ ker ρ1

Proof. Suppose the action of Z◦ on W1 is trivial; we shall show that (H,W ) is
orbit-equivalent to the product representation (Hs×Z◦,W1⊕W2), a contradiction
(since (H,W ) is indecomposable).

Fix w := (w′, w′′) ∈ W1⊕W2, pick h ∈ H and write h = hsz for some hs ∈ Hs,
z ∈ Z◦; then

(hs, z) · w = (s · w′, z · w′′) = h · w,

where we have used the fact that Hs acts trivially on W2, and our hypothesis
Z◦ ⊆ ker ρ1. This shows thatH ·w ⊆ (Hs×Z◦)·w. Conversely, let (hs, z) ∈ Hs×Z◦,
and set h := hsz. We have, for the same reasons as above,

h · w = (hsz · w′, hsz · w′′) = (hs · w′, z · w′′) = (hs, z) · w,

and we are done.

Lemma 3.2.7. ρ1(H) has 1-dimensional centre.

Proof. Clearly ρ1(Z◦) ⊆ Z(ρ1(H))◦, and the latter is either 0 or 1-dimensional. If
dimZ(ρ1(H)) = 0 we would have Z◦ ⊆ ker ρ1, contradicting Lemma 3.2.6.

Lemma 3.2.8. Set K := ρ1(H), and write K = S1 ·Ks where Ks is the semisimple
part of K. Then (K,W1) is not orbit-equivalent to the induced representation
(Ks,W1).

Proof. Representations (K,W1) and ρ1 = (H,W1) are orbit-equivalent, and so are
(Ks,W1) and ρs := (Hs,W1) since Ks = ρ1(Hs). It is then enough to prove that ρ1

and ρs are not orbit-equivalent.
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Assuming that ρ1 and ρs are orbit-equivalent we shall see that

(H,W ) and (Hs × Z◦,W1 ⊕W2)

have the same orbits, a contradiction. Recall that the action of Hs on W2 is
trivial. Choose now w′ ∈ W1, w′′ ∈ W2, hs ∈ Hs, z ∈ Z◦. By hypothesis, there
exists h̃s ∈ Hs such that hsz−1 · w′ = h̃s · w′, so

hs · w′ = zh̃s · w′.

Set h := zh̃s so that hs · w′ = h · w′; we have h · w′′ = z · w′′ hence

h · (w′, w′′) = (hs · w′, z · w′′) = (hs, z) · (w′, w′′).

Conversely, choose w′ ∈ W1, w′′ ∈ W2, h ∈ H. By hypothesis we have h·w′ = h̃s ·w′
for some h̃s ∈ Hs. We can also write h = hsz for suitable hs ∈ Hs, z ∈ Z◦. Then

(h̃s, z) · (w′, w′′) = (h · w′, z · w′′) = (h · w′, h · w′′) = h · (w′, w′′),

and we are done.

Lemma 3.2.7 and the main theorem in [16] imply that ρ1 is orbit-equivalent to
the isotropy representation of a rank 2 irreducible Hermitian symmetric space, i.e.
one of the following (cf. [26, p.518-520]):

• AIII(p ≥ 3, q = 2): SU(p+ 2)/S(U(p)×U(q)),

• DIII(n = 5): SO(10)/U(5),

• BDI(p ≥ 3, q = 2): SO(p+ 2)/(SO(p)× SO(2)),

• EIII: E6/SO(10) · SO(2).

Only the isotropy representation of BDI(p ≥ 3, q = 2) satisfies condition in Lemma
3.2.8 (cf. [16]), and the first part of Theorem 3.2.5 is finally proved.

Remark 3.2.9. Assuming ρ faithful, we have a = dimZ(H) = 1. Indeed, since
ρ1(H) = K = Ks · S1 and ρ2(H) = S1, if a ≥ 3 then Z◦ ' Ta contains a subgroup
of positive dimension acting trivially on W . So a ≤ 2. Suppose now a = 2. Since
ρ1(Z◦) ' ρ2(Z◦) ' S1 and ρ is faithful, we may write Z◦ = S1

1 × S1
2 for suitable

subgroups S1
i of Z◦ isomorphic to S1 in such a way that S1

1 acts trivially on W2

and S1
2 acts trivially on W1. Hence Hs · S1

1 acts trivially on W2 and we conclude
that ρ is orbit-equivalent to the product representation ((Hs×S1

1)×S1
2 ,W1⊕W2).

Once again this is a contradiction.



81

We now turn to the proof of the second part of Theorem 3.2.5; in what follows
we shall the use notation introduced in its statement. In addition, we define
H := SO(2)× SO(n), W1 := R2 ⊗Rn, and we let W2 be the representation space
of ρ2. In this way we can write

ρ = (H,W ), ρ1 = (H,W1), ρ2 = (H,W2),

where W := W1 ⊕W2. Here are some preliminary results:

Lemma 3.2.10. Copolarity and abstract copolarity of ρ are both ≤ 2.

Proof. The proof consists in computing the Luna-Richardson-Straume reduction
of ρ = ρ1 ⊕ ρ2. It is easily seen that the principal isotropy group K1 of ρ1 is
isomorphic to Z2×SO(n−2), so the principal isotropy group K of ρ is isomorphic
either to SO(n−2) or to Z2×SO(n−2). In both cases NH(K)◦ ' T2×SO(n−2)

and
(
NH(K)
K

)◦
' T2, as claimed.

Lemma 3.2.11. ρ is indecomposable.

Proof. Suppose this is not true; we may assume without loss of generality that ρ
is orbit-equivalent to

ρ̃ := (H ′ ×H ′′,W ′ ⊕W ′′),

where W1⊕W2 = W ′⊕W ′′ and W ′, W ′′ are G-invariant with positive dimension.
Since W1 is an irreducible isotypical component of ρ, we may assume also that
W1 ⊆ W ′, and that

W ′ = W1 ⊕ W̄1.

Here W̄1 is a sum of irreducible components of ρ and is H ′-invariant, while W2 =
W̄1⊕W ′′ is a sum of isotypical components of ρ. Using that ρ and ρ̃ have the same
orbits, we easily deduce that the product representation (H ′×H ′′, W̄1⊕W ′′) and
(H,W2) are orbit-equivalent; since principal orbits of (H,W2) have dimension 1,
this forces one of the two representations (H ′, W̄1), (H ′′,W ′′) to be trivial. Since
dimW ′′ ≥ 1 and (H,W2) has no non-trivial fixed points, this implies W̄1 = {O},
and thus (H ′,W ′), (H ′′,W ′′) are orbit-equivalent to ρ1, ρ2 respectively. It follows
that

ρ 'o.e. (H ′ ×H ′′,W ′ ⊕W ′′) 'o.e. ((SO(2)× SO(n))× S1, (R2 ⊗ Rn)⊕W2),

where here 'o.e. denotes the relation of orbit-equivalence between representations.
This is absurd since principal orbits of ((SO(2) × SO(n)) × S1, (R2 ⊗ Rn) ⊕W2)
and of ρ don’t have the same dimension.

Lemma 3.2.12. We have chm(ρ) ≥ 6.
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Proof. Clearly chm(ρ) = 2 + dimW2. Since ρ2 is not polar and has no non-trivial
fixed points, dimW2 ≥ 4 and we are done.

We may finally prove the second part of Theorem 3.2.5:

Proof. Using Lemmas 3.2.11 and 3.2.12 it is enough to prove that c(ρ) = ac(ρ) = 2.
First we observe that ρ is not polar (since otherwise both ρ1 and ρ2 would

be polar, cf. Lemma 3.1.3), and its abstract copolarity cannot be 1 (otherwise we
would have chm(ρ) = 3 by Theorem 3.2.1 and Lemma 3.2.11). Hence, the abstract
copolarity of ρ has to be at least 2, which, together with Lemma 3.2.10, implies
that the abstract copolarity (and of course the copolarity) of ρ is exactly 2.

Remark 3.2.13. Theorems 3.2.1, 3.2.5 continue to hold if in their statement we
change any occurrence of the words abstract copolarity with the word copolarity.
Indeed, we have seen that a representation has copolarity 1 if and only if it has ab-
stract copolarity 1 (Corollary 3.2.4). Moreover, for this reason and by Proposition
2.2.1, any representation of copolarity 2 must have abstract copolarity 2.

3.3 The reducible case
Irreducible representations admitting a toric reduction have been classified by
Claudio Gorodski and Alexander Lytchak in [20]. Precisely, their classification
states that non-polar effective irreducible representations ρ = (H,W ) of a con-
nected compact Lie group H admitting a toric reduction are exactly those belong-
ing to one of the following three disjoint families:

1. ρ is one if the non-polar irreducible representations of cohomogeneity 3:

H W Conditions
SO(2)× Spin(9) R2 ⊗ R16 –
U(2)× Sp(n) C2 ⊗C Cn n ≥ 2

Sp(1)× Sp(n) S3C2 ⊗H C2n n ≥ 2

2. the group H is the semisimple factor of an irreducible polar representation
of hermitian type such that the action of H is not orbit-equivalent to the
polar representation:

H W Conditions
SU(n) S2Cn n ≥ 3

SU(n) Λ2Cn n = 2p ≥ 6

SU(n)× SU(n) Cn ⊗C Cn n ≥ 3

E6 C27 –
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3. ρ is one of the exceptions (SO(3)×G2,R3⊗R7), (SO(4)×Spin(7),R4⊗R8).

The goal of this Section is to classify reducible representations of simple Lie groups
admitting a toric reduction. Namely, we shall prove the following:

Theorem 3.3.1. Assume that H is a compact, connected, simple Lie group, and
let (H,W ) be an effective, reducible, indecomposable, non-reduced representation
of H that admits a toric reduction. If (H,W ) is non-polar, then it is one of the
following representations:

H W ac chm
SO(n) Rn ⊕ Rn 1 3

G2 R7 ⊕ R7 1 3

Spin(7) R8 ⊕ R8 1 3

Sp(2) R5 ⊕ C4 1 3

Spin(9) R9 ⊕ R16 1 3

Spin(8) R8
0 ⊕ R8

+ ⊕ R8
− 2 4

Table 3.1: Representations of a simple Lie group admitting a toric reduction

Here R8
0 denotes the standard representation of Spin(8), while R8

+, R8
− denote its

half spin representations.

We begin with an observation wich allows us to find all double representations
which admits a toric reduction.

Proposition 3.3.2. Let ρ = (H,W ) be an irreducible, effective representation so
that the double representation 2ρ = (H,W ⊕W ) is non-reduced. Then 2ρ does not
admit a toric reduction, unless ρ is one of the following representations:

H W Conditions
SO(n) Rn n ≥ 3

G2 R7 –
Spin(7) R8 –

In each case 2ρ has (O(2),R2 ⊕ R2) as a minimal reduction.

Proof. We claim that (H,W ⊕W ) is indecomposable. Indeed assume by contra-
diction that (H,W ⊕W ) is decomposable. Then it is orbit-equivalent to a product
representation of the form (H1 × H2,W1 ⊕W2), where W ⊕W = W1 ⊕W2, and
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theWi’s are H-invariant (cf. Proposition 2.4.2). Clearly we may assumeW1 = W ,
W2 = W . Let ρi := (H,Wi). Since Hi = ρi(H), we see that (H1 ×H2,W1 ⊕W2)
has the same orbits as (H×H,W ⊕W ). So also (H,W ⊕W ) and (H×H,W ⊕W )
have the same orbits. This is impossible: indeed, there exist w ∈ W and h ∈ H
so that h · w 6= w. If the above representations had the same orbits, there would
be h̄ ∈ H so that

(e, h) · (w,w) = h̄ · (w,w) i.e. (w, h · w) = (h̄ · w, h̄ · w).

Then w = h̄ · w = h · w, contradiction.
Now, (H,W ⊕ W ) is not polar (cf. [12, 3]); assume then that it admits a

minimal toric reduction of positive dimension, say (G, V ⊕ V ) where G◦ = T,
dimT ≥ 1. Clearly all the isotypical components of the induced representation
(T, V ⊕ V ) are reducible. This contradicts Propositions 3.1.9, 3.1.12 if dimT ≥ 2.

If instead dimT = 1, then (H,W ⊕ W ) has cohomogeneity 3 (cf. Theorem
3.2.1); so it must appear in [40, Table II] (cf. also [41, Table III]), and is therefore
one of the representations listed above in the statement.

Finally we prove the assertion concerning the minimal reductions (cf. [40]).
Observe that (G2, 2R7) is orbit-equivalent to (SO(7), 2R7) and that (Spin(7), 2R8)
is orbit-equivalent to (SO(8), 2R8), so it is enough to find a minimal reduction for
the representations in the first row. The principal isotropy group of (SO(n), 2Rn),
n ≥ 3, is K := SO(n − 2), and its fixed point space is R2 ⊕ R2. Now it is clear
that NSO(n)(K) = S(O(2)×O(n− 2)), so NSO(n)(K)/K ' O(2).

Remark 3.3.3. In Proposition 3.3.2 we do not require the group H to be simple.

In order to classify reducible representations admitting a toric reduction, we
need an argument which will allow us to determine whether a given representation
does not admit a toric reduction. We therefore prove the following:

Lemma 3.3.4. Let ρ1 = (H,W1), ρ2 = (H,W2) be two representations of the
connected compact Lie group H, and set ρ := (H,W1⊕W2). Define c1 := chm(ρ1),
c2 := chm(ρ2), c := chm(ρ). Assume that ρ admits a minimal toric reduction
(G, V ) with G◦ = T a torus. Then

2c− c1 − c2 ≤ dimV ≤ 2(c1 + c2).

Proof. By Proposition 2.2.11, we have V = V1 ⊕ V2, where V1, V2 are G-invariant
subspaces of V such that Vi/G ' Wi/H, i = 1, 2. We observe that we can find a
principal point v = v1 + v2 ∈ V for (G, V ), with v1 ∈ V1, v2 ∈ V2, such that vi is
principal for (G, Vi), i = 1, 2. Then we have

c = chm(G, V ) = chm(G, V1) + chm(Gv1 , V2) = c1 + chm(Gv1 , V2).
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Now, the stabilizer of v2 in Gv1 is contained in Gv, and the latter is trivial since
(G, V ) is reduced. Thus chm(Gv1 , V2) = dimV2 − dimGv1 and it follows that

dimV2 = c− c1 + dimGv1 ≥ c− c1.

Similarly we deduce

dimV1 = c− c2 + dimGv2 ≥ c− c2,

therefore
dimV = dimV1 + dimV2 ≥ 2c− c1 − c2,

as claimed.
On the other hand, we decompose V1 and V2 into irreducible components with

respect to the representations (T, V1), (T, V2):

V1 = V ′1 ⊕ · · · ⊕ V ′l , V2 = V ′′1 ⊕ · · · ⊕ V ′′m.

LetW be one of these T-irreducible subspaces; then dimW ∈ {1, 2}, and dimW =
1 if and only if T acts trivially on W . In any case, chm(T,W ) = 1. Thus

c1 = chm(G, V1) = chm(T, V1) ≥
l∑

i=1

chm(T, V ′i ) =
l∑

i=1

1 = l,

and similarly

c2 = chm(G, V2) = chm(T, V2) ≥
m∑
i=1

chm(T, V ′′i ) =
m∑
i=1

1 = m,

therefore
dimV = dimV1 + dimV2 = 2(l +m) ≤ 2(c1 + c2),

as claimed.

Remark 3.3.5. Tipically we shall prove that a reducible representation

ρ = (H,W1 ⊕W2)

does not have a toric reduction as follows. By contradiction we shall assume that
ρ admits a minimal toric reduction (G, V ). Then, by Lemma 3.3.4, we have

2c− c1 − c2 ≤ dimV ≤ 2(c1 + c2),

where ci := chm(H,Wi), i = 1, 2, and c := chm(ρ). We shall give a bound for c of
the form c ≥ c0. So also

2c0 − c1 − c2 ≤ dimV ≤ 2(c1 + c2). (3.5)
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In our applications, most of the times we shall find 2c0− c1− c2 > 2(c1 + c2), thus
obtaining a contradiction with (3.5). This will prove that the original representa-
tion ρ cannot admit a toric reduction.

Now we explain how we obtain the bound c0 for c. In some cases we shall set
c0 := c. However we observe that, if H1

pr denotes the principal isotropy group of
(H,W1), then

c = chm(H,W1 ⊕W2) = chm(H,W1) + chm(H1
pr,W2) ≥ c1 + dimW2 − dimH1

pr,

so in other cases we shall set c0 := c1 + dimW2 − dimH1
pr.

A first application of the method described in Remark 3.3.5 is given in the
proof of the following:

Proposition 3.3.6. Let H be a compact, connected, simple Lie group, and let
(H,W1), (H,W2) be irreducible representations admitting a toric reduction. If at
most one of them is polar, then (H,W1 ⊕W2) does not admit a toric reduction.

Proof. The non-polar irreducible representations (H,W ), with H compact, con-
nected and simple, which admit a toric reduction are the following (cf. [20]):

H W Conditions
SU(n) S2Cn n ≥ 3

SU(n) Λ2Cn n = 2p ≥ 6

E6 C27 –

Therefore, assuming for instance (H1,W1) non-polar, we may suppose that (H,W1)
and (H,W2) are listed in the following table:

H Conditions W1 W2 c1 c2 c0 2c0 − c1 − c2 2(c1 + c2)

SU(n) n ≥ 3 S2Cn S2Cn n+ 1 n+ 1 (n+ 1)2 2n2 + 2n 4n+ 4

SU(n) n even ≥ 6 S2Cn Λ2Cn n+ 1 n
2 + 1 n2 + 1 4n2−3n

2 3n+ 4

SU(4) – S2C4 Λ2C4 5 1 11 16 12

SU(n) n odd ≥ 3 S2Cn Λ2Cn n+ 1 n−1
2 n2 + 1 4n2−3n+3

2 3n+ 1

SU(n) n ≥ 3 S2Cn Ad n+ 1 n− 1 n2 + n 2n2 4n

SU(n) n ≥ 3 S2Cn Cn n+ 1 1 3n+ 1 5n 2n+ 4

SU(8) – S2C8 Λ4C8 9 7 79 142 32

SU(n) n even ≥ 6 Λ2Cn Λ2Cn n
2 + 1 n

2 + 1 (n− 1)2 2n2 − 5n 2n+ 4

SU(n) n even ≥ 6 Λ2Cn Ad n
2 + 1 n− 1 n2 − n 4n2−7n

2 3n

SU(n) n even ≥ 6 Λ2Cn Cn n
2 + 1 1 n+ 1 3n

2 n+ 4

SU(8) – Λ2C8 Λ4C8 5 7 63 114 24

E6 – C27 C27 4 4 30 52 16

E6 – C27 Ad 4 6 54 98 20
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Here ci := chm(H,Wi), i = 1, 2, and c0 is a lower bound for chm(H,W1 ⊕W2) as
explained in Remark 3.3.5. We note that 2c0 − c1 − c2 > 2(c1 + c2) (and thus the
corresponding representation cannot have a toric reduction) in all cases except the
following two:

(SU(6),C6 ⊕ Λ2C6), (SU(8),C8 ⊕ Λ2C8).

We shall prove that the first representation does not have a toric reduction; one
can argue similarly to prove that the same is true for the second representation.

Let O 6= v ∈ C6. The isotropy subgroup of (SU(6),C6 ⊕ Λ2C6) at (v,O) is
SU(5), while the slice representation is

(SU(5),R⊕ C5 ⊕ Λ2C5).

By Lemma 3.1.3 it is enough to prove that (SU(5),C5 ⊕ Λ2C5) does not admit a
toric reduction. Indeed, in this case

c1 := chm(SU(5),C5) = 1, c2 := chm(SU(5),Λ2C5) = 2,

c0 := chm(SU(5),C5 ⊕ Λ2C5) = 6,

so 2c0 − c1 − c2 = 9 > 6 = 2(c1 + c2) and the claim follows by Lemma 3.3.4.

The following is a direct consequence of Proposition 3.3.6 and Lemma 3.1.3:

Corollary 3.3.7. Let ρ = (H,W ) be a reducible representation of the compact,
connected, simple Lie group H admitting a toric reduction. Then all irreducible
summands of ρ are polar.

Next we prove the following:

Proposition 3.3.8. Let H be a compact, connected, simple Lie group, and let
(H,W ) be a reducible, non-reduced, indecomposable representation of abstract copo-
larity k ≥ 2 admitting a toric reduction. Then W is a sum of pairwisely non-
equivalent irreducible polar representations of H.

Proof. Let (G, V ) a minimal reduction of (H,W ) such that G◦ = T is a k-
dimensional torus. By Proposition 3.1.13 we have a T-invariant decomposition

V = W1 ⊕ · · · ⊕Wr

where the Wi’s are 2-dimensional and pairwisely T-inequivalent. We now consider
the action of G/T on the set {W1, . . . ,Wr}, and let Oi, i = 1, . . . , ` be its orbits.
Call V α the sum of all Wi belonging the the orbit Oα for α = 1, . . . , `. Then

V = V 1 ⊕ · · · ⊕ V `
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is a decomposition of V intoG-irreducible summands. If, for some α, β ∈ {1, . . . , `},
α 6= β, V α were G-equivalent to V β, then V α, V β would also be T-equivalent, so
there would exist a, b ∈ {1, . . . , r}, a 6= b, so that Wa is T-equivalent to Wb,
contradiction. This proves that the G-isotypical components of (G, V ), and hence
those of (H,W ) (cf. Proposition 2.2.13), are irreducible. The fact that they all
are polar follows from Corollary 3.3.7.

Given a compact, connected Lie group H we shall denote by `H the number of
non-equivalent irreducible polar representations of H. For H simple (and simply
connected), `H is given in the following table (cf. [26, 16]).

H `H H `H

SU(n), n odd 3 Spin(n), n 6= 7, 8, 9, 10, 16 3

SU(n), n even, n 6= 2, 4, 8 2 Spin(n), n = 7, 9 4

SU(2), SU(4), SU(8) 3 Spin(n), n = 8, 10, 16 5

Sp(n), n 6= 1, 4 3 E6, E7, E8 1

Sp(1) 2 F4 2

Sp(4) 4 G2 2

From Proposition 3.3.8 we immediately deduce the following:

Corollary 3.3.9. Let (H,W ) be a reducible, non-reduced, indecomposable repre-
sentation of a simple Lie group admitting a toric reduction. Suppose its abstract
copolarity is at least 2. Then (H,W ) has at most `H irreducible summands.

We shall now analyze, for each compact, connected, simply connected, simple
Lie group H, whether a sum of inequivalent irreducible polar representations of
H can admit a toric reduction; our basic tool is the method described in Remark
3.3.5. Observe that if a sum (H,W1 ⊕W2) of two irreducible inequivalent polar
representations of H does not admit a toric reduction, then, by Lemma 3.1.3, also
any sum which contains (H,W1 ⊕W2) does not admit a toric reduction.

The case H = SU(n)

For any n, SU(n) has (at least) two inequivalent polar representations: the adjoint
representation Ad, and the standard representation Cn. We have

c1 := chm(SU(n),Ad) = n− 1, c2 := chm(SU(n),Cn) = 1,

c0 := chm(SU(n),Ad⊕ Cn) = 2n.

Therefore
2c0 − c1 − c2 = 3n, 2(c1 + c2) = 2n.

Since 3n > 2n for all n, we deduce that (SU(n),Ad ⊕ Cn) cannot have a toric
reduction (cf. Remark 3.3.5).
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If n = 2, SU(2) ' Sp(1) has another polar representation, namely S2
0(R3) '

R5, where here SU(2) is interpreted as the universal covering of SO(3). The fact
that (SU(2),R3⊕R5) does not admit a toric reduction will be proved later in the
paragraph concerning the groups Spin(n). Here we check that (SU(2),C2 ⊕ R5)
does not admit a toric reduction either. Indeed we have

c1 := chm(SU(2),C2) = 1, c2 := chm(SU(2),R5) = 2,

c0 := chm(SU(2),C2 ⊕ R5) = 6,

hence
2c0 − c1 − c2 = 9 > 6 = 2(c1 + c2).

If n ≥ 3 is odd (respectively, if n = 4, if n = 8), SU(n) has another irreducible
polar representation, which is equivalent neither to Ad nor to Cn, namely Λ2Cn

(respectively, Λ2C4, Λ4C8):

H Conditions W1 W2 c1 c2 c0 2c0 − c1 − c2 2(c1 + c2)

SU(n) n odd ≥ 3 Λ2Cn Ad n−1
2 n− 1 n2 − n− 1 4n2−7n−1

2 3n− 3

SU(n) n odd ≥ 3 Λ2Cn Cn n−1
2 1 n+ 1 3n+3

2 n+ 1

SU(8) – Λ4C8 Ad 7 7 70 126 28

SU(8) – Λ4C8 C8 7 1 23 38 16

SU(4) – Λ2C4 Ad 1 3 6 8 8

SU(4) – Λ2C4 C4 1 1 2 2 4

Here ci := chm(H,Wi), i = 1, 2, while c0 is a lower bound for chm(H,W1 ⊕W2).
We have 2c0 − c1 − c2 > 2(c1 + c2), and thus the corresponding representation
does not admit a toric reduction (cf. Remark 3.3.5), in all cases, except those
concerning SU(4).

First note that (SU(4),Λ2C4⊕C4) does have a toric reduction; in fact, such a
representation has cohomogeneity 2, is polar and decomposable (cf. also [3]).

Consider now (SU(4),Λ2C4 ⊕Ad) ' (SO(6),R6 ⊕R15). It is easily seen that,
if O 6= v ∈ R6, the slice representation at (v,O) is

(SO(5),R⊕ R5 ⊕ R10).

Using the same argument as in the last part of the proof of Proposition 3.3.6 we
then see that (SU(4),Λ2C4 ⊕ Ad) cannot admit a toric reduction.

Finally observe that a sum τ of 3 pairwisely inequivalent irreducible polar
representation of SU(n) (when possible) cannot admit a toric reduction: indeed
τ contains at least two irreducible submodules whose sum cannot have a toric
reduction by the discussion above.

The case H = Sp(n)
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For all n ≥ 1, Sp(n) has at least 2 inequivalent irreducible polar representations:
namely, the adjoint one Ad, and the standard one C2n. If n ≥ 2, Sp(n) admits also
the isotropy representation τ1 of the irreducible symmetric space SU(2n)/Sp(n).
Finally, Sp(4) admits in addition the isotropy representation τ2 of the irreducible
symmetric space E6/Sp(4).

H Conditions W1 W2 c1 c2 c0 2c0 − c1 − c2 2(c1 + c2)

Sp(n) n ≥ 1 Ad C2n n 1 4n 7n− 1 2n+ 2

Sp(n) n ≥ 2 τ1 Ad n− 1 n 2n2 − n− 1 4n2 − 4n− 1 4n− 2

Sp(n) n ≥ 2 τ1 C2n n− 1 1 2n− 1 3n− 2 2n

Sp(4) – τ2 Ad 6 4 42 74 20

Sp(4) – τ2 C8 6 1 22 37 14

Sp(4) – τ2 τ1 6 3 33 57 18

We have 2c0 − c1 − c2 > 2(c1 + c2) (and thus the corresponding representation
doesn’t have a toric reduction) in all cases except

(Sp(2),R5 ⊕ C4) ' (Spin(5),R5 ⊕ C4).

This representation does admit a toric reduction: indeed it is non-polar, indecom-
posable and of cohomogeneity 3 therefore, by Corollary 3.2.2, it must have abstract
copolarity 1. Notice that it has the same orbits as (Sp(1)×Sp(2),R5⊕C2⊗HC4)
(cf. [41]), and the latter representation appears in the list of Corollary 3.2.2.

Now it is clear that the sum of at least 3 irreducible non-equivalent polar
representations of Sp(n) (when possible) cannot admit a toric reduction, since it
always contains the sum of two submodules which doesn’t have a toric reduction.

The case of exceptional Lie groups
The groups E6 E7, E8 admit only one polar representation, namely the adjoint
one, so they are out of our discussion.

The group G2 admits two irreducible polar representation, namely the adjoint
one, Ad, and the 7-dimensional representation R7. Also the group F4 admits two
polar representations: the adjoint one, Ad, and the isotropy representation of the
irreducible symmetric space E6/F4.

H W1 W2 c1 c2 c0 2c0 − c1 − c2 2(c1 + c2)

G2 Ad R7 2 1 7 11 6

F4 Ad R26 4 2 26 46 12

In both cases 2c0 − c1 − c2 > 2(c1 + c2), hence the representations (G2,Ad⊕ R7),
(F4,Ad⊕ R26) do not admit a toric reduction.
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The case H = Spin(n)

If n ≥ 3, Spin(n) has (at least) three non-equivalent irreducible polar repre-
sentations: namely the adjoint one, Ad, the standard one, Rn, and the isotropy
representation of the irreducible symmetric space SU(n)/SO(n) (which coincides
with S2

0Rn := S2Rn 	 R). For n = 7, 8, 9, 10, 16 also the spin representations are
polar.

First we observe that the representation Rn ⊕ S2
0Rn does not admit a toric

reduction. Indeed we have:
c1 := chm(Spin(n),Rn) = 1, c2 := chm(Spin(n), S2

0Rn) = n− 1,

c := chm(Spin(n),Rn ⊕ S2
0Rn) = 2n− 1,

and 2c− c1 − c2 = 3n− 2 > 2n = 2(c1 + c2) for all n ≥ 3 (cf. Lemma 3.3.4).
Now assume that n = 2p+ 1 is odd. We have the following cases:

H Cond. W1 W2 c1 c2 c0 2c0 − c1 − c2 2(c1 + c2)

Spin(2p+ 1) p ≥ 1 Ad S2
0R2p+1 p 2p 2p2 + 3p 4p2 + 3p 6p

Spin(2p+ 1) p ≥ 2 Ad R2p+1 p 1 2p+ 1 3p+ 1 2p+ 2

Spin(7) – R8 Ad 1 3 8 12 8

Spin(7) – R8 R7 1 1 2 2 4

Spin(7) – R8 S2
0R7 1 6 14 21 14

Spin(9) – R16 Ad 1 4 16 27 10

Spin(9) – R16 R9 1 1 3 4 4

Spin(9) – R16 S2
0R9 1 8 24 39 18

We have 2c0 − c1 − c2 > 2(c1 + c2) (and thus the corresponding representation
cannot have a toric reduction) in all cases except:

(Spin(7),R8 ⊕ R7), (Spin(9),R16 ⊕ R9).

These representations do have a toric reduction: indeed, the first one is polar and
decomposable (cf. [3]), while the second one is indecomposable, has cohomoge-
neoty 3 and abstract copolarity 1 (cf. Corollary 3.2.2).

Now we assume that n = 2p is even. First consider the following cases:
H Cond. W1 W2 c1 c2 c0 2c0 − c1 − c2 2(c1 + c2)

Spin(2p) p ≥ 3 Ad S2
0R2p p 2p− 1 2p2 + p− 1 4p2 − p− 1 6p− 2

Spin(2p) p ≥ 3 Ad R2p p 1 2p 3p− 1 2p+ 2

Spin(10) – C16
± Ad 2 5 32 57 14

Spin(10) – C16
± R10 2 1 5 7 6

Spin(10) – C16
± S2

0R10 2 9 41 71 22

Spin(10) – C16
+ C16

− 2 2 19 34 8

Spin(16) – R128
± Ad 8 8 128 240 32

Spin(16) – R128
± R16 8 1 24 39 18

Spin(16) – R128
± S2

0R16 8 15 143 263 46

Spin(16) – R128
+ R128

− 8 8 136 256 32
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We have 2c0 − c1 − c2 > 2(c1 + c2) (and thus the corresponding representation
cannot have a toric reduction) in all cases except:

(Spin(6),R6 ⊕ Ad) ' (SU(4),Λ2C4 ⊕ Ad);

however we have already seen that this representation does not admit a toric
reduction.

We finally study the case of Spin(8). First consider the following table, where
R8 denotes any of the three irreducible, non-equivalent (polar) 8-dimensonal rep-
resentations of Spin(8):

H W1 W2 c1 c2 c0 2c0 − c1 − c2 2(c1 + c2)

Spin(8) R8 S2
0R8 1 7 15 22 16

Spin(8) R8 Ad 1 4 8 11 10

Since in both cases 2c0 − c1 − c2 > 2(c1 + c2), neither of the representations
(Spin(8),R8 ⊕ S2

0R8), (Spin(8),R8 ⊕ Ad) admits a toric reduction.
Next, we denote by R8

0, R8
±, respectively, the standard representation of Spin(8)

and its half spin representations. It is known that

(Spin(8),R8
0 ⊕ R8

+), (Spin(8),R8
0 ⊕ R8

−), (Spin(8),R8
+ ⊕ R8

−)

are all polar (cf. [3]).
Now we show that (Spin(8),R8

0⊕R8
+⊕R8

−) does admit a minimal toric reduction
of dimenson 2 (cf. [18]).

Indeed, the principal isotropy groups of (Spin(8),R8
0⊕R8

+⊕R8
−) are isomorphic

to SU(3), and their fixed point space in R8
0 ⊕R8

+ ⊕R8
− is given by C2 ⊕C2 ⊕C2.

Thus the identity component of the normalizer of a principal isotropy group is a
2-dimensional torus T2, and (Spin(8),R8

0 ⊕ R8
+ ⊕ R8

−) admits a reduction (G, V ),
where G◦ = T2.

Note that chm(Spin(8),R8
0 ⊕ R8

+ ⊕ R8
−) = 4, so (Spin(8),R8

0 ⊕ R8
+ ⊕ R8

−) is
indecomposable (cf. Lemma 2.4.13). In [18] it is proved moreover that such a
representation is non-polar, hence its abstract copolarity is ≥ 1. If it were 1,
(Spin(8),R8

0 ⊕ R8
+ ⊕ R8

−), which is indecomposable, would have cohomogeneity 3
by Theorem 3.2.1, contradiction. So ac(Spin(8),R8

0 ⊕ R8
+ ⊕ R8

−) = 2 and (G, V )
is a minimal reduction.

At this point it is clear that a sum of at least 3 irreducible inequivalent polar
representation of Spin(n) (when possible) never admits a toric reduction, unless
it is (Spin(8),R8

0 ⊕ R8
+ ⊕ R8

−).
We can finally prove Theorem 3.3.1:

Proof. Let (H,W ) be a representation as in the statement. If ac(H,W ) = 1,
then chm(H,W ) = 3 by Theorem 3.2.1; going through the list of cohomogeneity
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3 indecomposable representations given in [41], we determine the first five rows of
Table 3.1.

Next assume ac(H,W ) ≥ 2. By Propositon 3.3.8 (H,W ) is a sum of irreducible
non-equivalent polar representation of H, so the discussion above implies that
H = Spin(8) and that W = R8

0⊕R8
+⊕R8

−. We have seen that this representation
has cohomogeneity 4 and abstract copolarity 2.
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