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Abstract

The European Energy Sector is now facing the ahgdleo reconcile the increase of energy
demand and the desired decrease in energy consummytith 50% of EU energy consumption
assigned to the heating and cooling market, ttaadir deserves special attention. Particularly,
the cooling energy needs are growing at a highee pad the market must reasonably adjust.
To be able to please the end-consumer and stieéctshe legal law commitments, technologies
assuring primary energy savings should be develapddncorporated in the systems. There is
no better method to minimize the consumption of-remmewable natural resources than to
extract renewable energy from nature. Additionallypne accepts that the highest cooling
demand usually coincides with the highest solafatamh availability, it is reasonable to
integrate the thermal comfort provision nodes vdttar energy. On the other hand, solar
heating and cooling systems always rely on an gr&wgrce with time-dependent availability
and therefore are usually considered unreliablecfip technology improvements are hybrid
heating and cooling nodes fitting into the ide@®feneration district heatin(dGDH) where
existing district heating systems are combined wdbally converted renewable energy
sources. The integration of district heat with s@aergy might bring double side profits:
Compensate the effect of intermittent solar enexgyrce and compensate the load of district
heating network during the summer season, espgpialfitable for the energy suppliers.

It is important to elaborate methods for reasonaldat management, to prove those systems
effective. However, one should be also made awlanew such systems work under moderate
climate conditions and what are the economic camseces. This research need motivates
goals of the thesis. Aim of this work is to invegstie the energy, exergy consumption indicators
and exergo-economic costs of solar assisted cowigtgllations operated in two different geo-
economic environments: Italy and Poland.

In the thesis, two real-existing, reference inatahs representing solar energy integrated
nodes are modelled and analysed. The first infitallas a solar cooling plant operated in
Florence in Italy. The second reference plant iacdiranced hybrid heating and cooling system
that integrates centralized district heat rate Vatially produced useful heat gain from flat plate
collectors operated in Wroctaw in Poland. Analysegered full design and off-design models
of both systems. Basing on available experimerd#d énd curves, models could have been
partially validated.

Exergy is accepted as the only rational basis togeize process inefficiencies and by the
means of a cumulative exergo-economic analysis,&ffect on costs distribution in both plants

is investigated. The exergy analyses allow fordeatification of the magnitude and source of
all the exergy destructions within the system. Stuely is supplemented with proposals for two
control algorithms enhancing the operational pludghe two installations. Its potential effect

is computationally simulated.

Results obtained in the thesis represent numeralaks for the anticipated conclusions. It is
computationally proven that the productivity of aohssisted systems is higher in locations



with better solar radiation conditions. Althougle tbperational costs in the solar thermal
cooling systems are incomparably lower than in emtional vapour-compression units, the
cumulative exergo-economic costs of cold from solategrated systems is higher.

Additionally, even if the price tariffs of electiig and heat are more expensive in Italy, the
levelized cost of cold from solar sorption chilleygerated under Polish radiation conditions is
higher than under Italian conditions. However, df imcentive programme is assumed, the
obtained results confirmed that this technologyncarnbe profitable so far. But yet, the

integration of solar assisted plant with a distheating network is positively reflected in the

exergo-economic impact analysis for Polish locatiotihe face of solar radiation insufficiency

and the fact that the district heating networkhieré already existing.

It was also proven that the application of conttgorithms for both systems may bring
measurable operational profits. The procedure ag@tr the control system of a solar cooling
plant allows for the increase of solar fractione Thagnitude of this effect is however dependent
on location and the type of solar collectors insthlThe control procedure applied for a hybrid
heating and cooling node may contribute to decnga#iie operational economic cost- and
environmental-impact indicators.



Streszczenie

Europejski sektor energetyczny stoi obecnie przegzwaniem pogodzenia wzrostu
zapotrzebowania na eneggt pargdanym spadkiem zmycia energii. 50% ziycia energii
w Unii Europejskiej przypisane jest rynkowi cieptahtodu, dlatego brama ta zastuguje na
szczegola uwag. W szczegolnéri, rynek musi dostosowasic do coraz pyzniejszego
wzrostu zapotrzebowania na moc chiodgicAby speiné wymagania #ytkownika
koncowego oraz nadal przestrzégaobownzan prawnych, powinny zostaopracowane

i wdrozone technologie zapewnage oszczdna¢ energii pierwotnej. Wykorzystanie energii
odnawialnej bywa okgtane najlepsz metod, zasgpienia i tym samym ograniczeniazygia
nieodnawialnych zasob6w naturalnych. Dodatkowdlj gaakceptuje si fakt, ze najwysze
zapotrzebowanie na chtdd pokrywa gazwyczaj z hajwyszy dostpnasciag promieniowania
stonecznego, integracjacnow ciepta i chtodu z uggdlzeniami konwersji energii stoneczne;j
jest uzasadnionym wyborem. Z drugiej strony, sariehde solarne systemy ogrzewania
i chtodzenia uzalaione g od czasowo dogbnegozrddia energii. Z tego wzgllu @ czesto
uwazane za niestabilne. Rozyganiem mog by¢ hybrydowe wzty ciepta i chtodu wpisuage
si¢ w ideg systemoOw cieptowniczych czwartej generacji (4AGDMktorych istniejce systemy
cieptownicze wspoétpracgjz lokalnymi systemami konwersji energii odnawiglietegracja
zasilania cieptem sieciowym z eneygstoneczg maze przynig¢ podwojne korzyci:
kompensacji czasowej niedgshasci energii stonecznej oraz kompensacji gbenia sieci
cieptowniczej w sezonie letnim, co by szczegoblnie korzystne dla dostawcow ciepta.
Aby dowies¢ niezawodnéci takich systemow, wae jest opracowanie metod racjonalnego
zaradzania prag instalacji. Naley rowniez uswiadomic sobie, jak takie systemy funkcjoguj
w warunkach klimatu umiarkowanego i jakig tego konsekwencje ekonomiczne. Tak
zdefiniowana potrzeba batlanotywuje przygty cel pracy doktorskiej. Celem pracy jest
okreslenie wskanikoéw zwycia energii, wskanikbw zuzycia egzergii i wskanikébw kosztu
egzergo-ekonomicznego instalacji chtodzenia wsp@mago energi stoneczy
eksploatowanych w dwdéch xdych srodowiskach geo-ekonomicznych: we Wioszech
i w Polsce.

W pracy dyplomowej opracowano modele symulacyjnazodokonano analizy dwoch
rzeczywistych instalacji referencyjnych reprezesty¢h wezty ciepta i chtodu zintegrowane
z energi stoneczy. Pierwsz instalacy jest solarny system chtodzenia dzigdégjwe Florencji
we Wioszech. Drugi system funkcjonuje we WroctawilPolsce. Jest to hybrydowy system
ogrzewania i chtodzenia, ktory integruje cieptacgigve ze scentralizowanegdta z cieptem
uzytkowym z ptaskich kolektorow stonecznych. Analaaejmowata opracowanie modeli w
projektowym punkcie pracy oraz symulacje off-desiipu systemow. W oparciu o dgghe
dane déwiadczalne i charakterystyki sprawsocmowe, modele mogly zostaczesciowo
zweryfikowane.

Egzergia jest uznana jako jedyny racjonalny wyzniékczpozwalagcy na okrélenie
nieodwracalnéci proceséw w analizowanych uktadach oraz stratigh mvystpujacych.
Analiza egzergetyczna pozwolita na identyfikawjelkosci i zrodta wszystkich wewgtrznych
strat egzergii w analizowanych systemach. Za pansdwmulowanej analizy egzergo-
ekonomicznej okrdony zostat wptyw nieodwracaldoi proceséw i strat na rozktad kosztow
w obu uktadach.



W pracy zaproponowano tak dwie procedury kontrolne shce optymalizacji fazy
eksploatacyjnej dwoéch instalacji. Potencjalny efdkiatania procedur zostat zweryfikowany
symulacyjnie.

W rozprawie udowodniono obliczeniowge wydajnéé¢ systemdéw wspomaganych enargi
stoneczy jest wyzsza w lokalizacjach o lepszych warunkach naproroigania stonecznego.
Chocia koszty operacyjne systemow chitodzenia zasilanyrtawialry energi stoneczp s3
nieporownywalnie misze nk w przypadku konwencjonalnych systemoéw egprkowych,
taczne koszty egzergo-ekonomiczne obepoejfaz inwestycyjn s3 wyzsze dla uktadow
solarnych. Ze wzgtu na weékszy maliwy udziat energii stonecznej w procesie dostaniza
chtodu we wioskiej lokalizacjisredni wskanik egzergo-ekonomiczny dla chtodu jest tam
nizszy, mimo % taryfy cenowe energii elektrycznej i ciepta wyzsze we Wioszech niw
Polsce. Jednak w obydwu przypadkach, uzyskane wyniki potwiengzie technologia ta nie
moze by obecnie uznana za optacalpezeli nie zalay sie istnienia systemu wsparcia na
etapie inwestycji. Niemniej jednak, idea zintegrow@awczta zasilanego cieptem sieciowym
z lokalnie uzyskanym cieptem z energii stonecznejzenby uzasadniona dla polskiej
lokalizacji. Wynika to z mgliwosci kompensacji niedoborow promieniowania stoneconeg
w tym regionie oraz z tegae si€ cieptownicza w tej lokalizacji jest obecnie dgsta.
W pracy sprawdzono tezze wdrazenie algorytméw sterowania dla obu systemowzeno
przynies¢ wymierne korzyci dla fazy eksploatacyjnej. Dyskusja dowoda,wymiar i rodzaj
korzysci zalezy od lokalizacji i technologii zastosowanej w ukiasl



Sommario

Il settore europeo dell'energia si trova attualmext affrontare la sfida di conciliare I'aumento
della domanda di energia e l'auspicata riduziodecdesumo energetico. Con il 50% del
consumo energetico della UE attribuibile al settdeé riscaldamento e del raffreddamento,
guesto aspetto merita specifica attenzione. Inqudate, il fabbisogno energetico di
adeguarsi. Per poter soddisfare il consumatordefiaaispettare le normative, € necessario
sviluppare ed integrare nei sistemi di conversienologie che garantiscano il risparmio
di energia primaria. Il metodo migliore per minimgze il consumo di risorse non rinnovabili
e estrarre energia rinnovabile da fonti naturatioltre, poiché il picco di richiesta
di raffreddamento coincide in genere con una maggdsponibilita di radiazione solare,
e ragionevole integrare i sistemi di fornitura deggia termica con I'energia solare. Di contro,
i sistemi di riscaldamento e raffreddamento sofarkasano su una sorgente energetica con
disponibilita dipendente dal tempo e sono quinditasoente considerati limitatamente
affidabili. Miglioramenti tecnologici specifici son rappresentati dai sistemi ibridi
di riscaldamento e raffreddamento che nell’ambébteleriscaldamento di quarta generazione
(4GDH). Poiché i sistemi di teleriscaldamento esistsono combinati con fonti di energia
rinnovabile convertite localmente, la loro integoae con I'energia solare potrebbe portare
a doppi profitti collaterali: compensare gli effetiella fonte di energia solare non
costantemente disponibile e compensare il caridta dete di teleriscaldamento durante
la stagione estiva, aspetto particolarmente vamtaggoer i fornitori di energia.

E importante elaborare metodi di gestione raziodaléimpianto, per dimostrare I'efficacia
di tali sistemi. Tuttavia, bisogna anche esseresapevoli di come questi sistemi funzionino
in condizioni climatiche moderate e di quali somoconseguenze economiche. Lo scopo
di questo lavoro é studiare I'energia, gli indicatth consumo di exergetico ed i costi exergo-
economici di esercizio degli impianti di raffreddanto solare assistito funzionanti in due
diversi ambienti geo-economici: Italia e Polonia.

Nella tesi vengono modellati ed analizzati due amfidi riferimento realmente esistenti che
rappresentano sistemi integrati di energia solnerimo € un impianto di raffreddamento
solare situato a Firenze, in Italia. Il secondoianfo di riferimento € un sistema ibrido avanzato
di riscaldamento e raffreddamento che integral@rigcaldamento centralizzato con il calore
prodotto localmente da collettori piani installatiWroctaw, in Polonia. Le analisi hanno
riguardato la progettazione completa ed i modeifidesign di entrambi i sistemi. Sulla base
dei dati sperimentali e delle curve di funzionamemlisponibili, i modelli sono stati
parzialmente convalidati.

Le analisi exergetiche sono considerate l'unicaunsénto razionale per individuare
le inefficienze di processo; attraverso un‘anaisbnomica cumulativa dell'esercizio, viene
analizzato il loro effetto sulla distribuzione aeisti in entrambi gli impianti. Questa tipologia
di analisi consente di identificare I'entita e tante di tutte le perdite di exergia presenti
all'interno del sistema. Lo studio € stato integiain le proposte di due algoritmi di controllo
che migliorano la fase operativa dei due impidhtaro effetto potenziale e stato simulato nei
calcoli.

| risultati ottenuti nella tesi rappresentano viahmmerici che confermano le conclusioni attese.
E stato dimostrato dai calcoli che la produttivigi sistemi solari assistiti € maggiore in luoghi



con migliori condizioni di radiazione solare. Sebbe costi operativi dei sistemi solari termici
di raffreddamento siano incomparabilmente infenimpetto a quelli delle unita convenzionali
a vapore compresso, i costi economici cumulatives#ircizio dei sistemi solari integrati sono
piu elevati. Inoltre, anche se le tariffe dell'tieita e del calore sono piu elevate in lItalia,
il costo livellato del freddo proveniente dai rgératori ad assorbimento solare azionati in
condizioni di radiazione tipiche della Polonia @atiore a quello delle condizioni tipiche della
Italia. In assenza di un programma di incentivagjamisultati ottenuti hanno confermato che
guesta tecnologia non puO essere redditizia alédo sattuale. Tuttavia, lintegrazione
dell'impianto solare assistito con una rete diritstaldamento si riflette positivamente
sull'analisi dell'impatto economico del caso potaeccausa dell'insufficienza di radiazione
solare e del fatto che la rete di teleriscaldameérga esistente.

E stato inoltre dimostrato che l'utilizzo di algoti di controllo per entrambi i sistemi pud
portare a profitti operativi quantificabili. La predura applicata per il sistema di controllo di un
impianto di raffreddamento solare consente di adanena frazione solare. L'entita di questo
effetto dipende tuttavia dalla posizione e dal tgyacollettori solari installati. La procedura
di controllo applicata per un sistema ibrido dcaklamento e raffreddamento puo contribuire
a ridurre i costi operativi economici e gli indiogtdi impatto ambientale.
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Chapter 1. INTRODUCTION

According to the European Union’s Strategy on Heptnd Cooling, consumers should be
always seen at the centre of energy or environrhemalicy decisions and
recommendations [1]. In the end, consumers areotihye real existing subjects steering the
complex interdependencies between energy demapglysuesources depletion and finally:
the climate change. At the same time, the Eurof@manmission directly admits that “People's
well-being, industrial competitiveness and the alldunctioning of society are dependent on
safe, secure, sustainable and affordable enerdy”’ [gether with the consumer-society
evolution and its development, the living standaesh&l expectations towards them are
increasing. It can be also observed in higher requents to thermal comfort provision. Access
to domestic hot water and central heating is nfficgent for thermal comfort satisfaction. The
need for cooling energy became the third pillathgffrmal comfort. Formal documents report
that heating and cooling in residential and indakgector accounts for 50% of the European
Union’s (EU) energy consumption [3]. 79% of finaleegy usage in EU households is assigned
to central heating and domestic hot water pregarafihe use of energy for cooling is smaller,
but a specific share is rather unknown in the faica lack of detailed monitoring. Energy
consumption for the purpose of cooling is embeddetie total electric energy consumption
in a household because the majority of installed¢@mditioning units are vapour-compression
chillers [4]. It is, however, estimated that thelrog market will continue to grow at a rate of
3.14% per year [5]. Higher affordability of the k& units, higher thermal comfort standards,
and increasing residential floor area might be waoing this trend. Other prognoses state that
by 2030 the energy consumption for residential iogopurposes in the EU will increase by
72%, while the energy consumption for heating wékcrease by 30% [6]. Estimate models
prepared for the global level indicate that thergpelemand for heating aims will increase till
2030 and then remain constant and that by 20668rtbiegy consumption for residential cooling
will exceed the consumption for heating [7].

In 2012 in Europe, fossil fuels accounted for 750%he primary energy use for the purpose of
heating and cooling. The statistic shares are showig.1.1.
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Fig.1.1 Primary energy consumption for heating @aondling in EU, 2012[1]

At this time the European Union has already begsirstriving to a low-carbon society by
accepting the 2020 Energy Strategy in 2007. Itssaiwere to reduce the greenhouse gases
emissions by 20%, increase the share of renewalglee consumed to 20% and to improve
the energy efficiency by 20% [8]. This vision wastended in October 2014, when the
European Council introduced a new 2030 Frameworkclicmate and energy. The updated
objectives are: 40% reduction of greenhouse gasstoms compared to levels in 1990, 27%
share of renewable energy, 27% improvement in gnefficiency [9]. The latest official
document reporting the achievements on 2020 En&tggtegy goals was issued on 23
November 2017. According to this communicationweaetn 1990 and 2016 the total emission
decreased by 23%, in 2015 renewable energy shgress final energy consumption equalled
16.7% and while EU consumed 2.5% less of primagrggncompared to 1990, it should have
been still reduced by further 3.1% to 2020 in oraereach the 20% improvement of energy
efficiency target [10].

Although any updated report data for 2018 are ebkpown, in the meantime, the ambitious
targets for 2030 have become more rigorous inrdmad of “Clean Energy for All Europeans
package” that is currently being prepared and esgellowing developments: 45% emission
reduction, 32% renewable energy share, 32.5% eredffigyency improvement. These goals

would play a very important role in the next visiointhe European Commission that was just



presented on 28 November 20A8Clean Planet for all - A European strategic lotegm vision

for a prosperous, modern, competitive and climatetral economyl1].

In the presence of increasing restrictions towdttls Energy Sector and of the fact that
residential heating and cooling consume and wititicme to consume a significant amount of
primary energy, it can be concluded that, primattys branch should evolve and adapt to new
conditions. It has been not overlooked by the Eeaop legislators and the Directive
2012/27/EU of the European Parliament and of thanCib of 25 October 2012 on energy
efficiency recognizes the need for the developnoérmfficient heating and cooling systems.
Additionally, it distinguishes betweekefficient heating and coolin¢a heating and cooling
system that reduces primary energy need takingaotount extraction, conversion, transport
and distribution)efficient district heating and coolin@ district heating or cooling system with
at least 50% renewable energy input, 50% waste, [T&8 cogeneration heat or 50% of
a combination of such energy and heat) effidient individual heating and coolingpeing an
individual heating and cooling system with reduceéd for non-renewable primary energy or
with the same need for non-renewable primary enaggyhe efficient district heating and
cooling but obtained at lower cumulative cost) [IMpreover, the development of renewable
energy integrated heating and cooling systemscismenended by the European Commission
in its Energy Roadmap 2050 [2]. The Roadmap mdrasdombining district heating systems
with locally converted renewable energy sourceshirg vital for the desired decarbonisation.
Such an integration fits into the definition of theomoted4™" generation district heating
(4GDH). The idea of 4GDH is to provide sustainadtergy systems that would deliver low-
temperature district heating with low grid los$es space heating and domestic hot water,
that would integrate renewable energy sourcesrsgdathermal), that would regenerate waste
heat from low-temperature sources, that would waeitkin smart energy systems equipped
with smart metering and load prognoses [13][14].

To sum up: existing legal acts are still focusedtendevelopment of new generation systems
where renewable energy is integrated with conveatip derived district heat in order to
satisfy the consumer’s thermal comfort needs. Megeaf one accepts that the highest cooling
demand usually coincides with the highest solaratah availability, solar energy should be
considered as the best renewable energy candmwatedoupled to the production of cold. On
the other hand, renewable energy integrated sysibmays rely on an energy source with time-
dependent availability and therefore are usualhsatered unreliable. Hence, it is important to

elaborate methods for reasonable plant managetognive those systems effective.



In the face of current energy demands and of lagvsgobin force, following thesis presents

a detailed analysis of 2 solar integrated systenehied on thermal comfort provision with

a special focus on the economy and environmenactien. The choice of the research area is
partially motivated by the above discussion. A ipnglary comprehensive literature review
confirmed the need for additional research. Chaptewveals the research need and names the

main challenges awaiting the heating and coolirtpose



Chapter 2. AIM AND SCOPE

The basic idea of the present study is to introdsteulate and analyse two reference
installations representing the solar integratedntla¢ comfort provision technology. The first
real existing installation is a solar cooling playgerated in Florence, Italy designed and
constructed by a research team from the Univeddilorence. It is an ammonia-water chiller
driven by heat input from parabolic trough solallemiors with vapour compression chiller
backup. The second reference plant was an advdryed heating and cooling system that
was designed during the preparation of this th@die. system integrates centralized district
heat rate with locally produced useful heat ganmrfiflat plate collectors in order to provide the
end user with cooling energy, central heating, domestic hot water. It is already operated in
Wroctaw, Poland.

The goal of this thesis is multidimensional. Thanary aim of the work is to investigate the
energy and exergy consumption indicators that maydused by exploiting solar assisted
cooling installations of two different types worgirunder two different meteorological
conditions. The study over the meteorological immacthe sensitivity of technical solutions
mirrored in two referential installations is inckdlin the thesis. A further task is to confirm the
usefulness of adapted cumulative impact assessmetttodology in the assessment of
renewable energy technologies. A further aim of thork is to show the potential advantages
of implementing a proposed control algorithm irfte tnanagement structure of the node and
to indicate the influence of climate-dependantdexbf implementation the estimated real-time
performance.

The practical path to achieve the goal of thisgiado perform energy, exergy and cumulative
exergo-economic analyses of two reference solagrated installations operated under
different climate conditions. Once the structurds two referential installations were
recognized, the simulation models of the systemeeveeeated. Simulation models were
prepared adopting a modular structure of the systiemeans that models were prepared for
each component separately (solar collector fieldsillers, storage, intermediate heat
exchangers) accepting the heat and mass transfiés boundaries and then were connected
following energy balancing rules. Work covered bathsign and off-design analyses
recognizing variable load conditions depending banging weather conditions. The thesis
explains detailed path and theoretical backgroondhie preparation of the models. Both solar
integrated systems were assessed in terms of erexgngy, and cumulative exergo-economic

analyses. The Italian installation was analysedrasyy both Italian weather conditions and its



potential operation under Polish climate conditio8@snilarly, for comparative reasons, the
Polish system performance was evaluated assumifighPoeteorological conditions and
theoretical operation in the Italian climate. Aatiog to Koppen-Geiger classification, Poland
belongs to oceanic climate type (Cfb), while It@presents mainly hot-summer Mediterranean
type (Csa) [15].

Finally, author proposes two control algorithmshmgossible potential for primary energy
savings and improvement of environmental impacicetdrs. The first control procedure is
prepared for the single stage absorption chillerfanuses on the optimal choice of the driving
temperature. The second algorithm is proposedherhtybrid heating and cooling node. It
supports the control and management system bytadjuke mass flow rates from the district
network and solar field in order to minimize theeggtional economic impact or environmental
impact indicators.

Results obtained in the study are analysed andisised. The last section of the work collects
the conclusions, indicates the recommendationsyfstem management enhancement, but also
pays the reader’s attention to further challengesetechnology fitting into the"4generation
district heating and cooling systems definition.

It should be noted that the dissertation is pdytishsed on the papers already registered in the
SCOPUS research database. For this reason, sottenvparts presented in the dissertation are
also to be found in [16,17]. What is more, the ltsstiscussed in Chapter 6.5 became part of
the manuscript submitted to the Energy ConversimhManagement journal. At the moment

of the dissertation submission, the paper is urelgew.



Chapter 3. STATE OF THE ART

A comprehensive literature review was the firstidaf step for the preliminary part of the
research. Solar heating technologies were confirazed mature and recognized technology,
however, it was clear from the beginning that ttereuld be no direct intention to analyse and
optimise solo solar heating system; the review thas devoted to the still-developing solar
cooling, hybrid heating and cooling and energyaertechnologies. The assessment of the
state of the art included verifying what kind ossyms exist on the market and which ones are
still in the prototype condition. The review delige&a summary on existing performed research,
provides cumulative impact analyses and revealsctiedlenges and the need for further

research.

3.1 Solar cooling — History Background

It is historically affirmed that the first solar @ing system in the world was the one operated
in Paris during the 1878 world exhibition. Augudtiouchot was a French mathematician who
invented the first concentrating solar collectdrafks to the mirrors, solar energy was focused
on a black copper container filled with water. Watkas converted into steam and then was
driving a thermal chiller to produce ice blocks eldolar concentrator is visible in the graphics
from the 19" century presented in Fig. 3.1.

e

R MO - T T i

Fig. 3.1 Augustin Mouchot’s Solar Concentratorla ¥World Exhibition in Paris, 18788].
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This invention won Mouchot a gold medal during éxdibition [19]. The idea was obviously
revolutionary and had the potential to promote weaige energy sources already in thd' 19
century. However, since big resources of coal enEe and of oil in the United States were
discovered shortly after, the concept of solarsaedicooling was abandoned for almost 100
years. The development of solar refrigeration tetdyy began in the 1970s and it is worth
mentioning that the initial impulse was not atrathsons of environmental protection. In 1973,
OPEC members imposed an embargo on oil exporteadlintries supporting Israel in the
Arab-Israeli conflict. It was the beginning of tlbé crisis, especially severe for the United
States, for the American industry mainly basedrowde oil imported from Arabic countries. In
order to motivate the American economy to implemémt renewable energy based
technologies, the International Energy Agency (IBfgrted the Solar Heating and Cooling
(SHC) Programme in 1977. Solar Heating and Coofnggramme is still performing as a
technology and knowledge hub. Its greatest streisgthe international collaboration leading
to research exchange, market understanding anciypelcommendation which can accelerate
the deployment rate of solar heating and coolirggesys. The SHC’s constantly updated vision
is oriented on lowering the G@mission worldwide and today it is stated thatlésenergy
technologies will provide more than 50% of low-tesrgture heating and cooling demand for
buildings in 2050 and contribute a significant gher the heat supply for the agricultural and
industrial sectors. Thus, solar heating and coohitigcontribute significantly to lowering CO
emissions worldwide and reaching the Paris Agre¢ngeal” [20]. SHC Programme’s
beginning in 1977 is recognized as the ringleadwsr dolar refrigeration technologies
development and their commercialization during rile&t three decades [21]. Some research
programmes were also carried out at the Europe@h [Ehe SACE (Solar Air Conditioning in
Europe) project started in 2002, lasted 2 yearsnasidsupported by the European Commission.
Researchers from five countries gathered to asisegsasibility, cost savings potential of solar
cooling development in Europe. After a detailedlgsia of 53 projects, they found out that
solar refrigeration might help saving up to 0.0kVEh [22]. Subsequent SOLAIR project was
oriented on market analyses as a path for soldingptechnologies commercialization [21].
SOLAR COMBI+ (led 2007-2010) and HIGH COMBI (2000421) were EU projects oriented
on the promotion of systems combining conventigaaidential heating and cooling systems
with small-scale solar cooling.

Although the SHC research programme has alreadgdtan the 70s, the sinusoidal trend of
oil price during the following decades affected ategely the expected market penetration pace.

The solar cooling market seems to flourish justlfatAccording to available sources [23,24],
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the number of installed solar cooling systems haseased from 60 in 2004 to 1175 in 2014.
These data indicate that the market was growinthese years at a 40-70% increment rate.
Together with the gradual dissemination of comnatsblar cooling system, the specific cost
of solar cooling kits kept decreasing. The price fedium capacity systems (up to 50kW
cooling power) dropped from 6500 €/kW in 2007 tgmximately 3500 €/kW in 2012
(averaged over absorption and adsorption unitd) [2dwever, it was higher than the cost of
a conventional vapour-compression chiller, whichged from 500 to 1000 €/kW in 2012.
Relatively high investment cost and complexity @me of the main aspects restraining a faster

spread of the technology [25].

3.2 Solar cooling — Theory Background

Fundamentally, cooling systems can take advanthgelar energy in one of the two ways: to
generate electric energy or to convert it into usbhéat. Schemes in Fig. 3.2 are a simplified
visualisation of thermodynamic cycles both for sakectric and solar-thermal refrigeration
systems types. This sketch underlines the relatidreat sources towards ambient temperature
(Tamp) and states the fundamentals of the definitiothefCoefficient Of Performance (COP).
The amount of heat rejected to the environmentd@ould be recycled and used as a driving

heat for low-temperature demanding processes.



QheatlTH > Tamb

N T,,~T, T ~T,
ﬁ_) > m amb m amb
Qloss Qloss
TTC < Tamb TTC < Tamb
Qcold Qcold
Solar-electric cooling Solar-thermal cooling
Qcold Qcold
COP = COP =
N Qheat

Fig. 3.2 Basic thermodynamic schemes of electiigdrand heat driven chillers.

In the solar-electric systems, solar energy camiteed by photovoltaic panels so that the
generated electric energy can drive a vapour-cossje chiller or be used by a Peltier module.
The driving electric energy can be also obtainethfa system where the solar thermal collector
Is connected to a heat engine (e.g. Stirling engine

Among solar-thermal cooling technologies, one céileréntiate between thermo-mechanical
systems, open or closed cycles. Thermo-mecharotal sefrigeration is based on the ejector
refrigeration cycle principle. Open refrigeratioyctes can be divided into liquid and solid
desiccant systems. They belong to the sorptiorgegaition systems group because desiccation
is a sorption process in which a desiccant (sojbeemoves moisture from the air.
Dehumidification is then combined with the evapeaprocess in order to achieve a cooling
effect. [21,26]

While open cycles rely on direct treatment of aiaiventilation system, closed cycles deliver
chilled water from a thermally driven sorption &l Closed solar refrigeration cycles are
divided by analogy to open cycles: to liquid sotbbased (absorption systems) and solid
sorbent-based (adsorption cycles). Sorption cytdke advantage of the physical effect of

refrigerant sorption by a sorbent.
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A schematic tree in Fig. 3.3 collects the proce&sesvn for the conversion of solar radiation

into cooling energy.

Vapour-compression
chiller
PV based
Peltier module
— Solar-electric
Stirling engine with
e Thermal collector based vapour -compression
= ﬂ chiller
==
=R= o
o Liquid desiccant systems
OO
= |
Et E) Open cycles
5' Ll Solid desiccant systems
v -

Absorption cycles
Solar-thermal
Closed cycles

Adsorption cycles

—  Thermomechanical Ejector chiller

Fig. 3.3 Solar cooling technologies overvig6—29]

Taking into consideration the aim and scope ofthiesis, the following review will focus on
the state of the art of closed-cycle solar therataorption and adsorption chillers (blue
background in Fig. 3.3) presenting both: availablEhnologies and current state of research.
Scope of the work motivates also to investigatepiiesent technology of hybrid heating and
cooling nodes and to share available conclusioms fcumulative impact analyses of solar

integrated hybrid systems.

3.3 Solar absorption chillers

Absorption cycles are considered as one of thesbl@drigeration technologies [26,30]. From
the refrigerant perspective, the working principlean absorption chiller is fundamentally
similar to that of a vapour compression chillerclabsorption cycle includes an evaporator
and condenser, but the mechanical compressorlecezpbby a so-called sorption compressor.

The sorption compressor is typically a set of theoaber, generator (desorber) and regenerative
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heat exchanger (RHE). Fig. 3.4 presents a basienselof a single-stage absorption chiller
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cycle.
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Fig. 3.4 Single-stage solar absorption chiller &echeme.
Just like in the conventional compression chilteg cooling effect emerges during the low-
temperature evaporation of a refrigerant mixturea apecified pressure in the evaporator
section. The outflowing refrigerant vapour is theaptured by sorbent in the absorber
component operating at the same pressure. In teer@ion chillers, two basic groups of
solution streams can be differentiated: rich/strand lean/weak solution. Rich solution means
always a high concentration of refrigerant in th&igerant-absorbent solution, while a lean
solution is a solution of low concentration of rgérant. The absorption process requires
external cooling. The pressure of the mixture entincreased by a solution pump consuming
positively less energy than a compressor in conweal cycles [26]. The rich solution flows
then into the generator section. Since refrigeisantore volatile than sorbent, it separates from

the solution as a consequence of heat input. Thesolution becomes lean and the refrigerant
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vapour stream is generated. This stream is thedetmed in the condenser with simultaneous
waste heat generation. The subcooled condensd®itded to evaporation pressure and again
evaporated, guaranteeing constant cooling enelgyede

Two working fluid pairs are predominant on the apsion chiller market: HO-LiBr and NH-
H20. Chillers with water-lithium bromide mixture racgia heat input at a temperature level of
70-90C, while the ammonia-water cycles demand even BIEL On the other hand, only
ammonia-water chiller can deliver cooling energwdémperature level below® [28][25].
Absorption chillers can be single-, double- or nstdtge, Single-stage chillers base on a single
set of absorber, generator, evaporator and condehsingle stage HD-LiBr chiller requires

a heat source at 70-9D temperature level and therefore it is possibleapply the least
expensive flat plate collectors. The average COBirgfle stage absorption chillers is of the
order 0.7. According to the latest review papef,[R is stated that in consequence of multiple
and detailed analyses of single-stage lithium bdenghillers, this can be now considered a
mature technology. Itis expected to have a reasgsetive for further building market
penetration [31]. Double-effect absorption chillezan rest on two generators and two

regenerative heat exchangers. This design is appately presented in Fig. 3.5.
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Fig. 3.5 Scheme of a double-effect absorptionehill

The vapours from high pressure generator are aetingdriving heat for the low pressure
generator section. Another admissible design (dsed in [32]) of a double-effect absorption
chiller includes two desorbers and two condensergiwg at variable temperature and pressure
levels. Waste heat from the high-pressure condessmebe used as driving heat by the low-
pressure desorber. The high pressure generatoiresgid be fed by a hot stream at a
temperature level of 155-185 (if lithium bromide chiller is considered). Accling to this
requirement, the use of evacuated tube or condmgreollectors is inevitable. The typical
COP for double-stage chiller equals 1.2. Triplegstehillers would require a heat source above
200°C, which is possible only using concentrating cazities. According to estimates, the COP
of a triple-stage absorption refrigeration cycleldoequal 1.7. [26,33]

From the time-dependent point of view, solar absonpsystems can work under continuous
or intermittent operation modes [34]. The continsioycle means the simultaneous generation
of refrigerant vapours and of cooling energy. Tigee of cycle requires a complete set of chiller
components. However, the cooling energy is deltverdy during the day and energy storage
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can be necessary. An absorption chiller that ikuagrintermittently utilizes solar heat during
the day to generate pressurized vapours, while isadgnerated at night. The components of
such system are bi-functional: the generator ptagsrole of the absorber in the night, while
the condenser becomes an evaporator. Similarlgesinoling happens only during the night,
storage od heat and/or cold becomes inevitableurAsgy a COP of a continuously working
absorption chiller equal to 0.7 (single-stage unitat of an intermittent unit is lower and is
equal to about 0.45. On the other hand, its adganiaight be observed in the fact that it
requires fewer components to operate. Nonethdlesspontinuous working absorption chillers
are definitely more often analysed in current rede§34].

In the literature, absorption chillers are moreepnfanalysed in simulation works rather than
with an experimental approach [35,36]. Ammonia-wated water-lithium bromide are usually
considered as possible working pairs. However, |labi® research reviews report also
following working fluid pairs: lithium nitrate-amnmea, methanol-TEGDME, TFE-TEGDME
or sodium thiocyanate-ammonia [35]. The investidathillers are driven by heat from flat
plate collectors, evacuated tube, parabolic traughresnel collectors [35,37]. The condenser
and absorber are usually cooled by water usingadingptower, however direct air-cooled
condensers are also present [26].

The performance of absorption chillers is simulave@r a wide range of thermodynamic
working parameters. The lowest temperature of thiking fluid driving the generator that was
found in the literature equalled ®D The estimated COP for this conditions equall@d 88].
The lowest evaporation temperature was experimgntatained in a 1 kW Sodium
thiocyanate-ammonia chiller and equalled°€39].

The scientific literature offers many examplesmérgy, exergy and thermo-economic analyses
of solar absorption chillers of variable coolingwsy and working under various climate
conditions. A vast number of parametric studiesaleaady support designers and operators of
solar absorption chillers. Taking into account @raj dependence on external conditions,
dynamic analyses were also performed. Researcblanabsorption chillers has been collected
and summarized by many review articles, e.g. inZ@B7,40]. Numerous investigations
confirm the statement about maturity of the techggl

Intermittent availability of the solar energy saaircalls for the use of energy storage. Apart
from that, the possibility of a back-up energy seuis also often considered. However, it has
not been concluded yet whether a back-up gas heaseback-up compression chiller is more

convenient [41].
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Many authors present also results of the econossiessment of absorption cooling technology
[42]. As marked in the 3.1 section, the cost ohéler depends on cooling power installed but
also on its complexity (single-stage, double-stagejhors in [21] reported typical prices for
solar assisted double-effect and single-effect gatem chillers as 1200 €/kW and 1000 €/kW,
respectively. According to that source, the cossaér collectors represents 60-75% of the
purchase equipment cost.

Research collected in [26] informs that the typ@atrage solar collector field required for a
single-stage solar absorption chiller equals 4.6/kW of cold, with an average volume of
installed heat storage of 0.22/RW. The typical COP indicator equals 0.68 and rniean

temperature of the heat source reaches’88.5

3.4 Solar adsorption chillers

Adsorption units might become an interesting aldue to absorption units because they
enable heat regeneration at a very wide range aifdmrce temperatures: from’60to even
500C [43]. Fundamentally, a cooling adsorption cydeuilt up by 2 phases. One of them
bases on vapour adsorption process in the (usweditgr-cooled adsorber. It is connected with
the refrigerant evaporation in the evaporator sacthus achieving the cooling effect. The base
element of an adsorption system is a porous salihly a large surface area. When a vapour
particle contacts the surface it is adsorbed, wheshilts from Van der Waals and electrostatic
forces. The process is exothermal and fully rebésin the second phase, the generation of
refrigerant vapours occurs. The adsorbent reqaitesat input to regenerate and to release the
adsorbed vapours [22, 23]. The solid adsorbent atabe transported, and therefore a
switchable batch arrangement is adopted (Fig. @6¢re each of the two adsorbent beds plays
interchangeably the role of generator or adsorBensequently, adsorption chiller always

works in intermittent mode.
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Fig. 3.6 Schematic of an adsorption chiller durmge phase (Adsorber 1 at adsorption phase,
Adsorber 2 at desorption phase).

The most common working pair in an adsorption ehil$ silica gel — water, but there are also
other pairs that meet the requirements of largeoratisn ability, compatibility with the
refrigerant, isothermal behaviour. The working painder consideration are: activated carbon-
methanol, activated carbon — ammonia, zeolite -efyvatetal chloride — ammonia, metal oxides
and oxygen [45].

The possibility of being driven by a low-temperattieat source is an evident advantage of the
adsorption units and make it possible to integtiagedevice with a low-cost flat plate solar
collector, but also make adsorption chillers pasntandidates to become integrated with
a district heat network. Apart from that, adsomtobillers are characterized by simple control,
lack of vibrations, low operational costs, no csrom problems, resistance to shakes and
change of position. The last features make adsorpfiillers attractive to be used in means of

transport [45].
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Negative aspects of adsorption chillers are thew Icoefficient of performance (even
below 0.4) and low specific cooling power. Howe\ers said that these disadvantages could
be eliminated if the heat and mass transport pseses the adsorber were intensified, if the
adsorption properties of working pairs were enhdrared if the cycle heat management were
improved. Striving to meet these challenges, thgonta of available research in this area
focuses on finding possible new working pairs adeot-refrigerant but also on simulation
models investigating possible cooperation of theserking pairs with adsorption
chiller.[26,43]

Again, the research reviewed in [7] reports a tgpaverage solar collector field installed for
solar adsorption chiller as 11.17/kW, with an average heat storage volume of 0.3&\wm

and an average COP equal to 0.4.

3.5 Energy storage

If a solar energy integrated system is consideved,has to take into account that heating or
cooling demand will not always follow the drivingergy availability. For this reason, thermal
energy storage becomes necessary.

If the basic theory is considered, the storagege®cequires three parts: charging, storing and
discharging. If the energy is accumulated in a fofrthermal energy (heat or cold), the storage
process is called thermal energy storage (TES). iSEESwidely recognized method allowing
for effective thermal energy usage. It helps toigaie the negative effects of mismatches
occurring between energy supply and energy demeanodds. Hence, storage is most profitable
in systems basing on energy resources of intemmigeailability (in the case of this research:
solar energy) or on waste heat recovery. TES shmribcknowledged both by energy suppliers
and by the end-users. On one hand, it reduceseidie glectricity and thermal energy demand
which helps to compensate the peak-valley demaiftlyethces. On the other hand, end-
consumers are allowed to buy off-peak energy awvewoient cost-rate and utilize it (e.qg.
converted in an air-conditioning unit into cool emg in the peak-demand time. The same,
installing thermal energy storage means lower atgilon costs, but also a possibility to install
smaller energy conversion units [46].

It is possible to think of thermal energy storagéoth the hot and cold side of every system.
Cold thermal energy storage (CTES) should be utatsisas storing the cool energy (e.g. from
a chiller). Cool energy refers to the energy otraan or of a volume of fluid that is below
ambient temperature. To avoid an unfavourable diszoous operation of a chiller when the
cooling demand lowers, cold storage may be recordewmwhich can allow long continuous
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working periods of the machine with long term pearfance closer to nominal [47]. CTES is
then very important for load-levelling issues. Timplementation of a storage system would
enable the decoupling between the cold energy ggaerand the user requirements, allowing
to manage the energy consumption during the dayaaodtimize the chiller power output, by
thus leading to an increase in the energy effigieating. What is more, CTES is also important
for food preservation processes, where cool engiayed for a longer time is released rapidly
in a short period.[48]

From the classification point of view, energy sgga&an be short-term (few-hours or few-days
accumulation) or long-term (seasonal storage) [#ES can be realized in the form of the
sensible heat (connected to thermal capacity angedeature rise or drop of a liquid or solid
substance), the latent heat (phase change pracassabmost constant temperature, connected
to the latent heat of given substance called pblaaege material), or by a chemical reaction.
There are already several forms of energy stonagestigated and accepted for solar cooling
applications. Three basic forms result from therditure sources. The most common method is
to store the useful heat from the solar colleatoa itank placed as a buffer between the solar
collector field and generator of the sorption @hillAs mentioned above, it is also possible to
store cooling energy. The widespread solution igstall a chilled water tank between the
evaporator section and cold distribution systemveky different type of storage is the
refrigerant storage. Basing on the example of aniamater single stage absorption chiller
liquid ammonia, lean or rich solutions can be stof2uring the daily operation, the container
for the ammonia-water rich solution is empty and ifilled during the night pause. When the
night is going to an end, liquid ammonia and Isalution containers are emptied and the rich
solution container is fully filled, ready for thaityy operation [34].

The available literature does already provide fadfssuggested features and properties that
a good storage material should possess. It shaaldhlaracterized by a high thermal heat
capacity, high conductivity and low unit cost. Rlhabange material should be also chosen in
such a way that the melting temperature fits intdmperature range of the chiller operation,
the material is not corrosive and not harmfulateht storage is considered, available research
focuses usually on solar heat accumulation ratieen told storage (it might result from the
fact that the heat source is of a more intermitteaitire, and since PCM materials are more
expensive, the payback time for storage at thestuat is shorter; hot water storage increases
the operational time as well and the same, théectsize could be reduced; another reason is

that a wider choice of PCM materials with phasengeatemperature above “8and higher
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availability might cause lower prices of the magriHowever, since the technology is still at
the development phase, a lot of new reviews arghrek works are emerging [46,49-52].
Looking at all the types of energy storage foredeesolar heating and cooling technologies,
it is understandable that the majority of presaméstigations takes the thread of the selection
of proper storage material, storage tank constracnd its latter cooperation with the system.
A separate, though the important topic is the teatpee stratification of material inside tank
and such research is very often presented by tleatsts coping with computational fluid
dynamics analyses. [36]

Moreover, the literature is also rich with optintiba analyses performed for storage
components. The objectives of optimization are Iguaaximization of the installation solar
fraction, of the storage efficiency, of primary ege savings, of life-cycle savings, and/or
minimization of the capital investment costs areghyback time. The optimization parameters
are variable: type of the tank and its configumatitype of the solar collector, solar collector
area, solar collector slope, working fluid flowesat temperature levels in the heat exchangers,
chiller cooling power, tank volume or storage mialef36].

Although many investigations have already been gotadl, there is still no unequivocal
statement on the general influence of storage umitsber increase on the country’s energy
system because simulation or experimental resesncsually conducted at the level of single

residential or office installations.

3.6 Hybrid heating and cooling

The hybrid heating and cooling nodes are said tthbecore technology investigated in this
thesis. It is, therefore, of great importance tvoduce the main definitions present in the
literature. This will enable to discuss and confritre technology analysed in this work with
installations already proposed and presented ifitdm@ture sources. This review will also
signal possible control approaches for such systems

The first group of hybrid systems covers solar gnelriven cycles that provide cooling energy
and heat, while the utilization of district heahist considered [53]. Studies over hybrid solar-
driven systems have been emerging already sinc@Gtiecentury, however, their effective
commercialization has been inhibited by the lac&tahdardized test methods and effectiveness
calculation. Scientists claim that because of tack, hybrid solar systems cannot be fully
objective and reliably presented to become comypetivith conventional gas boilers or
compression chillers [54]. Another family of hybnddes assumes that solar heat is used solely
to drive a thermal chiller or to supplement tharéis heat to provide central heating or prepare
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domestic hot water [55]. Hybrid nodes are also wstded as systems where an absorption
chiller is supported by compression chiller or veheaste heat from a separate process becomes
the driving energy for the sorption chiller [56].ybtidization in the heating and cooling
substation system can also concern the storagensystuthors in [57] performed an exergo-
economic analysis over a hybrid storage absorpgbrgeration cycle integrating three types
of storage: cold storage, weak and rich solutionagfes.

In the majority of cases, control of the heat statisn is aimed at providing the end consumer
with an energy stream at the desired temperatwa. I&his last is controlled and usually
adapted to ambient temperature [58]. Apart from, thiais also possible to propose smart
management solutions. For instance, authors in g6gpest the implementation of a control
algorithm taking care that the electric energy-einidevices in the substation are used during
lower electricity price tariff periods.

What is important, in many articles authors uniderthat systems integrating energy sources
of variable availability: e.g. stable district heath an intermittent renewable energy source,
are facing serious challenges connected with cbatrd management system. By integrating
renewable energy with conventional energy, one Ishdeal with variable characteristics,

operational costs, and technical limits. [60,61]

3.7 Exergy, exergo-economic and exergo-environmental alyses of solar
assisted heating and/or cooling systems

According to the scope presented in Chapter djigwtork exergy is used as a proper measure
allowing for evaluation of the usefulness of natwesources; next to the energy analysis, an
exergy-based evaluation will be proposed to agbessstallations. Hence, it has been verified
what achievements have already been made on fhataind are documented in the literature.
Sola- assisted heating and/or cooling installativenge been widely analysed in terms of their
techno-economic feasibility [35,62—66]. Moreovexery analyses and cumulative impact
assessment analyses keep appearing more oftenresearch approach. They enable to
differentiate between energy quality and usefub@f but also to appreciate the cumulative
effect of the system operation. It is importantréalize and to remember that solar-driven
systems rely on an exergy source with time-depearalemlability. Moreover, these are cycles
where the useful output (cryogenic exergy or exarfygold) is an effect of processes with
inevitable exergy destruction in preceding compdselt is of high importance to properly

define the exergy streams and the boundary conditiOnly in that way it is possible to obtain
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correct operational indicators that could be taketo account in potential subsequent
diagnostic cumulative impact assessment.

The definition of exergy assigned to incoming sokdiation has been a topic for several
treatises with variable conclusions [67,68]. Desplte lack of standardized definition for
driving exergy, scientists have already deliverednarous papers on exergy analysis and
exergy-based cumulative assessment of solar inezhheating and/or cooling cycles. As an
example, researchers in [69] performed an exergylitacycle analysis of a solar system for
space heating, cooling and domestic hot water mtomtu Already in the assumption phase,
they stated that since almost all of the enviroralempacts of the renewable energies are
associated with the manufacturing process, theremviental impacts were analysed only at
the manufacturing stage. In [70] authors perforrmednergy and exergy analysis of a 10 kW
ammonia-water chiller and found that the cycle isrenthermodynamically effective if the
cooling system is using low-temperature heat saumether than high-temperature heat
sources. The highest exergy destructions weredesed in the absorber and generator (around
76%). An exergoeconomic analysis of a solar drilrgiorid storage absorption cooling cycle
was done by researchers in [57]. The exergo-ecanandlysis was here performed to compare
the components in terms of the initial capital istweent costs and the costs of irreversibilities.
Generator and evaporator are mostly responsiblexergy destructions. However, the highest
exergo-economic cost is allocated to the evapogatdrthe solution heat exchanger. Authors
noticed the improvement potential in optimizing tesign variables of the system. Authors in
[71] proposed a tool allowing for minimization diet total cost and the environmental impact
of solar-assisted absorption cooling systems. Atingrto the findings it is recommended to
increase the number of solar collectors installécrease of the solar fraction ensures the
reduction of environmental impact, although thet @ocation caused by the manufacturing
process for these components is the highest.

According to these sources, the construction amdrdenissioning phases have a meaningful
share while generally analysing the ecological ioh@ad economic indicators when dealing
with cold obtained from a solar chiller. Neverttsse one should not forget about the

significance of the operational phase.

3.8 Literature review — conclusions

The review on the current state of knowledge abolatr thermal cooling and/or heating system
confirms that this technology is becoming maturel as still the object of scientific
investigations. Researchers are still today remgamerging challenges and areas for further
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research. The first obstacle negatively affecthigdpinion on sorption technology is its high
investment cost compared with compression unitglittahally, the renewable energy source
of intermittent availability remains a constant l#rage and motivates to establish rules for
smart control and management of the system perfwei&torage systems are also expensive,
so the optimization aim should concern the progéection of volume and storage material.
Researchers indicate that the analysis of convesitioompression cycles integrated with
thermal chillers and storage systems is neededis sthe optimization under variable
meteorological conditions. Although analyses ofasalriven systems performance under
moderate and poor radiation conditions are alrgaégent in the literature (both for solar
sorption cycles [72] and for tri-generation systdif3]), they are most certainly in minority
and none is presenting an impact assessment similhat presented, modelled and analysed
in this thesis. Conclusions from this type of as@ycould be essential to decide whether solar
-energy based thermal comfort units can have argetie and economic rationale; not only
under Polish meteorological conditions but alsahi@ Polish economic environment. It was
extensively repeated and concluded in [25] thatpiteeess of adoption of solar heating and
cooling technologies is constantly counterbalanogdheir complexity and high investment
costs. The majority of existing installations atd#l &t demo phase (with no standardized
incentives programme) or are connected to a relsgaogect.

What is more, from the perspective of current diseans and environmental limitations, the
idea of promoting hybrid poli-generation heatingl aooling substations appears to be fully
motivated and the sooner it becomes recognizetdtter. Especially, if one is reminded that
the early stage of every technology implementateminvolve a high transaction, information,
and risk costs [74] which can only be eliminatedethe technology is widely accepted and

implemented.
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Chapter 4. METHODOLOGY OF ANALYSIS

This chapter presents the core analytical methamixl iin the research. Thé' law of
thermodynamics is always the starting point whileparing a simulation model of
a single component or of the whole system. Enenglyraass conservation laws are important
tools for thermal processes investigation and ak ave commonly applied in the engineering
practice. However, in order to be able to propedgess the excellence of the processes, it is
essential to introduce tools allowing for the ragtign of losses and for the introduction of
quality indicators. Such an assessment helps toowvethe effectiveness and the rationalization
of resources management. Therefore, it seems tataltroduce the exergy-based analysis
which explicitly addresses these issues. Followlag, the exergo-economic analysis combines
exergy and economics: it is a composition loop tkadbles assessing the economic
performance of a system and allows the evaluatiadhe progressive buildup of the cost of
products along the process.

The general concept of the methodology is giver,h&hile details and assumptions adapted
for modelling tasks will be described in the spedibllowing Chapter 5 and Chapter 6.

4.1 Energy-based analysis

Energy and mass conservation laws are mutually ratgpe as it is indicated by Einstein
theorem presented by Eq. (4-1):

AEgys = Amygy - c? (4-1)
This means that the increase of mass in the systey) depends on the energy increasg,
and vice versa. One should, however, distinguistvéen mass and the amount of substance.
Mass is a property of matter deciding about inextid gravity interaction between bodies. The
unit of mass in the International System of Un&§ (s kilogram (kg). Amount of the substance
can be described by mass or weight. The unit flemlass of a substance can be understood as
such an amount of a substance for which the nomaals equals 1 kg. Since the increases of
energy present in thermal engineering practice tsvensignificant influence on the mass,
there is only a conceptual difference between raadsamount of substance and they have the

same numerical value. [75]
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The results of investigations of thermodynamic psses are usually presented by means of a
balance. According to previous considerations,lart@ resulting from the conservation of the
amount of substance law is called interchangealdylestance balance or a mass balance.
Balancing requires a clear definition of the coht@lume or balance boundary. According to
the substance conservation law, the substance deslazan be separately defined for each
substance in a physical process (specifically ingmrfor further investigation of 1D-LiBr

and NH-H>O absorption chillers) or for each chemical elenierd chemical process. If an
exemplary system is closed by a balance boundeyriFig. 4.1, the mass (substance) balance

for thei-th substance integrated over a time step can iemwlike in Eq. (4-2).

Boundary of the system
L
Amsys
AE
Min ys Mout
> >
Ein Eout
Fig. 4.1 System and its balance boundary
Min; = A‘mvsys,i + Moyt (4-2)

In thermal engineering applications, steady-stategsses play a significant role. The mass
balance is written for the i-th substance in agysivorking under steady-state conditions where
no internal increase of mass occuks,,; = 0) is presented by Eq. (4-3):
Mini = Moyt (4-3)

Similar considerations can be conducted for enesgergy is the property of matter and is
directly associated with matter or material flod®Law of Thermodynamics is a special case
of energy conservation rule. Joule, Kelvin and Giasiwere the first to investigate the rules of
energy conservation and their conclusions were thtampreted by Helmholtz in 1847. He
stated that in an isolated system all forms of g@nare equivalent and no amount of energy in
one form can disappear without the simultaneousagmce of the same amount of energy in
a different form. In other words: energy is congervit can neither be created nor destroyed,
but it can be converted in a different form. Th& llaw of Thermodynamics states the

equivalence of heat)) and work (V) and the conservation of energy of an isolatedesys
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Mathematically, the L Law of Thermodynamics can be expressed as a fdértheoenergy
balance like in Eq. (4-4):
Q=AU+W (4-4)
The energy balance results from the energy consemiaw. The energy balance for a system
like in Fig. 4.1 is written in Eq. (4-5):
Ein = AEsys + Eout (4-5)
The energy of the systefy,; includes, macroscopically, kinetic enery, potential energy
E, and internal energy. If a system is working under a steady state,ethergy increase
becomes zerd\Es,s = 0).
Ein = Eout (4-6)
It shows that a machine working in the steady dtateto be constantly driven by eneijy
and, as a further conclusion, it implies that theation of a perpetual motion machine of the
first kind is not possible [75,76].
The general Eq. (4-6) can be rewritten for a systdmre a flow of matter occurs, heat is

utilized and transferred and where the input enes@so converted into internal power. This
is presented in Eq. (4-7):

Minhin + Qin = Mouthoue + Qour + N (4-7)
Where m is mass flow rate (kg/s), h is enthalpy (kJ/kg)means heat rate (kW), whilé
stands for internal energy rate (internal power)k®ubscriptsn andout are again associated
with inlet or outlet to/from analysed system. Emplyah) is an energy transfer mode specific
for a stream of matter. In practical calculatiogisergy balances for an open system operating

at steady-state are prepared for the surplus tifagry above the reference state. It is
symbolically represented by Eq. (4-8):

h=h{,T) — ho(Po,To) (4-8)
Where p and T are pressure and temperature andrgaildss connected with reference system
properties. Enthalpy is built up by two elementsygcal enthalpy and chemical enthalpy.
The approach to the reference state as well dgetpltysical and chemical part of the enthalpy

while analysing absorption chillers is specificaityportant. The assumptions will be described
in the devoted sections (5.6.2 and 6.3).
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For the energy-based analysis, a typical effengge indicator is energy efficienayg. It is
defined as a ratio of useful product expressemhargy unitsk,) to the energy inputf) and
Is visualized in Eq. (4-9).

— Ep

=5 (4-9)

Ng

4.2 Exergy-based analysis

Although energy analysis is widely used for thepmse of modelling and assessment of energy
conversion systems, it does not provide informatinrthe specific location of thermodynamic
inefficiencies in the system; moreover, it doesreobgnize differences in the quality of energy.
The irreversibilities burdening a thermodynamicgass can be investigated by the means of
the 29 Law of Thermodynamics. The overall irreversibilisyproportional to the total entropy
generation. Entropy generation is a direct measii@sing the potential to perform work [76].
This potential expresses the thermodynamic valusnanergy carrier and it is represented by

exergy.

4.2.1 2" Law of Thermodynamics
The 29 Law of Thermodynamics is one of the fundamentalslaf nature indicating the

direction of conversion processes. The definitidrthe 2¢ law was addressed by many
scientists. One of the first was Rudolf Clausiuthwiis statement thatHHeat can never pass
from a colder to a warmer body without some otherge, connected therewith, occurring at
the same tinig77]. Further Kelvin-Planck’s statement said th#tis impossible to devise a
cyclically operating device, the sole effect ofakhis to absorb energy in the form of heat from
a single thermal reservoir and to deliver an eqlevéa amount of work78]. Additionally,
Schmidt stated thait“is impossible to reverse a thermodynamic corigarprocess in which
friction occurs[75].

The 29 Law of Thermodynamics does not only present they @ossible direction of
thermodynamic conversion processes but also dedhesneed of two separate heat sources
for the process to happen; moreover, it allowgetermine the equilibrium conditions to which
the system is striving to. It is especially impaottahile considering the theoretical maximum
effectiveness of processes. Thermodynamic optimizatbased on the "2 Law of

Thermodynamics is an important tool needed alsthi®management of natural resources.
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4.2.2 Environment
Every system operates interacting with the surrsgsd The surroundings are not a part of the

system. The Environment is a specific part of aumthngs, the properties of which remain
constant despite the processes occurring in thierayd he conditions of the environment must
obligatorily be defined in order to know the reface state of equilibrium to which the system
Is striving, but also to know the reference stateelation to which the system still has the
potential to perform work [79].

According to generalized models, the environmerftas of irreversibilities and its exergy
equals 0. It is modelled as a system, with unifeemperature (d) and pressure ¢p Typically,

the values are taken as ambient conditions. No idameactions (apart from equilibrium
reactions) can happen between the chemical compatthe environment. The environment
is said to be composed by the common substancesxisa in the atmosphere, in the oceans
and in the crust of the Earth. If there is anyatéhce of temperature, pressure, chemical
composition, but also of velocity or elevation loétsystem in relation to the conditions present
in the environment, it is said that the systembk d&o perform work. The smaller is the
difference, the smaller is the potential to developrk and if the system finds itself in
equilibrium with the environment, it lands in the-calleddead statethermo-mechanical
equilibrium). In a restricted dead statenly mechanical and temperature equilibrium are
satisfied (thermo-chemical equilibrium). [79]

Understanding the definition of the environmentesy important in the present case because
in this work one of the systems under considerationverts energy from a very-high-
temperature heat source into a refrigeration us#fatt with interaction with the surroundings.
The amount of driving energy depends in our cash®@ambient conditions which are dictated
by the climate. Thus, the uniform temperature) @nd pressure ¢pare always equal to the

changing ambient temperature and ambient pressure.

4.2.3 Exergy
According to definition present in the literatuexergy is “the maximum theoretical useful

work obtainable from a thermal system as it is ghaunto thermodynamic equilibrium with
the environment while interacting with the envira@mhonly”’[80]. It measures the quality of
energy, and it accounts for the differences betweak and heat. Unlike energy, exergy is not
conserved, but it informs if there is a potent@limprove the process, to minimize exergy
destruction. Exergy destruction is defined by tleigsStodola theorem\B = T, ). AS) [75].

29



The exergy of every system includes physical exébgy), chemical exergyh(,), potential
exergy b,,:) and kinetic exergyh;,). The same rule applies for the exergy of a mdteria
stream. It is shown in Eq. (4-10)

btot = bpn + ben + byin + bpor (4-10)
Although in some components of the analysed in thesis, like valves, a steady state
conversion from enthalpy to kinetic energy happéns, generally assumed that the systems
are at rest. Hence the kinetic exergy is negleftteg,=0). Following the assumption of non-
elevated components the potential exergy contobstis also zeray,, = 0).
The physical exergy is the maximum theoretical wibikt is possible to perform by a system
moving from the initial state (T, p) to a restrittdead state @I po). Consequently, chemical
exergy is the amount of maximum theoretical wortaotable while passing from the restricted
dead state to complete dead state conditions. péafe physical exergy of a stream can be
calculated from Eqg. (4-11):

bpp = (h — hy) — To(s — so) (4-11)

Where s means entropy (kJ/kgK). Calculation of the specithemical exergy demands
knowledge of the standard chemical exergies of tanbes present in the environment.
However, the natural environment of the humanksdever in the equilibrium. Therefore, the
definition of Exergy Reference Environment (ExRE)sameeded and addressed by scientists.
Standard chemical exergies of substanbgs,() were then estimated in relation to the EXRE
[81-83]. The specific chemical exergy for gas migs and ideal liquid solutions can be found

applying Eq. (4-12):
N N

bCh = Z kaCh,k + RTO Z Xk ln(xk) (4'12)

k=1 k=1
Where the additional symbols arg: meaning concentration of k-a th substance in theure
andR is the average gas constant. The approach tchtrege of chemical exergy of streams
within the balance boundary of the analysed systeithfe discussed in following chapters.

The exergy rate of j-th flow raté?)() can be then found from Eq.(4-13).

B; = 11;(byn,j + ben,;) (4-13)

Furthermore, a specific exergy definition must leeehrecalled as very important for solar

energy driven systems. Namely: the exergy of s@aldiation. The question of how to define
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the ability to perform work by solar radiation reagy a given surface has already been raised
in several research works. The approaches havedodlented by the author in [17].
One should be reminded that exergy, like enthatpgniropy, is a function of state and thus a
property of matter. Hence, instead of solar radragxergy, one should rather speak about
exergy change of radiation source. Nevertheless,'sblar radiation exergy” term is more
common in the literature as an accepted form otepnshortcut. It will be also used in this
work.
Following the literature review, there is a treadléefine solar radiation exergy relating to black-
body radiation [67,84,85], taking into consideratigpectral radiation distribution [86], and
declaring separately exergy for direct and difftessiation [87,88].
Szargut [84] and Petela [67,84,85] were amongithesfto present a method to calculate exergy
of undiluted thermal radiation. It can be recalleth an example of the ideally reversible
thermodynamic cycle. It is assumed the cycle igaiiriby an energys€oming from a source
(e.g. Sun) of equivalent black-body temperaturé5780 K can be assumed for the Sun). Being
driven by E, the cycle can perform the maximum worlkM This maximum work is equal to
source exergy of (solar) radiatior. B\t the same time, the cycle is losing heat todimbient
Qoand is emitting radiation&EThe exergy balance for this ideal cycle is gibbgrEq. (4-14).

Eg = Wyax + Qo + E, (4-14)
Knowing that maximum work is equal to the sourcergy, Eq. 11 is transformed into Eq.
(4-15).

E; =B, + Qo+ E, (4-15)

In [67,84,85] Petela delivered a complete procetludefine the entropy of thermal radiation.
He introduced thep ratio for the maximum conversion efficiency indiog the maximum
work obtainable from radiation energy. Its formidaiven in Eq. (4-16). It is commonly used

to evaluate the exergy value of solar radiation:
:A <1 4T, 1T5*> (4-16)

Where G can be treated as incoming solar radiéfigror, for cases other than solar, as thermal
radiation energy following Stefan-Boltzmann’s lamf’{!).

This formula was confirmed by other researchereg®[89]; Landsberg [90]).

In 1964 Spanner independently published a formulzatculate the exergy of direct radiation

[91]. It was patrtially in line with Petela’s consigtions. However, it was assuming no emission
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from the theoretical thermodynamic cycle£H). Spanner obtained the formula presented in
Eq. (4-17).

B, = oT,* (1 - -—) (4-17)

20 years later, with different assumptions, Jet@s proving that the Carnot cycle analysis can
be utilized for the purpose of solar radiation gyecalculation [92]. Solar energy was then

treated as heat. If solar radiation exergy was leguaork from a heat engine, the maximum

fuel conversion efficiency would begi.- Consequently, the exergy of solar radiation can b

calculated by Eq.(4-18):

B =G (1 _%) (4-18)

Petela himself thoroughly analysed the origin dfeding formulas obtained [67]. These 3

approaches (Szargut and Petela’s, Spanner’s,s)atare investigated independently by Bejan
[68]. He stated that the 3 theories do not excleaeh other and if they are all individually

correct, they may complement each other. The diffees result from various assumptions:
how the energy stream of which we want to calcuta¢euseful effect is defined: whether it is

heat or radiation and how the useful effect is iifiexl.

Researchers also point out that one should diffetenbetween direct solar radiation exergy
and diffuse solar radiation exergy, since scattesddation is the source of higher entropy than
direct radiation. Scattering is an irreversibleqass generating entropy. This definition was
developed by Pons [87] and by Chu and Liu [86] wiewe defining the solar radiation exergy
using spectral distribution.

For the purpose of incoming solar radiation exezggluation, Petela’s approach [67,84,85]
will be utilized in this work.

4.2.4 Exergy balances and analysis
According to guidelines present in [76] and [93}e® component in the system can be

described by an exergy balance that distinguisbigden the exergy rate of fuel and the exergy
rate of a product related to the component. In r@enaintain consistency, it is important to
note how those two terms should be accounted fétrotluct is treated as the expected result
of the component’s performance, while a Fuel isneated with the exergy that is consumed
to provide the results. Specific directions say {Ba, 24]:

— One should operate with exergy differences assatiatith each material stream

between inlet and outlet. Exergy differences shdaddapplied to all exergy streams
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associated with a change of physical exergy arekéngy streams associated with the
conversion of chemical exergy.

— Exergy streams that are associated with the enstrgams (e.g. heat or work) can
appear either at the component inlet becoming & gfathe fuel, or at the outlet,
becoming a part of the product of the component.

— The product equals the sum of all the exergy vatoebe considered at the outlet
(including the exergy of energy streams generateda component) and all the exergy
increases between inlet and outlet.

— The fuel is defined as all the exergy values tedresidered at the inlet (including the
exergy of energy streams supplied to the compor#uas) all exergy decreases from
inlet to outlet, minus all exergy increases that arside-effect and not in accord with
the component working purpose.

Taking into account these guidelines, the fuel prodiuct parts can be defined for each type of
component that will be considered in this studye Tomponents can be collected in main
groups: heat exchangers, pumps, mixers and selyarstdar collector. The specific

components present in an ammonia-water chiller lvélla subject of detailed discussion over
fuel and product definition in a devoted chaptebl€ 4.1 collects useful equations that can be

a starting point for estimating the fueB) and product exergy rateBg).
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Table 4.1 Exergy rates of product and fuel for gxeny components.

Exergy rate of Exergy rate of
Component type
product fuel

hot stream

Heat exchanger | ) ) i . . .
. . Bp =B, —B; Br = B3 — B,
(aim: heating) cold stream

3
2
d

hot stream
3
Heat exchanger ) ) X . . .
. . ] 2 Bp = By, — B3 Br =By — B,
(aim: cooling) cold stream
4
Solar collector Bp=B,— B Br = By
3w
Pump ] % 5 Bp =B, — B, Br=W
hot stream
Mixer | z 3 B, = B, By = B, + B,
cold stream

Once the fuel and products are recognized, eaclpaoent (e.g. k-th) can be described by an

exergy balance like in Eq. (4-19):
Brx = Bpx + Z Bpx + Z By x (4-19)

The equation also takes into account differentipbetween exergy destructiorER?D,k) and
exergy losses) By ). Exergy destruction is caused by the irreveriied (i.e. entropy
generation) occurring within a system. These ioafficies might be connected with friction,
unrestrained expansion, mixing, heat transfer mitefitemperature difference or chemical

reaction [96]. Exergy destruction can be dividetiMeen avoidable and unavoidable part (first
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can be considered in improvement phase, the lattienot be reduced due to technological
limitations) as well as between endogenous (coedeanly with the inefficiencies within the
component) and exogenous parts (caused by thecieeffies in the remaining components).
This approach can be of help to understand thep@aintial for improving the components
[97,98]. The exergy loss, on the other hand, i®@ated to exergy transfer (waste) to the
surroundings. This exergy transfer is not furthezdiin any component.

Exergy analysis rests on performing balances atdhgponent and at the whole system level.
It is then possible to calculate the exergy efficie shown in Eq. (4-20) for k-th component

(nx) and in Eq. (4-21) for the whole system,,f)

D, = Bp _1 Bpx + Bri (4-20)
k=7 =1-——
Brk Brk
_ BP,tot _ BD,tot + BL,tot (4'21)
Neot =5 =1 ——F"F—"—
BF,tot BF,tot

If the exergy efficiency is properly defined, ittise only indicator that directly characterized
the effectiveness of the system or a component thenstrictly thermodynamic point of view,
respecting the quality. It also allows for companiof similar components operating under
similar conditions.
A second indicator is the exergy destruction réti9, ) that helps visualizing the distribution
of inefficiencies through the whole system. It &doulated with Eq.(4-22):

Bpx (4-22)

YDk = %
BF,tot

The second type of exergy destruction ratio i$ allows for comparison of exergy destruction
within the component to the total exergy destructiothe system. It is given in Eq. (4-23).
Bp (4-23)

These indicators help to recognize the componeittsniaa system that are burdened with the
highest irreversibilities. The same, they couldigate the components whose improvement
would give the highest performance benefits. Thenmanents with the highest exergy
destruction ratio are the main source of inefficien in the system and should be improved
first.
Similarly, the exergy loss ratig{,,.) can be defined and it is given by Eq. (4-24).

BL,tot (4-24)

Yitot = ~
BF,tot
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This equation shows how to calculate the exergg ladio for the whole system because
according to authors in [96], exergy loss is usud#fined at the system level. However, it is
also possible to perform this analysis at the camepb level. A specific approach to the
dissipative components in the analysed systemsbeillescribed in the following chapters (5
and 6).

4.3 Exergoeconomic analysis

Exergy is a proper measure allowing for evaluatibthe usefulness of natural resources. It is
also a reasonable basis to assign the economis two#te interactions with the surroundings
and to the sources of thermodynamic irreversibgitiAn exergoeconomic analysis connects
exergy and economic analyses by the means of gtgeounit of exergy [98]. It allows for the
estimation of costs of every process stream amdadlthe occurring inefficiencies. Its features
should be used for the purpose of optimizationramdmization of the product unitary cost.
The tool used to perform the exergoeconomic aralgshe Specific Exergy Costing (SPECO)
method. Its first assumptions were already intreduin the 80's [93]. It requires the
identification of all exergy streams within the ®m, then the definition of fuel and the
definition of cost equations.

Cost equations are first written separately folheaergy rate (Eq. (4-25)), for exergy transfer
associated with work (Eq. (4-26)) or heat tran@y. (4-27)). It allows performing the exergy-
based monetary costing.

¢, = c,W (4-26)
Co = oo (4-27)

In the equation§ stands for cost rate (e.g. €/s), ¢ is the specifst of exergy rate (e.g. €/kW),

subscripf is connected with the-th streamw with work, Q with heat.

Subsequently, each component should be describétebgeans of a cost balance. This can be

done on the inlet-outlet basis for each comporenis presented by Eq. (4-28).

Z(CoutBout)k + Cw,kW = Z(CinBin)k + CQ,kBQ,k + Zk

out in

(4-28)

This balance shows that the difference betweesuhe of costs of all exiting exergy streams
and the sum of costs of all entering exergy streisnssipplemented by the cost rde (e.g.

€/kW), associated with capital investment and dp@ma& maintenance costs of each
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component. If a component has N exiting exergyastiee then the one cost balance includes N
unknowns. Therefore it is obligatory to define Nwixiliary equations to perform the analysis
[93].
Cost balance can be also written on the fuel-probasis. A typical formula applicable to each
component is shown as Eq. (4-29).

CpiBpi = CriBrk + Zx (4-29)
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cpx andcg i represent the costs per unit of exergy of produétel respectively (e.g. €/kW),.
The cost of exergy loss equals zero. Table 4.2ctllcost equations for fuel and product rates

for the same components as in Table 4.1.

Table 4.2 Thermoeconomic cost rates of productfaedfor exemplary components.

Auxiliary
Costrate | Costrate _
Component type thermoeconomic
of product of fuel _
relations
hot stream
Heat 3
exchanger ] G 2 C,—C, Cs—C, C3 = Cy4
. . cold stream
(aim: heating)
4
Heat hotsstream
exchanger : 9 . . . .
. G Cy — C3 €1 -G €1 =0
(aim: cold stream
cooling) 4 l
Solar ) )
CZ - Cl O Cl = CZ
collector
3| W
Pump . 5 C,—Cy Cw none
hot stream
Mixer 2 Cs Cy + G, none
1 8
cold stream

The expenditure cost rafg (which, depending on the balance assumptionsbeatefined as
cost per second, per day or per year) is estimatex® the annual investment cost is calculated
(Eq. (4-30)). The annual costi{') takes into account the interest rait§ &nd the expected
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lifetime of the systemn(). It bases on the value of purchase equipmentdash can be found
directly in the literature, in the technical brocdsior can be calculated from cost functions.

an _ Ir-(1+ir)" 7 (4-30)
kK T @+inn—17"%

Subsequently, it is also possible to assign a ca to the exergy destruction within
a component and it can be found, if Eq. (4-31)@lia.

CD,k = CF,kZ.BD,k (4-31)
The exergoeconomic analysis is concluded with ghienation of relative cost differenceand
the exergoeconomic facttx The relative cost difference describes the negaticrease in the
cost per exergy unit in the k-th component of thetem. If the relative cost difference of a
component is high, there is a great potentialderdost reduction. The exergoeconomic factor
relates the investment cost of a component to uhe &f the investment cost and the cost of
exergy destruction. If its value is high, the invesnt is mainly creating the cost. If it is low,

irreversibilities are the main source of the costs.

Cc —C -
T = ok TEk (4-32)
Crk
7 (4-33)
fe=5—"7"
Zi+ Cpy

The results of the exergoeconomic analysis carsbd in design analysis and optimization, in
operation optimization and in diagnostics while niiiging malfunction of components.
Exergoeconomic optimization could lead to the miaation of the cost per unit of a useful
product. According to the recommendations presethe literature, the first indicator saying
if there is a potential for cost reduction is alwaihe exergy efficiency. Subsequently, the
exergoeconomic indicators, andf;, provide guidelines to the discovery of major casirces

and to the understanding of the improvement paénti
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Chapter 5. REFERENCE INSTALLATION IN FLORENCE, I TALY

The first part of the thesis focuses on a solalicgeystem. Assumptions about the technology
and main technical parameters rest on a real egistiference installation operated in Italy, in
Badia a Ripoli in the province of Florence. Théerence installation was designed and
constructed within a Collaborative Project “Smaltale solar cooling device” No.
TREN/FP7/EN/218952 of European Seventh Framewordgi@mme. The project was
coordinated by prof. Maurizio De Lucia from Univigysof Florence and performed by
a consortium of researchers from the UniversitiFlofence (CREAR group), Eurac Research
Centre, German Aerospace Centre (DLR), Solitem Glmdatewell companies. The project
started in October 2008 and lasted for 48 montesnkin aim was to provide a market-ready
autonomous solar heating and cooling system fadeatal or small commercial applications.
According to the primary concept, three absorptibiller technologies were to be applied:
ammonia-water chiller and lithium-bromide doublags chiller in Florence while a lithium
chloride chiller was planned to be tested in Brdozthe province of Bolzano. The plant in
Florence was designed to partially satisfy thertteércomfort needs of a Misericordia building
(Italian Red Cross health care centre), assistimg dlready operating air-conditioning
equipment. Geolocation of the Florentine plantresspnted in Fig. 5.1.

Poland

Germany

Solar cooling plant

Misericordia Badia a Ripoli, Florence, Italy
43.75°N, 11.29°E

Fig. 5.1 Location of the solar cooling plant at thisericordia of Badia a Ripoli.
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The system was meant to comprise of a row of péabbough solar collectors that would
deliver heat to a single-stage ammonia water clollealternatively, to a double-stage lithium
bromide chiller. According to reports, the mainaittjve considering the plant and met by the
Consortium during the FP7 project was to optimize layout of the solar collectors field in
order to maximize the cooling energy productiorgoselary objectives were to optimize a
market available ammonia-water chiller in ordeassure a possibility of direct steam driving,
to optimize the parabolic trough collectors enhagdhe solar field performance, and finally
to develop th&nergy Box- an assistance tool needed to control and mahagenergy flows

in the system. The design of the plant assumed itongocommercially available components:
8 parabolic trough solar collectors SOLITEM PTQ0QB8a single-effect ammonia-water
absorption chiller ROBUR GAHP-W and a LiBr doubléeet absorption chiller BROAD
BCTZH23. The chosen ammonia-water chiller is oadljnmanufactured as a gas-fired unit.
Hence, one of the clue-goals of the researchetiseatime of the project was to modify the
design of chiller desorber to enable direct steawrdy so that it can accept saturated heat from
parabolic trough solar collectors. The constructi@as re-designed and modified by CREAR
group in cooperation with Robur company. The nesiglewas tested with the chiller driven
by saturated steam (130-X85 or — alternatively- by pressurized water (140°T5 12bar), or
diathermic oil. Tests proved the chiller compaitibilvith this driving media and the highest
coefficient of performance was obtained when thgod®er was driven by saturated steam.
According to data present in reports, the modiitcabf generator design could be summed up
by two main points: equipping the desorber vessth wertical fins instead of helical and
adding a condensate collector at the bottom of rgéore with a level controller for the
condensate recirculation (it should be noted, thath a modification is not necessary for
pressurized water driving, which was also provelogossible). Re-designing of the generator
improved the heat transfer and allowed for a 25éteiase of cooling power output and 23%
increase of a COP value, with the highest obtald@d at the level of 0.8 [99]. Although the
Misericordia solar cooling plant has been also goed with a double-stage lithium-bromide
chiller, according to documentation, no specifeeg@ch was devoted to that unit. It is possible
to operate the chiller with pressurized water dgvihe generator as an alternative to the
ammonia-water chiller. However, there is no tecahigossibility to run the two devices
simultaneously. A special added value of the ptojes also the development of thaeergy
Box — a unit responsible for solar energy distributiorthe system including hydraulic and
control elements. Basing on measured input/outptarpeters th&nergy Boxallows for the
control of system performance, managing the flail@savalves settings but also defocus of the
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collectors or shut-down conditions. TEmergy Boxwas designed to be a universal system
coping with different solar collector types andfeliént absorption chillers available on the
market. [99,100]

Since the project finished at the end of 2012 stblar cooling plant in Badia a Ripoli became
an operative unit, managed by the University asgesi It still assists the existing air-
conditioning assembly in the Misericordia healtheceentre. At the same time, since it is not
a laboratory installation anymore, there is no rieedletailed measurement instrumentation.
Additionally, after a few years, the commercialiwh parabolic collectors were replaced with
a new type of collectors: parabolic trough protetylesigned by the CREAR group. They are
placed in the same location, with the same solanwth and are equipped with a constant
tracking system on a horizontal axis, however,  rtiefficiency coefficients were not yet
published at the time the work of the author wasgpened.

Technical reports, verbal information, and expergsnshared by the CREAR group with the
author became an inspiration while accomplishirgfittst part of the thesis, namely: preparing
the simulation model of a solar cooling plant. Tagk was to mirror the operation of a solar
heat driven chiller in a form of the simulation nebavith a further control procedure proposal.
Basing on a part of the Misericordia plant struefuthe primary simulation model would
represent an ammonia-water chiller driven by hemanfthe parabolic trough solar collectors.
A motivation of choosing an ammonia-water chiller the analysis instead of the lithium-
bromide chiller (still present in Misericordia ptagould be seen in a fact that since MO
chillers are characterized by 10-15% lower solaction than HO-LiBr chillers and they
require higher driving temperature, they couldreated as a more demanding technology, less
attractive to potential buyers [101]. Therefores tptimization control for NkEH2O chillers
should be still developed in order to prove theso @ompetitive.

Creation of the simulation model forced some madiions of the original design. One of the
main goals of the thesis is to perform the impaseasment of meteorological conditions on
the solar cooling plant, and next on the hybrideisgerformance. It should be explained that
by taking care of this goal, the solar cooling devshould be conceptually adapted to work
also under unfavourable climate conditions. In &hme, the working fluid in solar collectors is
not endangered with freezing. If a twin installatiwere to be operated in Poland, it would be
exposed to low ambient temperatures in winter, daww15C. Therefore, for the purpose of
the simulation model, a commercially available thak oil was adopted as a working fluid in

the solar collectors loop.
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A detailed methodology of modelling the ammoniaavathiller and solar field is outlined
below. The simulation results are followed by eyeamnd exergoeconomic analyses of the
system performance. A proposal of control procedsiosing this chapter. All analyses are

performed in parallel: for a system operated ityléand a potential system operated in Poland.

5.1 A simulation model of the absorption chiller

A simplified scheme of a single stage ammonia-wettdter under consideration is presented
Fig. 5.2. The schematic diagram was elaboratecherbaise of technical data sheets of the
manufacturer [102]. Following components are inetidn the model: a desorber (1) co-
working with a rectifier (2), a common vessel fandenser and absorber (3), a subcooler (4),
an evaporator (5) and a preabsorber (6). The woritind is circulated by a pump (7). The
system operates at three pressure levels and dhetéfee throttling valves are present.
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Fig. 5.2 Simplified scheme of the single stage anernwater absorption chiller.
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The ammonia-water solution is heated in the geaetay the hot heat transfer fluid (HTF)
coming from the solar collector field (8). The siation model of the solar field is presented
in the following subchapters 5.2 and 5.3. Accordittg technical deliverables of the
Misericordia project, the generator (1) is a veiticylinder consisting of bottom boiling
(stripping) section and an upper adiabatic sectfanmtical fins are attached to the bottom part,
enhancing the heat transfer between the HTF anahitktere inside. The heat raﬁgen coming
from the solar field causes the separation of anangapour from the mixture. Separated
vapours still contain some fraction of water vapdtre hot lean solution (meaning the low
concentration of NH3 in the N&=H>O solution) collected in the bottom of the cylindsr
directed upwards in a tube coil heating up the sighution (stream 4). Rich solution means a
high concentration of ammonia in the BH>O solution. The lean solution can leave the
desorber as a saturated or subcooled liquid (stiggnThe saturated vapour from the desorber
(stream 5) reaches the rectifier (2). It is theveled down by the passing rich solution (stream
2). Utilizing the two-phase properties of the mngtuand their different phase change
parameters, the solution with a high concentratibwater is then condensed and flows back
to the generator (stream 16). The almost pure anasaturated vapour flows to the condenser
(stream 6). It is there cooled down by externalliogowater (or air, depending on model
assumptions) and latent heat is released. Theypeessthe condensed ammonia is reduced by
an intermediate throttling valve (streams 7-8).uboler (4) lowers the temperature of the
liquid (streams 8-9). Pressure is finally reduaethe evaporation pressure in the next throttling
valve (streams 9-10). The ammonia-rich liquid iagwated by external chilled water (streams
21-22) and the low temperature evaporation prosessponsible for the provision of cooling
useful effect Qe,,ap). The refrigerant still contains a small amountwvatter and therefore it is
not possible to evaporate the whole solution, Iha& mixture leaving the evaporator is
characterized by high qualitg ¢ understood as vapour mass fraction). Ammonia viapane
warmed up by liquid ammonia in the subcooler (4raving their quality. The vapours (stream
12) flow into the preabsorber section (6) where thiee mixed with the lean solution of NH
H>O (stream 15). The rich solution which is passimgugh (streams 3-4) cools down the
mixture, taking care of the beginning of the abtorpprocess. The absorption is completed
in the condenser/absorber vessel and the heatsofftion is released to the external cooling
water (or air). The regenerated rich solution gstrel) in saturated state flows into the solution
pump (7) and its pressure is increased. The stsohdion plays now the role of coolant in a
rectifier (2) and a preabsorber (6). At the sameetithe temperature of the rich solution is
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gradually increased, reducing the temperature réifige in the generator, where the solution
finally arrives (stream 4).

The performance of the ammonia-water chiller iscdbsd by means of a mathematical
simulation model adopting a lumped-parameter ampro&ach component can be then
represented by mass, species and energy conseregfi@tion. The design model is created
assuming that the system works under steady stathtons, the two-phase mixtures of liquid
and vapour exist at thermodynamic equilibrium, #mat the pressure losses and heat losses
along the cycle are negligible.

The thermo-physical properties of hHH>O mixture are dictated by pressure, temperature and
concentration of the solution. More than thirtyredations for thermodynamic properties of an
ammonia-water mixture are available in the literat{{03]. In this study, thermodynamic
properties of ammonia-water solution were providgdan external routine available in EES
which is based on the mixture equations of staserdged by Ibrahim O.M and Klein S.A. in
[104].

5.1.1 Thermodynamic analysis of the ammonia-water chiller
In the following, a complete system of equationedesl to solve the thermodynamic model of

the chiller is given. In the formulag; stands for a mass flow rate of a j-th stream (kg/s)
x; means the ammonia concentration (kghgNHsz-H20) in the j-th streanh; is the specific
enthalpy of the j-th solution stream (kJ/kg). Comgats that are in contact with external flows,

additionally exchange a heat rgte(kW).

Component 1 - Generator
* Mixture mass balance

My + Myg = Mg + Myy (5-1)
* Ammonia mass balance
XqgMy + X16M1e = Xs5TMs + X141y (5-2)
* Energy balance
myhy + Myghie + Qgen = Mghs + my4hqy (5-3)
« External flow energy balance

Qgen = My7(hy7 — hyg) = Myg(hy7 — hyg) (5-4)

Discussion
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The generator is warmed by hot heat transfer fhaich the solar field, receiving the heat input
Qgen. Incoming heat rate determines the desorption gg®cand ammonia vapours are

separated. It is assumed that the vapours arduatiBan conditions. They are directed to the
rectifier and the stream 16 coming back from thatifier is a liquid containing almost all rests

of separated water (or actually a solution witteanhigh water content).
Component 2 - Rectifier
* Mixture mass balance
Tfl5 = Th16 + Tfl6 (5'5)
m3 = mz (5'6)

« Ammonia mass balance

X5Mg = XgMg + X116 (5-7)
X313 = XM, (5-8)

* Energy balance
mshs + myh, = mghg + myghyg + Mmsh; (5-9)

Discussion

Ammonia vapours separated by warming up in therdessection contains more of the more
volatile ingredient (ammonia). In order to enahlettier separation and purify the ammonia
vapours, stream 5 is cooled down by a rich solutmming from the absorber section (stream
2-3). Decrease of the temperature causes a peotigensation. Simultaneously, stream 6 is
still saturated vapour but with higher ammonia @mration (almost 100%). The rules of
rectification can be presented using an isobarcdpstant) temperature-concentration phase
equilibrium diagram presented in Fig. 5.3. Streamesnumbered in correspondence with the
scheme in Fig. 5.2. Point 14’ represents a potestide of the saturated weak solution before
its mixing with stream 16 and before possible soking.
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Fig. 5.3 Rules of rectification presented on a terafure-concentration diagram

Component 3 — Condenser/Absorber

Mixture mass balance
m6 = m7
my3 = my
Ammonia mass balance
XeMMe = X711
X13My3 = X171y
Energy balance
mehe + m13h13 = m7h7 + m1h1 + Qwaste
External flow energy balance

Qwaste = mzo(hzo - h19) = m19(h20 - h19)
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Discussion

The condenser and absorber sections are contairggticommon vessel that is cooled by the
external cooling fluid. In the default conditiontss a water-cooled component. External flow’s
mass flow rates and their temperature level aregowg the conditions of the mixture in the
cycle. Assuming the temperature surplus of the unéxat the outlet of condenser over cooling
fluid temperature, and presuming saturation coongifor liquid at the outlet of condenser, the
level of high of the cycle can be determined. Angpecific feature of ammonia-water chillers
is the behaviour of refrigerant during condensatomvaporation process. It can be recalled
while this discussion over the condenser comporiérd. refrigerant at the inlet to condenser
section is almost 100% ammonia, nevertheless, ritadl smount of water makes it a two-
components mixture in strict terms. The ammoniaewatixture is zeotropic: ammonia and
water have different boiling point temperaturehat $ame pressure. During a phase change, the
mixture experiences a temperature glide. The coatem process of the ammonia-water
refrigerant on the example of the analysed chieshown on the temperature-composition
graph in Fig. 5.4.
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Fig. 5.4 Condensation path for a zeotropic mixtsinewn on the temperature-concentration
diagram

During heat removal, the first to condensate is kbes volatile water, therefore the

concentration of ammonia in the liquid phase isllma the first step of the process (6a). As
the process of condensation proceeds and more amd ammonia becomes liquid, the

composition of the liquid phase changes (from p6mto 7) and the temperature required to
condense the whole mixture also changes. Theratarannot be neglected that the enthalpy
of the ammonia-water mixture varies along the lea@hanger, however for the purpose of
design thermodynamic analysis only the inlet-owgtate is considered.

Component 4 - Subcooler

+ Mixture mass balance
ms = mg (5'16)
my, = My, (5'17)
« Ammonia mass balance
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(5-18)

XgMMg = XgMy

(5-19)

X11M11 = X12Myp
* Energy balance
mghg + my1hyy = Mohg + My by, (5-20)
Discussion
The refrigerant heat exchanger subcools the coatkenfom the condenser. For that
component, the energy balance is supplemented thithheat exchanger effectiveness
considerations. The effectiveness of heat exchamgerssumed to be known for design
conditions and is defined as the ratio betweeratteal heat rate removed from the refrigerant
condensate and the ideal, maximum heat rate thatiib@ removed if the refrigerant would be
subcooled to the temperature of the secondary #Htidlet to the heat exchanger (assuming
To=T11). For general considerations, the refrigerant brehanger (RHE) energy effectiveness
(¢eruE) IS described by Eq. (5-21).
mg(hg — ho)

€e,RHE = Thg(hs — h(t11,p9,x9)) (5-21)
Component 5 - Evaporator
* Mixture mass balance
Mg = My, (5-22)
* Ammonia mass balance
X10My = X11My3 (5-23)
* Energy balance
Myoh10 + Qevap = Ma1has (5-24)
» External flow energy balance
Qevap = M1 (ha1 — haz) = 1iga (hyy — hyp) (5-25)

Discussion

The subcooled refrigerant solution exiting from thabcooler is throttled in a valve and
becomes a two-phase mixture (slightly above theblaupoint curve). The chilled water is

heating up the mixture, but still, because of theals water content, it is not possible to
evaporate the whole solution at a given pressure.hat rate removed from the chilled water

is the cooling effect of the absorption chiller cgg@n. The stream leaving the evaporator
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section is a two-phase mixture of high quality leWethen flows as a secondary liquid to the
subcooler section. By removing heat from the cosdtn the quality of flow from the

evaporator is improved.

Component 6 - Preabsorber

* Mixture mass balance
Mys + My = My3 (5-26)
My = Ty (5-27)
* Ammonia mass balance
X15My5 + X12Myp = X13My3 (5-28)
X3tz = X411y (5-29)

* Energy balance
Mmzhz + myphyp + Myshys = myhy + Mmyzhys (5-30)

Discussion
The preabsorber component could also be calledudi®®cooled absorber. The vapours
generated in the evaporator and warmed in the sldrc(stream 12) are here mixed with the
lean solution (stream 15). The mixture is cooledhsycolder rich solution that is passing the
preabsorber in a coil or a tube. Owing to the lemperature heat source, the absorption
process can begin here. The fluid leaving the meder (stream 13) is a two-phase mixture
that is further cooled in the absorber sectionaifidoe leaving it as a saturated liquid (stream
1).

Component 7 - Pump

* Mixture mass balance
ml = Thz (5'31)

« Ammonia mass balance

xlml = xzmz (5'32)
* Energy balance
mlhl + Npump = Thzhz (5'33)
Thl - Ap
N, = 5-34
pump P " Npump ( )
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Discussion

The solution pump is the only component inside dhele that requires an electricity input.
Knowing the value of the pump isentropic efficierfoy nominal working conditions and the
required pressure increase, the pump energy corisamgan be defined. Single value of pump

efficiency will become a function of variable mdksw rate in the off-design mode.
Trivial balances for all system

Table 5.1collects all of the remaining simplified balancesquired to fully define the

thermodynamic model of the chiller.

Table 5.1 Trivial balances considering concentrafipressure, enthalpy and mass flow rates values

concentration pressure enthalpy mass flow rates

X1 = X b2 = D3 his = hys My = Mys

X2 = X3 D3 = Da h; = hg m; = mg

X3 = Xg Ps = Ds hg = hyg Mg = My,
Xe = X7 Ps = D14
X7 = Xg Ps = P16
Xg = Xg Ps = De
X9 = X10 Pe = D7
X10 = X11 Ps = P9
X11 = X12 P10 = P11
X13 = X1 P11 = P12
X14 = Xq5 P12 = P15
P15 = P13
P13 = P1

The coefficient of performance for the chiller eaulated as in Eq. (5-35).
My (hy1 — hy2) (5-35)

QF + Npump

COP =

WhereN,,,, is the electric power consumed by the solution pamdQ is the driving heat
rate. Depending on the assumed boundary of therayst can be understood as useful heat
gain from the solar coIIectoQQen), or if the boundary was widened: as the inconsafar

radiation on the aperture area. Results for bophagzhes will be presented.
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5.1.2 Approximate heat transfer analysis of ammonia-waterchiller
The analysis of the chiller performance under designditions is completed, if the heat

exchangers are sized. A precise representatioeaifand mass transfer for the two-phase flow
conditions present in the analysed chiller is v&@rgllenging and out of scope of the study here
presented. There are various flow-patterns for plvase flows and as many correlation
equations. It is evident that in that type of kgnithe heat and mass transfer between phases
and the phase change of the ammonia-water mixdiestplace in every component. The two-
phase flow and transport features of the mixtupaikhbe included in a detailed analysis. This
precise approach is presented for example in [1BBlwever, it should be marked that the aim
of this study is not to prepare a new design conakfhe sorption refrigeration machine nor a
fully detailed heat transfer model, but a systemalysis. The surface area of each heat
exchanger is found by accepting some simplificaiesumptions. They will be described and
motivated in the following paragraphs. Additionallthe external routine calling the
thermodynamic properties of ammonia-water solutignle preparing the simulation model
does not include the transport properties of auneétTransport properties are essential while
preparing the heat transfer model and evaluatirag tiansfer coefficient. For that reason, a
major simplification had to be accepted. Namelatheansfer coefficients are concentration-
weighted averages of coefficients found from seeaflaw models. Moreover, in the face of
lack of specific details on the unique constructmnchiller components (like generator,
preabsorber), a simplified construction is alsauas=l. The goal is to identify a possible heat
transfer mechanism and finalize thus a design dermoto find the heat transfer surface of a
component that would fit into the chiller housing.
In general, each component can be described bynéams of the Peclet equation. Calculating
the heat exchanger log-mean temperature differafige the value of overall heat transfer
coefficient multiplied by the heat exchanger siaa te found (UA, W/K). The formula for
componenk is given in Eq. (5-36).

Qk = (UA)y - ATlg,k (5-36)
A heat exchanger usually involves two fluids thi separated by a solid wall. The thermal
resistance network between two fluids includeslfirfhie mechanism of convection between
the hot fluid and wall, then conduction through tnl, and finally convection from the wall

to the cold fluid. If this path is recognized, td& value can be found if a typical equation for
the example of double-pipe heat exchanger is cersid(Eq. (5-37)).
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1 1 1 1
= = = + Ryau +—— 5-37
(UA), ~ Ud;  Upd, hA; W 7 ho4, (5-37)

In the formulaA is the internal surface area of the wall (tub&} separates two fluids, while

A is the external surface area. Whilg,;; (the thermal conductive resistance of the wall) is
not challenging to estimate, if only the materidh® device is known, a more complex task is
to evaluate the internal and external convectia transfer coefficients, respectivehy:and

h,. This requires that the heat transfer mechanigmnogerly assessed.

The available thermodynamic properties of flows &madsport properties of pure substances
(ammonia and water) allow for the heat transferffanents estimation, if only a possible
correlation is applied. The approach is discussetthe following, while all of the log-mean

temperature differences definition are shown in éqpx A.

Component 1 — Generator

According to available documentation, the generetoitd be generally described as a cylinder
with vertical fins covering the bottom half of tegternal surface. The cylinder contains a tube
coil through which the hot weak solution is flowing and warming up the solution that is
flowing down around the coil. The cylinder is pldaa a vertical annulus tube where the heat
transfer fluid from solar collectors is warming the solution inside of the cylinder. Heat
transfer in the generator is a complex multi-stagecess. Variable approaches to modelling
this component can be found in the literature. Atghn [105] separated model of the generator
cylinder from the model of the coil inside the cgler. Heat transfer in the cylinder is modelled
analysing the heat transfer coefficient influentgdnucleate boiling and forced convective
boiling, according to Chen correlation [106]. Heahsfer between solution in the cylinder and
the solution inside the coll is analysed assummernal single-phase heat transfer coefficient
adopting correlation of Seban and McLaughlin [10K].completely different approach is
presented in [108] where the desorber is modele@ plate heat exchanger adopting the
correlations for the convective heat transfer goeffit for the evaporation process. In here
presented study it was decided to reconcile thepbexity of the process in the desorber and
the scarcity of construction data by the meansreptacement model. Desorber is modelled as
a shell and tube heat exchanger. Heat transferidlowing on the shell side, while ammonia-
water mixture flows inside tubes. The tube sidaasents the thermal effects of all of the

processes that take place inside the cylinder basminthe reference logarithmic temperature

58



difference. It is a reference temperature diffeestaking into account the boundary values of
the temperature of the mixture.

Component 2 — Rectifier
The rectifier is constructed as a horizontal cyéindith a tube coil inside. It is modelled as a
shell and tube heat exchanger. Single-phase ricticois flowing through the tubes and the
internal convective heat transfer coefficient iscakated as a concentration average of heat
transfer coefficients obtained for water and amradhiids. Ammonia vapours are flowing
through shell in which the separation takes pldadeerefore, the convective heat transfer
coefficient is calculated as a concentration awerbgsing on the values for heat transfer
coefficient for boiling water and the convectiveahiss coefficient for ammonia.

Component 3 — Condenser/Absorber
While analysing this heat exchanger as a waterechadl is assumed that both condenser and
absorber sections are cooled by external water, thatvare not exchanging heat between each
other. Hence, the heat exchanger can be considsfgalving two separate heat transfer surfaces
but with the same temperature parameters at theant outlet of the external flow. Total heat

transfer is the sum as indicated by Eg. (5-38).

Q3 = Qeona + Qavs = (UA) cona * ATig.cona + (UA) aps * ATyg aps (5-38)
Condenser part is modelled as a shell and tubestxebtinger. Cooling water is flowing on the
shell side, while the internal convective heat $fancoefficient is calculated for condensing
ammonia. The absorber part in the model is alsth ahd tube heat exchanger with water in
the shell. A single-phase, liquid rich solutionfiswing through tubes, therefore internal
convective heat transfer coefficient is calculatsda concentration average of coefficients
calculated separately for ammonia and water. Ammamd water are transferring heat by

forced convection.

Component 4 — Subcooler
Subcooler is modelled as a shell and tube heataeger. The mixture from evaporator flows
inside the inner tubes, while the condensate flawghe annulus. Owing to the high
concentration of ammonia, the internal and extecoalective heat transfer coefficients are
calculated basing on thermodynamic and transpogsgsties of ammonia.

Component 5 — Evaporator
The evaporator can be designed as a horizontaldgyliwith a helical coil inside of which the
chilled water is sprayed. However, for simplificatireasons, it could be treated as a special

case of shell and tube heat exchanger as a reptatenodel. The chilled water is flowing on
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the shell side warming up solution inside the tubEse internal convective heat transfer
coefficient is estimated assuming the boiling psscef pure ammonia.

Component 6 - Preabsorber
According to the manufacturer data and a promotiskatch of the chiller presented in the
technical data sheet [102,109], the preabsorb&wvertical cylinder with a helical coil inside.
The lean solution is sprinkled from the top on ¢lod and mixes with the ammonia vapours
coming from the subcooler. Reach solution is flayvinside the coil cooling the external
mixture. Modelling of absorbers is a complex isgised by many researchers that attempted
to develop calculation algorithms taking into aatiolneat and mass transfer during the
condensation process of a binary vapour [110-142Jere presented study, it was decided that
for the purpose of the system analysis, a simgliipproach can be applied, accepting all of
the possible deviations from the reality it coultlise. Following the approach presented in
[113], the preabsorber (a solution cooled absorizemnodelled as a shell and tube heat

exchanger with rich solution flowing through tubes.

5.1.2.1 Shell and tube heat exchanger

Shell and tube heat exchangers are probably thé coosmon type of heat exchangers in
industrial applications [114], also in some air dibioning or refrigeration systems. They are
said to be characterized by large ratios of heausfer area to volume and weight. These heat
exchangers contain tubes inside a shell with @eeds parallel to the shell. Fluid flowing inside
the tubes is transferring or withdrawing heat tdrom the fluid flowing through the shell.
Major components of the heat exchanger are tulbedl, $ront-end head, rear-end head. A
common part of the design is to place baffles exghell. These elements cause a cross flow of
fluid in the shell, enhancing the heat transfemeenn shell-side and tube-side. Estimation of
the size of the heat exchanger rests on the heawvatue calculated in the thermodynamic
model and assumptions towards the constructioheheat exchanger influencing the overall
heat transfer coefficient. Modifying Eqg. (5-36) tbatside heat transfer surfack) can be
obtained from Eq.(5-39).

Qk

A, =
© UoATig i

(5-39)

The overall heat transfer coefficientg)lbasing on the external diameters of the tubeken
shell can be found if the tube-side and shell-sigat transfer coefficientd, h,), as well as

the wall thermal resistanc® f,;;) are known. It is shown by Eq. (5-40).
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Outside heat transfer surfacg, | is given by Eq. (5-41), while the internal heantsfer surface
(4;) can be estimated by Eq. (5-42).

A, = nd,N,L (5-41)
Ai = T[dl'NtL (5-42)

The equations take into account the number of tibése shell §,), the length of one tube

(L) and its external or internal diametél, (or d; respectively). The system of equations 25-28
Is a configuration of four equations with ten unkms. It has to be supplemented with three
correlation equations allowing for calculation bf, h, andR,,,;;. Three lacking equations are
the assumptions towards construction details, nathel values of internal and external tube
diameter and the shell diametal)( These assumptions and presumptions towards heat
exchanger layout enable the calculation of numbbeulwes. The method for establishing an
approximate construction design for the shell arnmktheat exchangers has been here taken
from [115]. The tube layout has been assumed tadegular with a 30° angle between tubes

of external diametet. It is presented in Fig. 5.5.

P,

C

Fig. 5.5 Tube bundle layout with a triangular pitch

Tube pitch Py) takes into account the distance between tubésdctile clearanceC]. These
can be estimated from the dependence in Eq. (Bud3)5-44).

Po=d,+C (5-43)



P, = 1.25d, (5-44)

All tubes make together a tube bundle. Its diamgkgrcan be estimated by Eq. (5-45).
1

i
d, = d, (k_lf) (5-45)

If it is assumed that tube bundle diameter equeekhown shell diameter, Eq. 27 can serve to
calculate the number of tubes fitting into the EH&dr triangular layout and a two-passes heat
exchanger, parametetsandn; are 0.249 and 2.207, respectively.

The tube-side and shell-side heat transfer coeffisiwere evaluated by means of correlation
functions allowing the estimate of the Nusselt nemf@his is defined as in Eqg. (5-46) and

(5-47) for tube-side and shell-side respectivély{,,. andNugy.;;):

hid;
Nitpype = —t (5-46)
Afluid,tube
hoDe
Nugpey = 7——— (5-47)
Afluid,shell

wherelsuid Is the thermal conductivity of the fluid on tubelsior shell-side. The characteristic

dimensions for the two flows are: inner tube diaandor the tube-side and an equivalent

diameter for the shell sid®(). The equivalent diameter is usually understood peoportion

between quadruple of the free-flow area and theéedeierimeter. For the assumed triangular

pitch layout it can be calculated with Eq. (5-48).

sE3 _mdo,
(5-48)

D, =

do
T2

Depending on the recognition of the thermal pro@ess flow type, a correlation from Table

5.2 was chosen. A procedure created in EES codeedl for automatic adjustment of desired

correlation function to a flow regime.
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Table 5.2 Correlation functions for calculating hiésansfer coefficients in the ammonia-chiller
components

Flow side | Thermal process| Flow regime Correlationunction Reference

. Condensation in | Wavy or
Tube side . Dobson and Chato (1998) [116]
horizontal tube | annular

Tube side | Boiling Flow boiling | Shah (1976, 1982) [117,118]
Tube side | Flow Laminar Shah and London (1978) | [119,120]
. Turbulent o
Tube side | Flow Gnielinski (1976) [114,119]
Pr>0.5
_ Turbulent _
Tube side | Flow Notter and Sleicher (1973)[119,121]
Pr<0.1
Laminar

_ _ Bell-Delaware
Shell side | Flow Transient [122,123]
(1981,1988)
Turbulent

If forced convection on the tube-side is considetieel table presents only correlation function
base for laminar and turbulent flow regime. Thecpdure prepared in EES code determines if
the flow is laminar or turbulent. Transitionalwilas assumed to occur for Reynold's numbers
between 2300 and 3000 and interpolation is applietiveen the laminar and turbulent
correlations. If the flow is turbulent with 0.1<Rx8, the convective heat transfer coefficient is
interpolated between the two values obtained froen@nielinski approach and Notter and
Sleicher correlation function.[119]

It should be marked that the Bell-Delaware methad applied for the shell-side flows because
it is accepted as a correlation function systen ihéhe most reliable method that takes into
account the whole complexity of the shell flow. BHew combines cross-flow, baffle window
flow as well as baffle-shell and bundle-shell bypasreams. The bell-delaware method is
supposed to apply a correction factor to all ofghenomena [115].

Thermal conductivity resistance of the tube walpeteds on the material properties. Copper
cannot be used in the ammonia refrigeration systeetsuse of its corrosion interactions.
Technical literature indicates that aluminum wasvpd to be a good construction material for
the ammonia cycles with negligible corrosivenessiémcy [124]. However, according to the
project deliverables [99], the vessels and heahaxgers are made of stainless steel. Hence,
the conductivitylwan of this material was used in the analysis. Eg4@pcan be simplified to
the form of Eq. (5-49)
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Having a complete equation system, the sizes diegaeexchangers and their respective overall

heat transfer coefficients could have been defined.

5.2 Simulation model of the solar collector field

In a solar thermal collector, solar radiation egyesgconverted into useful heat gain. Preparation
of solar collector model demands a detailed foreaafs the collector’s efficiency,
acknowledging that the performance is limited boyhthe optical and thermal losses. Basic
energy balance equations are similar for flat ptatdectors as well as for the concentrating
parabolic trough collectors, while the optical cdweristics are unique to each design.

The solar energy absorbed by the receiver’s t@hg.) is equal to the sum of the useful heat
gain (Q,) and the thermal energy losses due to the prase$senvection(,,,,) and radiation
(Qrqq). It is presented in Eq. (5-50).

Qabs = Qu + Qconv + Qrad (5-50)

The heat absorbed by the receiver of a concengratfiector depends on the amount of the
direct solar radiation beaming on the given apertueaG). The mathematical formulation is
shown in the Eq. (5-51). Referring to concentratotjectors, the diffuse part of total solar
radiation cannot be taken into account, becausditbetional properties of light transmission
are lost with scattering by the atmosphere. Seadtestys cannot be concentrated on the focal
point of the collector. However, concentrators mb&ter usage of the direct (beam) radiation
than stationary collectors due to the sun trackmeghanism. According to documentation, the
simulated solar field is equipped with a constaatking on the horizontal axis. In this study,
values of incoming direct solar radiation on trecking surface are already given as instant
values thanks to a solar radiation processor pegjparTRNSYS environment.

The amount of solar energy absorbed is equal talifierence between the incident solar
radiation and the optical losses [125]. The retediop is relevant for all of concentrating
collectors, thus the quantity of general colleaoza (A) appears. For the further analysis of
parabolic trough concentrators, the aperture akag Will be introduced. It is the surface of
mirror diminished by the receiver area, which iadbwing the concentrator. Hence, it will
constitute the area from which radiation is cobelct
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Qabs =G Ac psc - (Pra)s, (5-51)

The optical losses are represented here by theabpefficiency of the collector that is given by
Eq. (5-52)[125]. The optical efficiency depends tbe optical properties of the collector’s
elementsg,. reflectance of the concentratoitransmittanceg absorptance) as well as on the
intercept factory (defined below). Beyond these, an impact on tla¢ value of the optical

efficiency have the following factors: cleanlinesisreflector and of glass, incidence angle

modifier (IAM), shading of the rows and end losses.

Mo = Psc * (WYTa) 5 (5-52)

It takes under consideration the value of the trattance-absorbance effective product, which
under operational conditions is time-variant, asldpends on the angle of incidence. The
intercept factor is understood as the fraction hed incident radiation that is intercepted,
captured by the receiver under conditions of nonmeitlence angle. Assuming the parabolic
trough concentrator’s design, if there were no onirmperfections, considering the sun as a
point source, with the receiver tube perfectlyadid along the focal, the intercept factor would
only depend on the geometry of collector. Howetteg ideal case is impossible, so tijais
also a function of optical deficiencies. The infige of the incidence angle on transmittance,
absorptance and the intercept factor may be carsldadividually, or be represented by the
incidence angle modifier. Because manufacturersallysyrovide the information of the
transmittance-absorbance product for the normdeaiigould be evaluated from the formula
in Eq. (5-53).

(5-53)
(l/n-a)sc = (wTa)sc,n - [AM

The 1AM is a correction factor that takes into amebthe fact that angle of incidendg é&ngle
between the direct radiation beaming on the surédgsterest and the normal to that surface
[125]) changes consequently throughout the daythadsame causes losses influenced by
change of the glass envelope absorptance and maftection. IAM is typically provided by
manufacturers as a function dependent on the incalangle value for the analysed surface.
The thermal losses decreasing the collector’s ieffay may be detailed into the receiver
thermal losses, the piping thermal losses and eyd#sign of bellows and supports that also

influence the thermal losses. Therefore, the hesses in the right-hand part of the equation
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(5-50) could be substituted by the following egoiasi (5-54) and (5-55), wherg. is already

the receiver area.

Qconv = heonv " Ay - (Tabs - Tamb) (5-54)

Qrad = Eaps " 0 " Faps—amp " Ar - (T;bs - T;mb) (5'55)

h stands here for convective heat transfer coefii¢cT,;, is the absorber temperatueg,, is
the absorber’s emissivity arl{},s_.mp 1S the absorber versus ambient view factor. Tiedulis
heat gain derives directly from the energy balgmesented in Eg. (5-56)

| (5-56)
Qu = MyrF - (Cpfouttout - Cpfintin)

Referring to measurements over a specified pefididne dc, the collector’s overall efficiency

can be written as in Eq. (5-57).

B [Q,dr

T A, [Gdr (5-57)

U]
As this quantity of converted energy, describediseful heat gain, is in particular important
for the development of a model of the solar colieca uniform collector energy balance has
been introduced. The theoretical equation was deeel by Hottel, Whillier and Bliss [125]
and is presented in the Eq. (5-58).
(5-58)

QuzFR'Ac'[G'rIO_UL'(tin_tamb)]
Thus, the former Eq. (5-57) leads to an updatesioe of efficiency formulation, presented in
Eq. (5-59).

Fp-Up- (tin - tamb)

= (5-59)

n=Fg-ny—

Fr is the heat removal factor describing the rati@acial useful energy gain to the reference
energy gain which would be produced, if the cobtlediabsorber) surface were at the heat
transfer fluid inlet temperature. Therefore it ggial to the effectiveness of a conventional heat
exchanger, expressing this last as the ratio oatieal heat transfer to its maximum possible
value. Heat removal factor can be calculated from équation (5-60), which is a result of
combination of equations (5-56) and (5-58).
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F. = m:- Cp ' (tout - tin) (5-60)
R Ac- [G Mo — U~ (tin - tamb)]

UL is the overall heat loss coefficient expressethbyequation (5-61). The coefficient is a sum
taking into account radiation and convection frdme surface and conduction through the
support structure, which can be omitted as in egugs-50)[126]. Consequentlyig(ta)

describes how the energy is absorbed, whjlé, indicates how energy is lost.
UL = heonv + Rraa + Reona (5-61)

In order to estimate the overall heat loss codffiti the knowledge about the glass cover
properties and especially about the temperatuteenfjlass cover is required. Therefore also
empirical equations for the estimation of the olldreat loss coefficient, eliminating the need

for iterative calculations, have been developedidiiqn (5-62) presents the evaluation defined
by Mullick and Nanda [126]. The main variables #re local receiver temperature Tover

temperature Jand ambient temperaturemb

1 1
R +
o (IR +TD " (T, + T
C3 . (Tr _ TC)O,25 + [ [(lr-l_ Docl)(l(_r 1)] c)]
& D e (5-62)

U,

e 1 )
DC h‘COTl‘U + (o EC ) (TCZ + T(fmb) ) (TC + Tamb)

The included constantz@an be obtained from a correlation of Raithby &lwdlands [126]
described by Eqg. (5-63):

B 17,74
(T, + T.)%4D, (D, *"> + D7)

Cs (5-63)

As the mentioned formulas demand the knowledgeetdild considering the heat transfer
quantities of the collector under operational ctinds, this modelling approach is frequently
applied, when detailed experimental (or certifiedtt) data are available. On the other hand,
the TRNSYS manual [127] claims for type 536, thatirU. standard collector loss coefficient
should be the value provided by the manufactuttethis was the case, this would lead to a
linear representation of the efficiency functiopéeeding on a parameter relating temperature

to radiation, which is not adequate. While theafiicy of every solar collector should be
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defined as the ratio of the useful heat gain aadrttident solar irradiation on the aperture area,
it is usually given as a function, wheAgTeis the variable. It represents the value of tlffeidince

between the average heat transfer fluid temperatodethe ambient temperature, divided by
the aperture normal irradiance. So, the efficierey be given by the second order polynomial
Eq. (5-64).

AT
Neott = Mo — (al + aZAT)? (5'64)

Depending on the physical process in the colledtor,value of average heat transfer fluid
temperature (needed fam) can be defined differently. If there was a direieam generation
inside the collector, which leads to a two-phaseddmn, the best solution would be given by
an entropy-mean temperature, as shown in equabid@b), Such an approach takes under
consideration the existence of sub-cooled and bepéed parts as well as phase changes that
result in constant zone temperature [128]. In thgecof this analysis, a single phase solar
collector, where the heat transfer oil is heate@nalysed. Therefore tlig;» can be given by

the arithmetic-mean, as in equation (5-66).

hout - hin
Tyrp = —mm (5-65)
HTF Sout — Sin
T T;
Ture = —O“t; i (5-66)

The parametey,, is the optical efficiency without accounting foetimfluence of the incidence
angle. Whereas @and a are the linear and quadratic heat loss coeffisidag to the convection,
conduction and radiation. The values of those patars are obtained during original thermal
performance tests.

Formula (5-64) is a fundamental equation for adstestate model when the incidence angle is
near to normal. For this reason, to conduct calicuda in real conditions, it is necessary to
apply the 1AM to the optical efficiency is necessarhen the efficiency would be given by
equation (5-67). Details on IAM function used irsteimulation model are given in section 5.4.
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AT
Neouw = No,, * [AM — (a; + azAT)? (5-67)

Mo = Mo, - IAM (5-68)

At this stage, the efficiency parameters for thecHfr unit collector are known, it is then
possible to extract the useful energy gainNgy;; number of collectors. This is done using the

following equations (5-69), (5-70).

Qu =Ncou * Qincoll (5'69)

Qincoll = Aap “Neoy - G (5-70)

As it can be observed, the gross amount of heasfeared to collector(,,.,;) is a function

of the aperture collector area for the whole SBlatd available.

5.3 Off-design simulation of a solar energy driven ammuoia-water chiller

The analysed ammonia-water chiller relies on dgvemergy of intermittent availability.
Therefore there are only several hours during thel@cooling season when the cooling system
operates under design conditions. The majorityparation time is done under the conditions
when the load differs from the design point. Sirtialaof performance under these conditions
and off-design analysis is of high importancesltdasible, once the sizes and construction of
the components were defined during the design aisghhase. Now, knowing the heat transfer
area limitation and instant thermodynamic paransetérincoming external flows (cooling
water, hot water, chilled water) and by the contfoéxternal mass flow rates, the heat transfer
rate in each heat exchanger can be defined. Isléadinding the temperature, pressure,
concentration and mass flow rates distributiorhaaammonia-water cycle. Changing the mass
flow rate in off-design should also affect the alation pumps performance. The effect is
investigated by finding a correlation function tbe exemplary performance curves of a small
pump [129]. The pump flow control is performeddujusting the pump speed. Variable speed
drive should allow for the pump speed adjustmerdrav continuous range. It should be
emphasized that 6 components in the cooling cydehaat exchangers which performances
are defined by the Peclet equations (5-36), wHerdédmperatures are entangled in logarithmic

temperature difference, but also in the correlafiomctions needed to find the overall heat
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transfer coefficient. Therefore, the off-design lgsia task is brought to a complex iterative
procedure with interdependent loops. The proceflnds the parameters distribution basing
on presumed external flow conditions and constfrats sizing phase.

The dynamic behaviour of the system is particuladysed by the driving energy rate — the
useful heat gain from the solar collectors thatigtly depending on variable meteorological
conditions. The off-design analysis is built upotimae-forward simulation, which requires
a time discretization. The evolutionary variabfedistept;), given by Eq. (5-71), is physically
determined as the time needed by the unit volunteaf transfer fluid (HTF) to flow through

the whole solar field (represented by the calcdld®agthL,;,.;) and come back to the same

point.
T = (5-71)

The velocityw,, ; is calculated step by step from the mass flowiretiee collectors considering
an average density of the HTF and the absorberdigmeeter ¢.psorber) » @S in equation (5-72).
Author is aware of the simplification: This estimaissumes that the heat transfer velocity
calculated for the collector conditions is main&nin the whole solar field neglecting
variations of hydraulics. However, this approacls hlteady been used in published works
[130-132].

mHTF,i

W s =
! dabsorberz (5-72)
PavHTF "TU— 4 —

The daily off-design simulation of the solar coglisystem performance starts with the solo
operation of the solar field. The solar field hasvarm up before the heat rate is directed to the
generator of the chiller. Alone project deliverableport that the minimum driving temperature
for the ammonia-water chiller is 13D. The simulation starts in the morning (at 7:06J ¢he
procedure calculates the collectors outlet tempegdior every time step assuming constant
mass flow rate. Since the efficiency of the sol@tector depends on the average heat transfer
fluid temperature, it is again an iterative proaedill the outlet temperature does not exceed
the desired driving temperature value, the heastea fluid is only circulating in the field and
warming up. Once the outlet temperature reacheddbied value, a heat rate from the solar
field is passed to the desorber section. For tke base, the temperature difference of the heat
transfer fluid is constant and to maintain both dieéned temperature difference and desired
outlet temperature, the mass flow rate has to healed. (A procedure looking for an optimal
temperature difference in solar collector aimechakimizing the exergy efficiency of a solar
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collector was proposed in [128]. However, in herespnted study potential advantages of
variable driving temperatures in solar ammonia-weldler will be presented in section 5.8.)
From this hour the simulation also includes a ehilection. Simulation of chiller performance

lasts till solar collectors are able to delivertheaut.

5.3.1 Correction to efficiency due to flow rate other than under test conditions
It has been stated that in order to maintain anddftemperature difference in the solar field

section, the mass flow rate is controlled. On tlieeohand, the simulation model of solar
collectors performance rests on the second ordss Bluation as given in Eq. (5-67). The
values for optical efficiency and heat loss coédfits a, & are usually delivered by the
manufacturer, basing on their certification measumets. The measurements are done under
specific test conditions with a specified mass flate that is also included in the manufacturer
technical data sheets as “test mass flow ratetjia &r “area specific mass flow rate” in kgén

If the mass flow rate is changing, it would alsteeff the final efficiency parameters. The
influence can be taken into account following tbenputational path suggested in [125].

It is claimed that, if a collector operates atoaflrate other than that of the test conditions,esom
corrections to the values ok({a) (or in the case of concentrating collectorgp(frta)) and
FrUL should be introduced. That is a consequence dbttiehe heat removal factordFs a
function of the mass flow rate, which was presenteéquation (5-60). Theoretically, the
correction factor (r) accounting for the variablags flow rate is represented by the ratio given
by equation (5-73) [125].

_ FrUL|yse _ FR(Ta)luse
FrUL|test FR(Ta)ltest

(5-73)

As in this study the test-obtained efficiency deifom is used, instead of design approach, some
modifications to the formula have to be appliedccérding to the sources [125,127] two
modifiers should be calculated. Obviously, the nfass rate passing the absorber tubes can
be evaluated at every hour point from the equaterd).

m = Cu (5-74)

Crout * tout — Cfin " tin

The R and R modifiers are said to correct the useful heat gamation for flow rates other
than under test conditions. Consequently, the ctedevalue of heat produced by collectors

can be determined by equations (5-75) and (5-76).
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Qu_test =R; Ry Qu (5'75)

Qu_test =R, "R 'Aap - collyy, series[FR ‘Mo G—Fp-Up- (tin - tamb)] (5'76)

Where the mass flow rate correction factors magdieulated as shown in equations (5-77)
and (5-78).

—F'UpAgp
R = m - Cp 1— e(couinsen’es'm'cp> (5_77)
! Aap Riest

1 (1 _ Rl . Aap " FRU, )Couinseries
m: Cp * COllip series
Rl'Aap'FRUL )
m:- Cp * COlli series

R, = (5-78)

COllin series " <

Riincludes a term & which allows to enter the original test mass fl@te value into the

modifiers. Restcan be evaluated from (5-79).

(racecs)
Riest = Meest Cp 1 — e\Mest’Cp (5-79)

The above-mentioned equations still contain an anknmodified loss coefficient called FU
It is an internal variable, based on the standati@cor loss coefficient #J, introduced to
correct the mass flow rate. It is given by the a¢badal equation (5-80).

. FrUL
FR UL lf - A 2 1
, Miest Cp
F'U, = (s . (5-80)
Meese* Cp [ 1 — e Meest'Cp/ | jf ————— <1
k Meest * Cp

As only the test performance data as the secorel-@alynomial efficiency fit are available,
the standard collector loss coefficierlU: can be determined from the already known energy
balance equations and basing on the calculatedlusst gain value. The calculated mass flow
rate modifiers can be subsequently implementeldeae@guation (5-75), in order to determine a

more realistic value of the heat gain from the 6blald.
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5.4 Assumptions
5.4.1 Design conditions
As it was already mentioned, the design analysanged at an estimate of the heat transfer
surfaces. It is known that the heat rate derivesfeight parabolic troughs collector. They are

presented in Fig. 5.6.
il

Fig. 5.6 Row of parabolic trough collectors in Miserdia Solar cooling plarit

Their efficiency parameters are given in Table B&cause of the lack of certified efficiency
data for the new CREAR-manufactured solar collegtohe data of previously installed
SOLITEM collectors is used. It is also motivatedtbg fact, that the deliverables of the project
and some measurements results are available fochiier cooperating with that kind of
concentrators [133]. Table 5.3. reports also thee 20f the solar field and the design
meteorological data. The value of incoming beanmataxh (G=500W/m) does not correspond
to the hour with the best solar radiation condgidhwas assumed that it is of higher importance
to size the device for average summer conditiokiaganto account, that the lower irradiation
level occurs more frequently and therefore, thdleshivorks more often close to design
conditions. It has to be also noted that in ordegliminate the risk of frosts and maintain the
wide temperature range of operation, thermal adlsisumed to be the heat transfer fluid in the

! Photography taken by the author
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solar field loop. Thermodynamic properties of Themi® 55 are provided for the analysis,
taking advantage of EES properties library [134].

Table 5.3 Design input parameters for the solddf@mulation.

Parameter Symbol Unit Value
Optical efficiency Mo, - 0.75
Linear heat loss coefficient a1 W/(n?K) 0.1123
Quadratic heat loss coefficient a W/(m?K?) 0.00128
Number of solar collectors Ncoll - 8
Aperture ofNcon solar collectors Aap m? 73.3
Beam radiation G W/m? 500
Ambient temperature Tamb °C 25

Heat transfer fluid temperature increaseT;; — T;s | K 10

Group of assumptions needed for the design sinomatif the ammonia-water chiller is
presented in Table 5.4.

Table 5.4 Assumptions for the design analysisefthmonia-water chiller.

Parameter Symbol Unit Value
Cooling water inlet temperature T °C 30
Cooling water temperature increase Tyo — Tho K 10
Pinch point temperature difference in

T7 - T19 K 5
condenser
Chilled water inlet temperature T2 °C 15
Chilled water temperature decrease Ty1 — Ty, K 5
Pinch point temperature difference in

TZZ - Tll K 5
evaporator
temperature difference in generator Tig — Ts K 10
Subcooling of lean solution from generaton Tgge 14 — T14 K 5

X6 - 0.995
Concentration of ammonia-water solution

X1-X14 - 0.13

011 0.93
Quiality of ammonia-water solution 0

g
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il 0
Q16 0
ds 1

1

03
Simulation is performed assuming that for the manoéranalysis system is in steady state.

Condenser and evaporator pressures are the egunlifpressures found for the temperatures
and concentration at the outlet of these componé€rite pressure losses in pipes and
components are negligible. The strong solutionitepabsorber is at saturated state conditions

(hence: g=0)

5.4.2 Off-design conditions simulation
The off-design analysis is stimulated by variab&teorological conditions. The meteorological

data are obtained by means of a simulation in TR8ISKe simulation prepared in TRNSYS
allows for converting the normal irradiance dat@ieged from Meteonorm databases into the
beam and diffuse radiation reaching a trackingasef It is assumed that the collectors are
constantly tracking the Sun on a horizontal axid #yat the solar azimuth angle equals 21°.
The simulations are performed for the references adiyooling season months respectively in
Italy and Poland. Reference days of the monthsegneesented by hourly values of incoming
solar radiation (both beam and diffused, howeverambering that parabolic trough collectors
are able to only absorb the beam radiation) andiarmiemperature. The hourly values are
obtained as averages for given hours of the dayawe month. The representative days of the
months were evaluated basing on annual hourly mategcal data from Meteonorm library
available in TRNSYS software [135]. Since the dataovered from the Meteonorm library are
hourly, a cubic interpolation was applied to sinbeidne operation according to the smaller time
step.

In the face of no exact meteorological databaseBltwence and Wroctaw, the corresponding
data from Pisa and Poznare here used. The meteorological processed aategdresentative
days of the months for Florence and Wroctaw indngpdbn average beam radiation and ambient
temperature are presented in Appendix B and Appefdirespectively. The appendices
include a discussion over thesine effedburdening the tracking surface and affecting thig/d
profile of incoming solar radiation.

The monthly integrals of solar radiation for thetlecations are presented in Fig. 5.7. The bars

take into account the difference in months duration
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Fig. 5.7 Monthly integrals of incoming beam radaation tracking surface in Florence (upper chart)
and in Wroctaw (bottom chart)

It is said, that the cooling season lasts whenténgperatures during the day exceed 24°C
[136,137]. Observing whole year meteorological dataoccurred that cooling season in
Florence lasts from April till October and in Wrauat from May till September.

To achieve a useful heat gain for every time stepind the day, the IAM value has to be
applied. As it was stated in section 5.2, the @ptatficiency should be also corrected by the
means of incidence angle modifier (IAM). It haseally been evaluated experimentally for that
type of solar concentrating collector and a cotr@fafunction is applied. The function of
variable incidence angl®,(°) is given by Eq. (5-81) [138]. Value of incidenaegle can be
estimated analysing solar angles, but here itge given for each hour of the day by the

TRNSYS'’ solar radiation processer.
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IAM =1-5.782-10736 + 1.485-107*9% — 2.955- 107663 (5-81)

According to Eqg. (5-71), the variable time stefoisnd assuming that the solar loop is 89 meters
long.

For the base case, it is assumed that once thet tertiperature from the solar collector exceeds
160°C, the whole heat gain from the solar colletattirected to the ammonia water chiller.
The solar cooling plant delivers cooling powerhie building where it is supplemented by cold
from vapour compression chillers that are alreaatyod the scope of here presented analysis.

For the base case off-design analysis temperatdresternal inlet/outlet flows are assumed

according to data given in Table 5.5.

Table 5.5 Off-design assumptions for the simulatib@ammonia-water chiller — temperatures of the
external flows

Parameter Symbol Unit Value
Cooling water inlet temperature T19 °C 35
Cooling water temperature increase Ty0 — Tho K 10
Chilled water inlet temperature T2 °C 12
Chilled water temperature decrease Ty1 — Ty, K 5

5.5 Results and verification

5.5.1 Design results

Table 5.6 contains the thermodynamic parameteesraat for the design conditions.
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Table 5.6 Design analysis results for simulatiosafr energy driven ammonia-water chiller.

- flow m; Ti pi qi Xi hi S
kg/s °C bar - - kJ/kg kJ/kgK
1 0.05466 40 4.835 0 0.4914 -60.65 0.4385
2 0.05466 40.17 15.48 -0.001 0.4914 -59.02 0.4395
3 0.05466 58.44 15.48 -0.001 0.4914 23.33 0.695
4 0.05466 73.83 15.48 -0.001 0.4914 93.91 0.903
5 0.01296 109.2 | 15.48 1 0.9409 1555 4.91
6 0.01121 67.26 15.48 1 0.995 1383 4.445
7 0.01121 40 15.48 0 0.995 187.3 0.6622
8 0.01121 38.82 | 14.98 | 0.005284| 0.995 187.3 0.6626
9 0.01121 8.61 14.98 -0.001 0.995 36.77 0.1562
10 0.01121 3.349 | 4.835 | 0.01982| 0.995 36.77 0.1624
11 0.01121 5 4.835 0.93 0.995 1185 4.293
12 0.01121 314 4.835 0.9937 | 0.995 1336 4.816
13 0.05466 66.01 | 4.835 0.2327 | 0.4914 399.8 1.847
14 0.04344 104.2 15.48 -0.001 0.3614 247 1.306
15 0.04344 74.33 4.835| 0.08591| 0.3614 247 1.33
16 0.001749 67.26 15.48 0 0.5938 79.56 0.8318
17 0.6014 134.2 8 564.5 1.678
18 0.6014 124.2 8 521.9 1.572
19 0.923 35 1.013 146.7 0.5051
20 0.923 45 1.013 188.5 0.6386
21 0.6144 15 1.013 63.08 0.2244
22 0.6144 10 1.013 42.12 0.1511

If quality (vapour mass fraction) of the solutiosydescribed here as -0.001, it means it is
subcooled. Under design conditions chiller utiliZ&6 kW of heat from solar collectors
(Qgen), 0.089 kW of electric energy is consumed by thenp (Vpymp). 12.9 kW of cooling
power are produced and 38.6 kW of heat are dissipatthe condenser/absorber section. The
COP for these conditions is equal to 0.501. Aceaydod technical data of Robur, the design
thermal coefficient of performance should equ&l70and the cooling power output of the

chiller is 17 kW [102]. However, these data areegivor the original gas-fired chiller before
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modifications. According to experimental data oh¢al by the CREAR group, the COP for
a solar driven chiller with diathermic oil remawghin range of 0.42-0.52 [139].
Table 5.7 collects results associated with heatstex rates, overall heat transfer coefficients

and heat transfer areas of the components of therch

Table 5.7 Sizing results for the solar chiller.

k-th component Name oA A
KW/K m?

1 Generator 0.6518 0.8918
2 Rectifier 0.1194 8.568
3 Condenser/absorber 3.397 7.731
4 Subcooler 0.3192 2.355
5 Evaporator 1.568 7.668
6 Preabsorber 1.482 9.569

The effect of varying the design assumptions was tsted for several cases. The influence

of different cooling water inlet temperature on Hadue of COP is presented in Fig. 5.8.
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Fig. 5.8 COP value for differently assumed chileater inlet temperatures for two variants: cooling
water inlet temperature at 35°C or 30°C.

The higher the chilled water temperature, the higpleeomes the COP. Nevertheless, the chilled
water temperature level is resulting from the teatsfer from the chilled space and the cooling
demand, it would be unreasonable to increase tilecclwater temperature on purpose, when
the direct useful effect of chiller operation istiotain a cooling energy rate at the temperature
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level lower than ambient temperature. Therefore nfanufacturer provided chilled water inlet
temperature was applied for the final design amalys
Similarly, the effect of changing the cooling watdet temperature was checked and the results

are shown in Fig. 5.9.
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Fig. 5.9 COP value for changing cooling water inletnperature for two variants: chilled water inlet
temperature at 15°C or 12°C.

When the final size of chiller is not defined yibi highest COP could be obtained by lowering
the cooling water inlet temperature. Again: assitnbt possible to cool the absorber and
condenser by a mid-temperature heat rate at thpeieture level below ambient conditions,
a typical value of 31°C was chosen for design aisilyit also occurred that increasing the
assumed difference in concentrations between weglkstaong solution can lead to an increase
in the coefficient of performance, but also to sgoeit. The function has its maximum at x
x14=0.13 and COP decreases at higher concentratiterahites. This behaviour is shown in
Fig. 5.10 COP of the chiller in function of concetion difference between rich and lean

solution. This value of concentration differencesve@plied to the model.
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Fig. 5.10 COP of the chiller in function of conaeation difference between rich and lean solution.
5.5.2 Off-design simulation results
Before the off-design simulation for cooling seasamthe two locations was performed, the

preliminary off-design analysis was done. Fig. Sshaws the COP in the function of generator

driving temperature (here: t{17] — outlet temperativom the solar field).
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Fig. 5.11 COP of the ammonia-water chiller in tedtion of generator driving temperature (t[17]) —
simulation results compared with experimentallyadtetd COP;, t[21]=12°C, t[22]=7°C,
t[19]=35°C, t[20]=45°C, t[17]-t[18]=10K

This analysis was performed assuming chilled wieperature changing from¥12°C to

T22=7°C and that cooling water is warmed fromy=B5°C to Bo=45°C. The decrease of the
driving temperature is 10K. These assumptions shbalin accordance with the conditions
used for testing by CREAR group [139]. In the figwstimations of COP resulting from the
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experiments is also shown. COP obtained in thelation model by the author is close to that
obtained for experiments with saturated steam asthansfer fluid from the solar collector.

According to written procedure solar field is wangpiup till the desired temperature of 160°C
is obtained. Afterward it is operated at constamperature difference, maintaining the output
temperature. For the representative day of July, 5:i12. shows the simulation effect of the
procedure for the solar field operated in Floremds|e Fig. 5.13 shows parallel results but for

solar field operated in Wroctaw.
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Fig. 5.12. Daily distribution of heat transfer ftiis temperature and HTF mass flow rate during the

hours of the day
t[18]

mMy; = 1Myg G

representative day of July in Florence set wittoiming beam solar radiation, G
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Fig. 5.13. Daily distribution of heat transfer ftlis temperature and HTF mass flow rate during the
representative day of July in Wroclaw set with maay beam solar radiation, G.

It is clearly visible that due to lower irradiatiotihe warming-up phase in Poland would last
twice than for the solar field operated in Italyeldifferences in beam solar radiation in those
two locations have a relevant effect on the pertoroe of the plant during the whole cooling

season. This phenomenon is visualized by Fig. &ntiFig. 5.15.
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Fig. 5.14 Monthly cooling energy outputs distriloutifor the system operated in Italy
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Fig. 5.15 monthly cooling energy outputs distribatfor the system theoretically operated in Poland

Since the cooling season in Wroctaw, Poland istéchto May-September range, no cooling
energy is delivered during April and October. Dgrihe rest of cooling season months, the
monthly cooling energy output is lower than in ytaDne should be reminded that the only
difference is here the meteorological data. Thetilgramount of cooling energy delivered
does not experience any peak value during the summoeths. On the contrary, the cooling
energy output in July in Florence is evidently thighest (2.6 times higher than the output in
October). The reason for lower productivity of fhelish solar cooling plant is not only the
generally lower solar irradiance, but also the that the diffuse radiation predominates in the
total radiation value. It cannot be however utiliZer the sake of concentrating technology

used.

5.6 Exergy analysis of the solar integrated absorptiowchiller

Author performed an exergy analysis of a solar hraten ammonia-water chiller and
evaluated the effect of variable balance boundgng. results of these analyses were published
in [17].

5.6.1 Methodology
Following the discussion available in [76], one cdefine the exergy balances of the

components in such a way that only the increasesntifalpy, entropy and exergy will be
calculated (incremental approach). Therefore, toutate the specific reference enthalpy and
entropy, any freely chosen reference conditionshmadapted. Moreover, while performing
the analysis with an incremental approach, chenggalgy balances are not obligatory. For
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this reason, the most comfortable way is to chaas#h reference conditions for which no
negative values of enthalpy, entropy or exergy bellobtained. Authors decided to use similar
approach and assumed that the reference pararaetetisat of water under triple point state
conditions.
Exergy of a j-th flow, of fuel and product are ¢hefd in accordance with Chapter 4 and literature
sources, e.g. [76,140].
» Exergy efficiency of an absorption chiller
Following the discussion in [84], one could be nedad that the temperatures of the bottom
heat sources present in refrigeration cycles aveddhan ambient temperature. In those cases,
exergy is irreplaceable to reasonably judge thditguaf withdrawn heat. The lower than
ambient temperature is the chilled water tempeeattive higher is its exergy, although its
enthalpy decreases. It may happen that the chdregeey of the bottom heat source is much
higher than amount of heat transferred from thigsa
Exergy analysis can help assess the reversibilithitler processes. For its purposes, several
system boundary conditions can be adopted. Sz#8dlisuggested three sizes of the cycle
boundary. The first boundary separates the chiléedf without the evaporator component.
Exergy efficiency of such a system provides a measi how close the thermodynamic
transformations in the chiller approach idealitxeEyy efficiency could be then treated as a
gross efficiencyrf;y °**), for cycle shown in Fig. 1 following the Eq. (2)84.
ngToss = m1o(bg) — b11) (5-82)
F
In general, for thermal absorption chill@sis the exergy of driving heat stream and the dgvi
electric power of circulation pump inside the boaryd
The second balance boundary also includes auxiianyponents (chilled and cooling water
pumping powelNauw) and the change of chilled water exergy. Exerdigiehcy can be then
treated as net efficiency}¢) and be calculated from Eq. (5-83).

pnet = mz%(bzz — by1) (5-83)
b BF + Naux

Szargut also singled out the third boundary whiokecs the whole package of thermal
processes in the chiller. Exergy efficiency of Wigole system may be called ‘general exergy
efficiency’ and is given by Eq. (5-84). It takedaraccount the final useful effect of chiller

operation, namely e.g. exergy increase of theathipace or chilled mattekR .1,;;1cq space)-
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gen _ ABchilled space (5-84)

b BF + Naux
In the present work, authors analyse the solar amaneater chiller covered by a boundary of
the second type. It is, however, modified: the luarg is widened by the exergy analysis of
the solar collector. Consequently, the driving gydsecomes that of incoming solar radiation
(By)-
Table 5.8 collects formulas for fuel and produd¢ésaevaluation following a narrow and wide

balance boundary approach.

Table 5.8 Fuel-product definition for the overalsgem of solar ammonia-water chiller for two
analyzed balance boundary conditions

Component Fuel exergy rate Product exergy rate
Overall system — narrow boundary By = By, — Byg Bp = B,, — By,
Overall system — wide boundary Br = By Bp = By, — By,

» Exergy efficiency of solar collectors
Similarly, solar collector exergy efficiency is tragio between useful effect and driving exergy.
The useful effect is understood as an increaséhysipal exergy stream of the heat transfer
fluid (B,.). It is presented in Eq. (5-85).
Bse = yy * (hyy — hag — To * (517 — S18)) (5-85)

WhereT, is the ambient temperaturg, (= Tymp)
Driving exergy stream is the solar radiation exestygamB; discussed in Chapter 4. Collector
exergy efficiency is obtained with Eq. (5-86).
B, (5-86)
Mpsc = B_s
» Exergy loss in solar ammonia-water chiller
Exergy destruction caused by the process irrevietgils present in every component of the
chiller and calculated following Eq. (4-19). Howeyvtnere are only two components to which
exergy losses are assigned. These are: conders®bab component and solar collector.
Exergy loss in the condenser-absorber vessel iseaded with waste heat removal, as given in

Eq. (5-87).
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BL,S = Bzo - B19 (5'87)

On the other hand, approach to the definition argy loss in the solar collector component
can be variable. In here presented study, anglysgented in [141] is accepted. Exergy loss is
associated with heat transfer loss taking placéhen collector. Energy from a very high
temperature source (temperature of the sun) isadedrto the level of absorber temperature
T.oy- It is difficult to evaluate this temperature, lagtording to [142]T,,; could be estimated
as heat transfer fluid logarithmic average tempeeataccepting error this approach can

introduce.

5.6.2 Assumptions
Exergy analysis was performed in parallel with #rergy analysis. Thence, design point

working parameters were the same as indicated lseTa4. Off-design exergy analysis was
performed for the cooling season following variablabient conditions that influence the
system load.

For the purpose of exergy analysis, it was assuthdeference enthalpy and entropy are that
of water under triple point condition$i(= 0.01 °C, pr= 0.6117 kPa)Exergy analysis for the
design conditions rests on following ambient par@nmseTo= 25 °C, p=101.325 kPaExergy
analysis performed for the whole cooling seasorraifm bases on variable meteorological

conditions retrieved from the Meteonorm library.

5.6.3 Results
Net exergy efficiency calculated after Eq. 5 eqafiR%. If the boundaries were narrowed and

the driving exergy was understood as the exerggiymiorate from solar collector, the exergy
efficiency of considered absorption chiller woulgual 11.82%. Results of exergy balance
under design conditions are presented in Tablaidgraphically in Fig. 5.16. This band chart
shows how the driving exergy is step-by-step dgstioor lost to finally achieve the useful

cooling effect.
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Table 5.9 Exergy balance results for the analybsotar ammonia-water chiller.

Yk YDk
k-th Name Bry Bpk Bp Bk _ .BD,k _ _BD,k Nk
component Brtot| Bptot
kw kw kw kw - - -
1 Generator 10.6 85| 2.088| 0.0 |0.0436| 0.071 | 0.803
2 Rectifier 0.4 0.1 | 0.246 | 0.0 | 0.0051| 0.008 | 0.378
3 Condenser-| 11.5 6.8 | 1.869 | 2.8 |0.0390| 0.063 | 0.592
absorber
4 Subcooler 6.4 6.3 | 0.118 | 0.0 | 0.0025| 0.004 | 0.982
5 Evaporator 2.1 1.2 | 0.863 0.0 | 0.0180| 0.029 | 0.591
6 Preabsorber 32| 24 0.869 0.0 |0.0181| 0.03 | 0.731
7 Pump 0.1 0.1 | 0.022| 0.0 | 0.0005| 0.0008| 0.809
8 Solar 47.8 10.6 22.8 14.4 | 0.4757| 0.774 | 0.222
collector
9 Valve 9-10 4.3 42 | 0.044| 0.0 | 0.0009| 0.002 | 0.990
10 Valve 14-15| 7.6 711 0523 | 0.0 |0.0109| 0.018 | 0.931
11 Valve 7-8 4.3 43 | 0.004| 0.0 |0.0001| 0.0001| 0.999

According to previously presented methodology iraftkr 4, the exergy loss ratio is usually

defined for the whole system and heyg,, = % =0.36. It should be, however, distinctly

F,tot -
marked that exergy loss assigned to solar collestiostitutes 84% of all exergy losses in the

system.

88



(8) Solar collector (7)Pump . l Ng=0.117 kW
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Fig. 5.16 Exergy balance- Sankey diagram of tharadliven ammonia-water chiller.
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As expected, it is shown that solar collector @aaefficiency parameters play the predominant
role in the exergy destruction/losses allocatioasufts distribution is consistent with those
discussed in [84] or more recently in [70]. Apadrh solar collector, highest exergy destruction
and losses rates are assigned to generator andrsmrthbsorber components. Subsequently,
the distribution of exergy destructions in the comgnt related to the total destructiops )

within the system is presented in a pie chart g bil7.

Valve 7-8 Rectifier
Valve 14- 15 0.014% Ge7n§;/tor 0 8 42, | Condenser/Absorber
Valve9-10, | 178% = — S 6.35%

0.15% | ‘ |
B ',;v'f—::':"'":']w
- - Vﬂji
S EVaPOratOr
2.93%
2 95%

. —
\

/A
//
//
/ /
/

Pump
0.07%

Solar Collé/rrztdr
77.43%

Fig. 5.17 Relative exergy destructions in the salamonia-water chiller system under design
conditions.

Results of off-design whole season exergy analysisncluded in the following considerations
over exergoeconomic analysis in section 5.7.

5.7 Exergo-economic analysis of the solar integrated amonia-water
absorption chiller

5.7.1 Methodology and assumptions

» Total cost of the plant assessment
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Mandatory rules needed to perform an exergoeconamatysis of any system have already
been brought about in Chapter 4. The first steprgo cost balance analysis is always the
estimation of the total investment cost dependimghe cost of components and operation and
maintenance costs. In the analysis of solar ammwatar chiller, the investment cost is
evaluated basing on the estimates of the costsarylyye&omponent in the chiller. A different
approach is presented in the second analysisgnhhbsis in section 6.4.
Purchase equipment cost (PEC) of each componetiteirchiller could be obtained from
manufacturer, market data. In this study, in tloe faf lack of such details, the only component
which price is based on the data available in tieeakure is the solar collector component.
Purchase cost of each other device derives fromfaostions present in the literature. Cost
functions origin from an interpolation among valuésavailable costs, depending on one or
more project parameters [95]. Exemplary cost fumstiwere set in [143]. A function, presented
in Eq. (5-88) was prepared for devices made dia@asteel and operated at ambient pressure:
log1o CJ = K1 + K, logyo A + K3[log o A]? (5-88)

where(y is the searched equipment cost for base condjtins a capacity or specific size
parameter for discussed equipment, whileke, Kz are the correlation coefficients typical for
the equipment and adopted from tables availabl@48]. If the range of size for which the
correlation function was prepared does not cornegio the analysed case, a scale factor has
to be introduced. It can be found by Eq. (5-89):

Ca _ (A_a)x (5-89)
C, \4,
Where subscript a is connected with the componenang analysing, while subscript b refers
to equipment with the base attribute. Cost expomxenan be typical for each device, but
according to discussion presented in [143], itggally 0.6. This relationship is called a ‘six-
tenths rule’ and is in line with the economy ofledadicating on the statement that the larger
the equipment, the lower is the cost of equipmentunit of capacity. Moreover, if the process
is conducted at a pressure other than ambiengssyre factor @ correcting the evaluated
cost has to be introduced. A relation used to ed#rthis factor is given in Eq. (5-90):

logyo Fp = C; + C;logyo P + C3[logyq P? (5-90)

where P is the operating pressure of given comgoaad constantsiCCy, Cz are again typical
values for given equipment, specified in a tabl¢li#3]. Further corrections should also be
made, if the material of analysed equipment ised#ift than carbon steel (in this study case:

stainless steel). Material factorr(Fis read from a chart in [143] that differentidtetween
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types of construction material used for specifiaipment. Taking the correction factors into
account, the purchase equipment &gi can be found b¥eq. (5-91).
CBM == C}(J)FBM - C}(J)(Bl + BZFMFP) (5'91)

According to approach presented before, comporaritse chiller were modelled as a shell
and tube heat exchangers. The constants needdtefoost functions were found in the table
in [143] for shell and tube heat exchangers (d#féiating if a phase change occurs in a
component like condenser, evaporator, generatarsaparately for the circulation pump.

The cost functions and constants available in ifeeature source were normalized for the
conditions in 2001. In order to convert this cosbian accurate for present time it is obligatory
to recalculate it using defined cost indexes. ttase with Eq. (5-92):

12017> (5-92)

CBM,2017 = CBM,ZOOI <_I
2001

whereCg), 2017 1S the purchase equipment cost updated to 247,004 IS the cost normalized
for 2001, resulting from the equations, whijg,» andl,,,; are the cost indexes for 2017 and
2001, respectively. For the purpose of this studgh@mical Engineering Plan Cost Index
(CEPCI) was applied. It is a nonnumeric value folloy the changes of the money value
according to inflation and deflation processesundpe. In 2001 CEPCI equaled 397, while in
2017 it raised to 567.5 [144].

The purchase costs of the components sum up tiotdlepurchased equipment cost (REC
Referring to this value, operation and maintenaosts could be evaluated and finally the total
investment cost can be calculated. Total investraest is built by fixed capital cost of the
investment (FCI) and additional costs (AC). FCltamssers direct (DC) and indirect costs (IC).
Direct costs are divided between on-site costs (ONfsirchased equipment costs, installation,
piping. instrumentation costs) and off-site cosB$C: terrain, civil operations, service
facilities). Indirect costs are those related tmjget, construction. Additional costs are
connected with transportation, working capitakfises etc. According to findings presented in

[98], assumed shares of these costs in relati®EGo: are given in Table 5.10.

92



Table 5.10 Percentage shares of the capital investimosts

Fixed Capital Investment -
Additional Costs

Direct Costs Indirect Costs
On-site costs: * Engineering and » Startup costs (1% PEC)
« PEC supervision (6% PEC) | « Working capital (3%
* Piping (7% PEC) » Construction (3% PEC PEC)

* Instrumentation, controlg ¢« Contingency (8% PEC
and electrical equipment
(5% PEC)

Off-site costs:

* Land (10% PEC)

» Civil work (7% PEC)

Next to the capital investment costs the operatioth maintenance costs have to be defined.

They are incurred continuously during the lifetimethe cooling plant. According to the

observations, only one person is needed to opdhsesystem in the cooling season,

maintenance costd@int) are assumed as 1.5% of PEC (it should includeomwashing,

technical service of the chiller device and grokadping). Insurance ratin§) is evaluated as

1.5% PEC.

Following the methodology outlined in Chapter 4rfpening the exergoeconomic analysis

requires the definition of a cost balance for esydtem. The balance is repeated in Eq. (5-93):
cpxBpx = CriBrx + Zx (5-93)

Wherecp ) andcg represent the costs per unit of exergy of produétiel respectivelyZ is

the cost rate including capital investment and afpeg and maintenance costs. A path to

calculate it for each component is given in Eq94)-

_ COSteot plant * PECy (5-94)
TannualPECtot

Zy

Wherecost,ot pian: €XPresses the total cost of the plant includingl wapital investment cost,
maintenance and insurance. The total capital invexst cost is the sum of FCI and AC from
Table 5.10. This value is also corrected by a ehpgcovery factor mentioned in Eq. 4-30 and
applied in Eq.

ir-(1+in" (5-95)
TCl, = —F—TCI
T @A+inr—1
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CoSteorpiant = TCliy + Maint + Ins (5-96)
SubsequenthPEC,, in Eq. (5-93) stands for the purchase equipmertafdbek-th component
and 7 ,uq 1S the annual operation time of the plantz Jf,,,..4; IS given in seconds, the cost
rate Z, is expressed in €/s, if it is given in hours itulbbe €/h. The final assumptions for
calculating the equipment cost rates are the aperéitetime of 20 years and interest rate at
the level of 5%.

» Cost balances for the components
According to SPECO method explained in Chapteraéhecomponent can be described by a
cost balance. Exemplary balances were outlinecbiel4.2. In order to solve the balance, the
stream cost rates of flows crossing the balancedemy are required. Cost of electricity needed
to drive the circulation pumps is based on the Batovalues. For the system operated in Italy,
the price of electricity equals 0.2€/kWh, while fbe system potentially operated in Poland:
0.14€/kWh [145]. A hypothesis towards the exergsl fiate driving the solar ammonia-water
chiller is that the Solar source of energy is resigi@ and its cost is 0 €/ kWh. Additionally, a
common practice in exergo-economics is to assigm @asts to exergy loss (occurring in solar

collector and condenser/absorber component) [93].

5.7.2 Results
The chart in Fig. 5.18 shows the percentage slodi@ssts building the total capital investment

cost. PEC constitutes 66% of the total cost, howetes worth notice that it is presumed, that
installation cost is already a built-in cost of ghaise equipment cost. In the analyses of

industrial plants, the installation costs couldaléitionally 20-90% of PEC.
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Fig. 5.18 Total capital investment shares for thlasenergy driven ammonia-water chiller.

Overall specific investment cost of the whole sysexjuals 1342 €/kW of cold. It is a higher
value than that reported e.g. in [21] (1000-1200Ebf cold), but one should realize it cannot
be directly compared, as authors did not specpg tyf absorption chiller for which this specific
cost is given. If only purchase equipment cost eassidered, the specific purchase cost would
equal 893 €/kW of cooling power.

Since the cooling energy output from the cyclaristty dependent on the daily meteorological
conditions, the cost of cold from the solar coolpignt is also subject to seasonal change.
Table 5.11 presents the results obtained from xleege-economic analysis of the solar heat
driven ammonia-water chiller potentially operatedtaly, during the representative day of July

at 2 pm. Table 5.12 presents analogous resulthéosystem placed in Poland.



Table 5.11 Values of selected exergo-economic biasgor system operating on reference day of
July, at 2pm in Florence, Italy

PEC | Z; Corx |ZptCpy| Cri Cpik [k T
k|~ Component [€] | [e/n] | [e/m] | [€h] |[€/Kwh] |[€kwh] | [] []
1 Generator

1085| 0.15 0.52| 0.67 0.29 0.38 0.22 0.34
2 Rectifier

1502| 0.21 0.08 0.29 0.38 2.73 0.71 6.11
3 Condenser-absorber

5560| 0.76 6.11 6.87 3.28 6.93 0.11 1.11
4 Subcooler

2092 | 0.29 0.01 0.29 0.09 0.17 0.97 0.93
5 Evaporator

1176| 0.16 1.73 1.89 2.54| 4.26 0.09 0.68
6 Preabsorber

3616 | 0.49 3.13 3.62 4.27 7.26 0.14 0.70
7 Pump

136 | 0.02 0.00 0.02 0.20 0.49 0.84 1.44
8 Solar collector

18324 2.50 0.00 2.50 0.00 0.29 1.00
9 Valve 9-10

200 0.03 0.09 0.12 2.50 2.54 0.24 0.02
10 Valve 14-15

200 | 0.03 1.93 1.96 417 4.59 0.01 0.10

200 0.03 0.00 0.03 2.31 2.32 1.00 0.00

Table 5.12 Values of selected exergo-economic biasgor system operating on reference day of
July, at 2pm in Wroctaw, Poland.

PEC | Z; Corx |ZptCpy| Cri Cpk [k Ty
k|~ Component [€] | [en] | [em] | [eh] |[€KWh] |[€kWh] | [] -]
1 Generator

1085| 0.15 0.49 0.64 0.28 0.36 0.23 0.32
2 Rectifier

1502| 0.21 0.08 0.28 0.36 2.17 0.73 4.95
3 Condenser-absorber

5560| 0.76 7.52 8.28 4.14 9.98 0.09 1.41
4 Subcooler

2092 | 0.29 0.01 0.29 0.06 0.14 0.98 1.16
5 Evaporator

1176| 0.16 2.07 2.23 3.12| 5.98 0.07 0.92
6 Preabsorber

3616 | 0.49 3.90 4.40 5.44 8.69| 0.11 0.60
7 Pump

136 0.02 0.00 0.02 0.14 0.41 0.88 1.95
8 Solar collector

18324 2.50 0.00 2.50 0.00 0.28 1.00
9 Valve 9-10

200 | 0.03 0.11 0.13 3.07 3.12 0.20 0.02
10 Valve 14-15

200 0.03 2.47 2.50 5.48 6.01 0.0n 0.10
11 Valve 7-8

200 0.03 0.00 0.03 2.85 2.86 1.00 0.00
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In terms of economic analysis, the solar collecéors are here the most expensive components.
From the exergo-economic point of viewZjf+C,, , are summed, the same components are of
the highest importance. This sum is the highestctordenser/absorber vessel with exergy
destruction mostly responsible for that. This comgrt is followed by preabsorber. The same
2 components, where complete absorption process@re inducing highest costs of exergy
destruction in the system. If it was not for thewmaption of assigning zero cost to incoming
solar radiation, the solar collector component wicwdve the highest, +C,  value

If relative cost differencerf) and exergoeconomic factdk)(are considered, their trends in
both locations are the same. Components with highea®: solar collector, pump, rectifier and
the intermediate valve. It means that the investroest is mainly creating the overall cost of
product in these components. In the rest of compisnde responsibility is carried by the
destructions. Components with highesdre rectifier and pump. It means that in thesea#svi
the highest potential for cost reduction occurse $ame should be also mostly valid for solar
collector. As the specific cost of exergy fuel erén 0, the strives to infinity.

The specific cost of the exergy prodegs associated with the evaporator represents the plan
output product, i.e. the levelized cost of coldislitthe fundamental result of the exergo-
economic analysis applied to each component. Tisé pesented for the analysis for the
reference day of July at 14:00 for two location®iser in Florence than in Wroctaw. Higher
solar radiation input is responsible for that. Néveless the direct specific cost value is
evidently high: 4-6 €/kWh. It should be howeveralg stated that this cost takes into account
not only the instant operational spending but albole capital investment phase. Moreover it
is distributed only over the cooling season (1712 Florence, 1133 h in Wroctaw). Presenting
levelized cost calculated only on base of 1 hoougtion is not reliable. The specific cost is
calculated for each reference day of the coolimgse months, and it is thus subject to variation

over this period is as presented in Table 5.13.
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Table 5.13 Variation of daily cooling energy outpnd cost over the cooling season in Italy and
Poland.

month for reference

Location 4 5 6 7 8 9 10
day =
daily operation time, h 7 8 8 10 10 8 6
>
8 daily cooling energy
< 86.0 | 106.8| 126.1 141.4 | 118.2| 101.2 72.0
3! output, kWh
g Average cost of cold,
T 18.8 9.6 6.9 4.9 5.1 7.3 13.0
€/kWh
daily operation time, h - 7 8 8 8 6 -

daily cooling energy
output, kWh

- 80.2 86.2 88.8 86.2 53.9 -

Average cost of cold,
€/kWh

- 14.5 115 9.6 104 21.2 -

Wroctaw, Poland

As expected, the lowest cooling energy cost comedp to the highest daily cooling energy
output in the summer months. Because of differdimhate conditions the off-design
simulations not only the cooling season lasts lomgdtaly. Also the time of available solar
radiation during the day affected the length of se@ason during which chiller was active.

Annual results are shortly presented in Table 5.14.

Table 5.14 Annual operational details for solar g plant operated in Italy or Poland.

_ Florence Wroctaw
No. Location
(Italy) (Poland)
43.75°N 51.1°N
1. Coordinates
11.29°E 17.03°E
Annual solar radiation on tracking surface,
2. 1155 676
kWh/m?2
3. Total operation time, h/year 1712 1133
4. Annual productivity, MWh/a 22.993 12.112
5. Annual average cost of cold, €/kWh 8.98 12.96
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5.8 Place for improvement — a control procedure

The concept presented in this section has alreaey proposed by the author and published in
[146], it is however adopted specifically to thenddions of analysed solar cooling plant.
Solar absorption chillers are usually driven aixad temperature level in order to achieve
a high COP. One should, however, take into conataer, that together with the change of
external meteorological conditions (ambient tempgeaand incoming solar radiation), the
efficiency of solar collector may suffer from trgro obtain the highest temperature possible.
It is evident while looking again at the chart meted in Fig. 5.19. The collector efficiency
curve has been prepared using equation (5-64) th@hassumption of ambient temperature
25°C and incoming solar radiation of 900W/nEfficiency curves for two types of solar
collector are here plotted: for the SOLITEM parabtioughs operated in Misericordia and for
a vacuum tube solar collector. It is possible torwap the heat transfer fluid to required level
of temperature in that kind of collector. Nevert#dssd, the vacuum tube solar collector is
characterized by worse efficiency parameters: apidficiencyn, =0.82, linear heat loss
coefficienta, =1.62 W/(nfK) and quadratic heat loss coefficient=0.0068 W/(nK?) [147].
Although the optical efficiency is higher, the udince of heat loss coefficients is bigger if

compared to concentrating collectors.
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——COP model parabolic collector efficiency
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Fig. 5.19 COP curve of analysed chiller and solaliector efficiency curves (for parabolic trough
collector and vacuum tube collector).

It is shown that, although the COP of the chillacreases with the growth of driving
temperature, if the temperature difference betwbleroutlet stream from the solar collector

and the ambient is higher, the efficiency of théeobor will be falling down. It is, however,
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visible that parabolic collector is less depenaemthe temperature than vacuum tube collector.
This phenomenon of inverse dependence between tivasperformance coefficients speaks

for operating the chiller at a variable driving feenature, adapting to outer conditions.

5.8.1 Concept
To investigate the potential of the phenomenonpmatrol strategy procedure is proposed.

Authors state that it is not always a priority taintain the generator temperature achieving the
highest coefficient of performance (COP) under giwenditions. If the solar radiation
conditions are poor, it may occur that it is diffiicto produce enough heat at the desired higher
temperature level. Under these conditions, it may poofitable to produce more low-
temperature heat, and accept a lower COP estinfratedthe curve, leading on the whole to
a higher cooling power production from the soldtexor.

Some simplifications were introduced to managectherol routine. The chiller is cooled down
constantly by the inflowing cooling water temperatwf 35°C, and the evaporator delivers
chilled water at the level of 12/7°C, to maintaomsistency with the exemplary COP recovered
from off-design simulation. Following Fig. 5.19, ©Qlepends on the generator temperature.
Since the pump mechanical energy consumption ¢atesionly 0.4% of the heat input, its
contribution is not taken under consideration i fibllowing.

The heat transfer temperature differences aredapdtant according to relations presented in
Eq. (5-97) and Eq. (5-98). Authors in [148] mentibat those\T usually ranges from 5 to
15 K.

ATHTF = T17 - T18 = 10 K (5-97)

ATyen = Tig — Tyen = 10K (5-98)

ATytr, K is the temperature increase of the heat trafishel inside the solar collector, while
theATye,, K is the temperature difference between the fitidam coming back to the collector
(T1s, °C) and the generator temperatuig.{ = Ts, °C). An example control routine for finding
optimal working parameters of solar collector hiae deen described in [128], where the solar
collector outlet temperature has been adapted smrenmaximum exergy efficiency of
collector. It is ideally assumed that the usefudtigain from the collector equals the heat rate
to generator assigned to solar contributi@n= Qgen. In an iterative way, the procedure
searches for the generator temperature at whicltabkng power Qevap) produced by the
solar chiller is the highest, which at the sameestimeans the highest possible solar fraction.

The objective function of this routine is presenteéq. (5-99).
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Tyen = f(max: Qemp = COP - Qu) (5-99)
To maintain consistency with the before-mentionedstderations, the routine looks for the
desired temperature in the range between 130°CL&AUC.The value of driving temperature
is searched for raising values of the cooling poswgput; once the cooling power output begins
to decrease, the optimal solution is refined byrdhioterpolation. The collector mass flow rate
enabling heating the heat transfer fluid to therddgemperature is defined on the base of Eq.
(5-56) and, consequently, it should be processedt@msferred as a setup control signal to

remote-controlled variable speed pump.

5.8.2 Results
Simulation of the control procedure potential wasfgrmed for ammonia water chiller driven

by heat from already analysed parabolic troughectdirs and for a theoretical ammonia water
chiller that could be driven by heat from vacuurbdisolar collectors. Answer of both systems
to the control strategy was computationally tested Italian and Polish meteorological
conditions.

The effect of the routine was tested in simulatipagormed with a 5-minutes time step for 3
representative days of the cooling season. Theabh\saiar radiation and ambient temperature
data were processed to generate 3 average dagsically representative of specific months
of the year. The analysis covers May, June and aslynonths belonging to cooling seasons in
both locations. For comparative reasons meteorcdbgiata for Pisa and Poznan were used.
Since the data recovered from Meteonorm libraryhaxaly, a cubic interpolation was applied
to simulate the operation according to the smélhee step.

The variable driving temperature study case is @egbwith the reference case operation.
The reference case follows an assumed standara@tmperoutine. In this routine, the solar
chiller is driven by the heat output of the salallector. During every time step of operation,
a constant value of the solar collector outlet terajure is maintained (160°C). This value was
chosen for the simulation purpose, as the drivemyperature assuring a high COP value. The
analysed study case, on the other hand, assuntethéhsolar collector outlet temperature is
optimized during every time step, according todiszussed objective function (Eg. (5-99))|.
The chilled water and cooling water temperatureaianthe same for the reference and study
case, so that the results ae comparable. Thengoptiwer produced in both cases is referred
to the unit surface area of the solar collector.

If the parabolic trough collectors integrated ahilis considered, it occurs that it is more

profitable to operate the parabolic trough collextin a reduced collector temperature (140°C)

101



only in the late afternoon hours (after 6 p.m.May, June or July. During the rest of the days
the control procedure gives the same practicaltseas a fixed-temperature control. The lack
of apparent profit is visible in Fig. 5.20 for i&@h meteorological conditions and in Fig. 5.21
for Polish meteorological conditions on a referedag of August.

The upper chart (A) shows the amount of coolinggothat could be produced from # of
solar collector at a fixed driving temperature @nel increment of cooling power production
that constant adjusting of collector outlet tempe&emay bring is marked with black colour.
Chart B presents the daily profiles of the ouetperature and collector energy efficiency for
both cases: with optimal adjustment of the ouetgeraturetémp. var) and for fixed value
of it (temp. fixedl The bottom plot C is a zoomed chart of unit aggppower output during the

evening hours, when the procedure indicates a ldweing temperature as an optimal one.
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It is here again visible that the ammonia watell@hprovides a double unit cooling power

effect due to better solar radiation conditionswdwer, if the device of the parabolic collector

is considered, it operates with very similar e#fiaty in both locations. It is less dependent on
higher temperature difference between ambient &ad thansfer fluid. The same, there is no
apparent need to lower the temperature during ti@denday of operation. The potential effect

is visible here only in the evening hours (Polafdl®:30, Italy 19-20) when it is very close to

sunset.

Different conclusions can be drawn if the heat tnfpam vacuum tube solar collectors is

considered. Results for a representative day ofusugre pictured in: Fig. 5.22 for a system
operated theoretically in Italy and in Fig. 5.28 éosystem potentially operated in Poland.
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Fig. 5.22 Result of the simulation with vacuum tabkectors for a representative day of August in
Florence, Italy; A:distribution of unit cooling p@w production and its increase at variable driving
temperature, solar radiation distribution; B: digtution of driving temperature and collector
efficiency for both study cases
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Vacuum tube solar collectors are also able tozetifcattered solar radiation. Therefore, the
value of total incoming solar radiation (on a soefalirected to the south, with a°48ope) is
much higher than in the case of parabolic collectanere only the beam radiation could have
been considered. However, as expected, high datigherature from solar collector acts very
negatively on the collector’s efficiency. Accorditgythe simulation results, in both systems:
in Italy and in Poland it would be more convenienbperate at lower driving temperature than
16C°C. The effect is double: it increases the colléstefficiency, but above all the cooling
power output is higher. Incorporating the giventecolstrategy may result in an increase of the
cooling power production related to solar colleatitization by up to 45 W per 1 Hrof
collector. The simulation shows that under poorata@h conditions it is profitable to operate

close to the minimal driving temperature allowiry ammonia vapour generation (here:
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130°C). Optimal adaptation of driving temperatunatdes to obtain a positive value of cooling
power around 8 a.m. and 5 p.m. in all of the aralymonths. According to the charts, only for
the Italian study case it is convenient to opesatar collectors at the highest outlet temperature
level only when high radiation conditions are pbksiduring noon hours). During this time,
the chosen temperature is close to the referered 6f 160°C. As expected, a lower collector
outlet temperature always leads to higher soldectr efficiency, as is visible in the bottom
charts of Fig. 5.20 - Fig. 5.23.
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Chapter 6. REFERENCE INSTALLATION IN  WROCLAW , POLAND

This second part of the thesis is devoted to ataliaon matching the concept of hybrid
heating and cooling node. The reference plant wids ty Fortum Power and Heat company
in the Head Quarters of the company in Wroctaw. dérecept and primary design of the system
Is a result of cooperation between Fortum, Sile&ianversity of Technology and Wroctaw
University of Science and Technology. The subsetaetior’s proposal of control procedure
is a corollary of a common project application 01.3.

The first idea was to create an advanced heatidgaoling substation (AHCS) is expected to
integrate district heat supplied by a cogeneragmmce (CHP) with a renewable source of solar
energy in order to generate central heating, damést water (DHW), cooling power and

waste heat for special purposes. This general gbme@ictured in Fig. 6.1.

Conventional fuel ‘

CHP
HYBRID

A b oD

Biomass -

\ END-USER
Geothermal @ 5
Thermal m

@ A d comfort ‘ ;%:
y — DHW J

Thermal collector
Solar energy ‘
-( PV panel }

Wind energy %‘}%‘3 { Wind turbine J

Fig. 6.1 Concept scheme of an advanced hybrid ingaind cooling substation.

Since the node was meant to be located in Wrodlaevdistrict heat rate is available from
a coal-fired cogeneration unit. Space and budgetdd renewable energy conversion devices
to one type of solar thermal collectors. Althoudte tidea was to design and build
a demonstration installation, the hybrid node sti@lso be operational and provide thermal
comfort to workers and visitors of a canteen ingiaeoffice building.

Geolocation of the Wroctaw plant is presented o Bi2.
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Fig. 6.2 Location of the reference installationWroctaw.

It should be here marked that the scientific coafen with the company was realized on the
terms of the duly signed contract. According tovsimns of the agreement some site-specific
data, raw experimental results, direct simulatiesutts, details on the algorithms cannot be
shared publicly.

6.1 The primary design of the node

As was mentioned above, the installation in Wrociawnot fully operational, but rather
a demonstration plant (on the occasion satisfylregnhal comfort needs of the canteen). In
order to make the installation size independertherbuilding construction and specific needs
that could be furtherly defined, it was decidedtly funders that the design cooling load is
60 kW. During primary discussions, it was suggested half of the design cooling load (30
kW) will be delivered by thermal sorption chillerahile the rest should be covered by
a conventional vapour-compression chiller. Aftex tharket insight research, it was proposed
that the following sorption chillers could be initd: a 17.6 kW absorption chiller [149] and
a 16 kW adsorption chiller [150]. For the purpoderaugh estimations and initial budget

planning, the number of solar collectors satisfytimg chillers’ heat demand was defined. Solar
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collectors should be placed on a roof with limisgghce. The available area was a 17x15 m
rectangle. Additionally, due to possible shadirajlectors rows cannot be placed side by side.

The minimum distance between rows is presentedgine:3.

Fig. 6.3 A scheme showing the minimum distancedsztwolar collector rows

According to engineering practices, the minimaltatise between rowsD{st) is usually
estimated from Eq. (6-1):
Dist _ sin(180° - (B - a))

I (6-1)

ap sina
whereL,,, is the height of the solar collector (m)js the slope of the collectdf)(@nda is the
solar altitude angle€’). The solar altitude angle for northern latitudas be simplified to 66°5

®, whered is the location latitude.

The solar collectors were planned to be placed mohneighbouring with a building under
construction. It occurred that the building proinglabove the roof causes a constant shading
of the roof section. This shading factor had t@lse taken into account while sizing the field.
In the end, 36 flat plate solar thermal collectarth a constant slope of 45°, directed to the
South were chosen to be placed on the roof. Thegrwas evolving during the consultation
meetings and the final structure of the node iteslah the Headquarters includes:

» Solar thermal collectors field,

» Single stage LiBr-EO absorption chiller (cooling capacity 17.6 kW),

* Hybrid chiller — adsorption and vapour-compressibiler (cooling capacity 49.6 kW),

« High-temperature storage (latent and sensibletiipaj,

* Chilled water storage,

* Mid-temperature water storage,
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» Auxiliary devices system (controlled valves, intediate heat exchangers, splitters,
mixers),

A simplified scheme of the node structure is givefrig. 6.4. A specific characteristic of the

designed node is the bypass connections betweeparmnts, thanks to which the thermal

energy conversion units can be independently or nconty driven by energy from

cogeneration unit and/or from the renewable ensmyce. The details of the connections’

arrangement remain, however, confidential.
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6.2 A simulation model of the node in Wroctaw

The node is characterized by a modular structudebgnthus its operation can be simulated
using separate mathematical models of every comnmpoAgfirst, the mathematical description
of devices operating within the node has been peelta enable further simulation of the whole
structure.

6.2.1 A simulation model of the LiBr-H20 thermal absorption chiller: methodology
and assumptions
According to technical data available in [149], thBr-H>O absorption chiller present in the

node is a single stage, water-cooled unit. Its raydicheme is presented in Fig. 6.5.
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Fig. 6.5 A simplified scheme of the LiBg®ichiller.

As already described in Chapter 2, unlike the amaxasater chiller, in lithium bromide chiller
water is the refrigerant and LiBr is the absorbétgat input from solar collectors causes the
separation of water vapours. There is no needn®réctifier and the driving temperature in
the generator section can be lower than in ammwaia+ chiller (typically 70-9TC [149],)
Pure water vapours are condensed and after thgptivaporated in the evaporator section
providing the cooling effect. Waste heat derivesrfrcooling the condenser and absorber
components.

117



The mathematical model of the chiller was basedhenlst law of thermodynamic analysis
including the definition of mass and energy conagon equations. Every componeky} ¢an
be universally described using the following baks(6-2) and (6-3).

n n
Z miin,k = Z miout,k (6-2)
i=1 i=1

n n
Z(mihi)in,k = Z(mihi)out,k + Qy (6-3)
i=1 i=1

wherem; is the mass flow rate of an i-th stream (kghs)is the specific enthalpy of the i-th
stream (kJ/kg), subscript in means inlet to the moment, subscript out means outlet from the
component and finallg, is the heat transfer rate (kW) within every chitemponent (for the
balance of the pump it should be replaced wittetketric energy consumptioNpump). Design
simulation recognizes the following idea: the twaape mixture of liquid and vapour remains
always in the thermodynamic equilibrium. The richusion leaving the absorber is a saturated
liquid at the absorber temperature. The weak swiuis leaving the generator at saturated
conditions, at the generator temperature. Watefirlgahe condenser is a saturated liquid at
the condenser temperature, while the water flowennigof the evaporator is saturated vapour at
the evaporator temperature. Effectiveness of alechis defined by the coefficient of
performance (COP). Off-design simulation was erdhbléer the definition of heat exchangers
size. Again, the primary sizing of the componestdane on the base of the Peclet equation.

Knowing the heat exchanger logarithmic temperaliifferenceAT,gk, the value of overall heat

loss coefficient multiplied by the heat exchangee snay be defined UA);, KW/K).
Qk = (UA)y - ATlgk (6-4)

Proper sizing of the heat exchangers was thene@@id validated thanks to the experimental

campaign.

The design model of lithium bromide absorption lehilwas created so that its design
performance parameters are in accordance with tmeinmal parameters indicated by the

manufacturer. Technical data are presented in Talle

118



Table 6.1 Design parameters of an absorption chifig149].

Parameter Symbol Value
Cooling capacity Qevap 17.6 kW
Chilled water Chilled water temperature Tel T7 12.5/7C
Inlet flow rate v, 0.77 IIs
Heat input Qgen 25.1 kW
Hot water Hot water temperature Ts/ Ta 88/83C
Flow rate Vs 1.2 /s
Heat rejection Qwaste 42.7 KW
Cooling water Cooling water temperature T12/T11 31/35C
Flow rate Viz 2.551/s
Electrical Pump power consumption Npump 48 W

The assumptions on the saturation state of flows #s above discussion are reflected in the
design simulation model. Additionally, assumptitmwards relations between temperatures of

external flows and flows in the cycle are made.yTée written in Table 6.2.

Table 6.2 Assumptions for the design analysiset.tBr-H.O chiller.

Parameter Symbol Unit Value
Cooling water inlet temperature T13=Tis °C 31
Cooling water temperature increase | Tyg — Tis = T14 — Ti3 K 4
Chilled water inlet temperature Ta7 °C 125
Chilled water temperature decrease | T;; — Tg K 5.5
Pinch point temperature difference in

Ty — Tio K 3
evaporator
Hot water inlet temperature T °C 88
Hot water temperature decrease Ty — Tiz K 5
Temperature difference in generator | T,; — T, K 5

Nominal cooling energy output is maintained asdiésign simulation assumptio@e(,ap:17.6
kW), while the efficiency of the regenerative heathanger (RHE) isrHe=0.7. Subsequently,

once the size of heat exchangers in the chilleffizesl, the off-design model of the chiller
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allows for calculating the thermodynamic parametesde the cycle knowing only the
parameters of external flows and applying Eq. (6-4)
The mathematical model of the module was prepar&tES software taking advantage of built-

in thermodynamic properties libraries of water, Lahd LiBr-HO solution [134].

6.2.2 Model of the hybrid adsorption chiller: methodology and assumptions
The hybrid chiller chosen to be installed and ofsetan the structure of the node is a new

construction type in the chiller design. One hog®ncompasses two chillers: an adsorption
chiller and a vapour compression chiller. The islkaading behind this design is that the thermal
adsorption chiller operates in the base load, wthke peak demands are covered by the
additional compression unit. Additionally, the mé&amiurer states that the fluctuations in the
ambient temperature and driving temperature cacobgensated by the compression chiller
which allows for maintaining a precise temperatirehilled water [151].

In the face of scarce technical data about theerhbgbrid chiller, the model of this chiller is
made of two separate simplified models: one desgithe performance of the adsorption
section and the second represents vapour-compnessiter.

Moreover, technical brochures do not provide anyaile on the adsorption unit, its
configuration or working pair. It was agreed thae tperformance curve will be first
reconstructed basing on training materials [15i4 acientific papers [72,152] and then
adjusted to the results coming from experimentbl@ .1 presents general data retrieved from
the technical brochure of the chiller[151].
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Table 6.3 Design parameters of hybrid chill&s1].

Parameter Symbol Value
Max. cooling power Qnybria 49.6 kW
_ Refrigeration power Qevap el 32 kW
Compression
_ Max. power consumption Ncomp 15.76 kW
chiller
refrigerant type R 407 C
Max. heat input Qgen 32.3 kW
adsorption part
Hot water temperature range Ts 50-95C
Hot water .
Flow rate Vot 0.694 I/s
Chilled water Temperature range To 8-22C
circuit Flow rate Vs 2.06 /s
Temperature range T14 20-40C
Cooling water _
Flow rate Vig 1.421/s

As mentioned before, the approach to the creafitimeomodel is simplified, and an off-design
performance curve from the literature is adopted,132]. In the first iteration (before

experimental data are available) coefficient off@nance of adsorption chiller is given as a
function (Eqg. (6-5)) of generator inlet temperat(inet water inlet temperature), assuming

stable cooling water temperature increase 3035
COP4s = 0.04024 + 0.001331T5 — 0.0000124T5> + 3.82725588- 1078 - T.*  (6-5)

The model of the vapour-compression chiller placgtie same housing is made following the
assumptions of: single stage compression, isotH&waporation and condensation, isenthalpic
and isothermal throttling, the same temperaturellér cooling water as for adsorption part

(31/35°C), the same temperature level for chilled watdioasdsorption part (12.5/C).

6.2.3 Model of the Solar Field: methodology and assumptits
The approach to modelling the performance of tHardeeld remains in agreement with the

methodology duly presented in section 5.2. Thegoerance of collector was simulated taking
advantage of a steady-state solar collector Biss&on (Eq. (5-64)) and using manufacturer
performance data presented in the following Table 6

The optical efficiency of the solar collector isri@xted by the IAM function provided by the

manufacturer. It should be, however, noted thatdlate solar collector is able to absorb both
beam and scattered radiation. The value of totklr sadiation reaching a sloped surface
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Grot,siopea 1S Obtained basing on the value of total solaiatash falling on the horizontal
surface available in the Meteonorm data libraryisIthen converted intG;; siopeq taking
advantage of an earlier prepared, external sinmmgirocesser for solar radiation and weather
data processor in TRNSYS software. The convertasren the calculation of the cosine ratio
between zenith angle and angle of incidence. Aofjlecidence and zenith angle are a function
of declination, local hour angle, latitude and s@zaimuth angle also obtained from the solar

radiation and weather data processor.

Table 6.4 Technical data of the Solar field in Wagc

Parameter Symbol Value Comment
Number of collectors Neoll 36
Aperture area of a single
P ? Aap, 1.98 nt
collector
Surface azimuth Os 0° facing South
Slope of surface B 45 fixed
Heat Transfer Fluid
_ X 36% Propylene Glycol-Water
concentration
Optical efficiency 1o 0.701 [153]
Linear heat loss coefficient a1 3.362 W/(nK) [153]
Quadratic heat loss coefficient a 0.011 W/(mK?) [153]

Additionally, the incidence angle modifier (IAM) ggven by the manufacturer as a set of IAM
factors associated with given incidence anglesu&’alf IAM for the simulation purpose can

be interpolated basing on Table 6.5.

Table 6.5 Prediction of incidence angle modifielugaaccording to manufacturer dafa53].

Incidence
0 20 30 40 50 60 70 90
angled
IAM 1 0.99 0.98 0.97 0.95 0.9 0.81 0

A primary separate model for the solar field wasady prepared having in mind its further

coupling with chillers and the assumption towassperature levels results from this. Initial
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relation between the outlet temperature from theector and the design temperature of hot
water flow driving the absorption chiller is giveg Eq. (6-6).

Ty = T3 + ATy, = Ts + 5K (6-6)

Collectors are connected in the Tichelmann’s layouparallel [142]), therefore it is assumed
that the mass flow rate is equally distributed lestw all of the collectors and that the same
temperature increase is obtained in each collestonely:ATy;r =T, — T; = 10K.

Anticipating the facts: final off-design simulatiohthe whole node structure is performed with
a 1 hour time step. However, the primary off-dessgnulation of the separate model of the
solar field was done with the evolutionary timgxsé@proach as discussed for the Italian system
in section 5.3. This approach allowed for checkivgperiod after which the flat plate collectors
reach the design outlet temperature that allowslfming the chiller or charging the storage
tank. The simulation is performed accepting follogviapproach: heat transfer fluid is
circulating in the field during the morning houi the outlet temperature from the field
exceeds the assumed®@5at that moment useful heat gain is started bairggted to the tank

or intermediate heat exchanger from which the aitswr chiller could be driven. From that
moment a constamiT,r iS maintained in the solar collector by varying thass flow rate in
the field.

Just like in the previous analysis, the source aretegical data are imported from an external
model prepared in TRNSYS software. The simulatiares performed for the representative
days of cooling season months respectively in kalg Poland. The representative days of the
months are defined by total solar radiation oropetl surface and ambient temperature. They
were evaluated basing on annual hourly meteorahbdiata from Meteonorm library available
in TRNSYS software [154,155]. A cubic interpolatiovas applied to simulate the operation
according to a smaller time step.
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Fig. 6.6 Solar collector row (one of three) on tieef in Wroctavd

6.2.4 Model of heat storage tanks: methodology and assurtipns
The system is equipped with storage tanks at tler@perature levels. These reservoirs allow

for the accumulation of heat from solar collectaxszumulation of the waste heat and of chilled
water from the chillers. Storage tanks are thei@arof the dynamic effect while performing
a simulation. Neglecting thermal losses from timit@nergy storage simulation model always
follows the energy conservation Eq. (6-7):

. . dQ
qupply = Quoaa t E (6-7)

whererupply Is the energy rate supplied to the tank duringithe stepdt (or charging time)
andQ,,.4iS the heating load on the discharging side (deipgnoh the control strategy a tank
can be discharged already during the charging psogethe discharge process can start once

the charging process is finished). The change afimalated heat amount in the storage fluid
IS represented by dQ and can be calculated fronfca=8):

2 Photography taken by the author
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dQ =Vpc,dT (6-8)

where V stands for the volume of material in thektévolume of the tank, #), p is the density

of storage material (kg/fj ¢, is the temperature-averaged specific heat of tlademal
(kJ/(kgK)) anddT is the temperature difference of the material {&pendant on the length of
the time stepdx, S).

Storage at each of the three temperature levetrigred by sensible water storage tanks. Their

volume is given in Table 6.6.

Table 6.6 Basic technical data of storage tanks@néin the node

Heat storage type Storage material Upper-temperatug limit Volume
Hot water Water o 4 m?
Cooling water Water (1 1.1n?
Chilled water Water FT 3n?

An important assumption made while creating theusaton model of the node is that the
storage tanks can be bypassed during the operatitre system. Hence, obtained heat rate
from the solar collectors, or cooling energy ratenf the evaporators of the chillers can be
instantly utilized.

According to the design of the installation, ondiddnal accumulator is foreseen for the high-
temperature heat storage. It is a reservoir flléth phase change material (PCM). However,
since the material placed there originally is cheazed by a phase change temperature of
58°C, and maximum operational temperature of 70€riot suitable for the solar heat storage
purposes. Therefore, the simulation model doedai@ this accumulator into account. The
idea standing behind including this type of storagéhe structure of the node was a plan to
exchange the material inside the tank with a PCMigler phase transition temperature (e.qg.
82°C [156]).

6.2.5 Auxiliary devices
The energy rates are passed on with the helperhn@diate heat exchangers. If operated under

limited temperature range and mass flow rates,taahsfficiency of heat transfer and approach
point temperature is assumed. Intermediate hediagger efficiency ny;=0.95 takes into
account the heat transfer heat loss. It is assuhadhe intermediate heat exchangers have a
counter-flow layout. Approach point temperatatg,,,, = 5K is the temperature difference

between the hot-side fluid inlet and the cold-Sld&l outlet.
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6.2.6 Simulation results for single devices and partiaéxperimental validation
* LiBr-H 20 thermal absorption chiller

Once the design of the chiller is defined, a pcattresult from the off-design analysis is the
dependence of COP coefficient on the external flngperature. Fig. 6.7 presents the COP in
function of generator driving temperature resultingm the model if the cooling water

temperature is assumed as 31/35°C and the chibiégrwemperature is 12.5/7°C.
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Fig. 6.7 COP curve of the lithium bromide absorptahiller (cooling water temperature 31/35°C,
chilled water temperature 12.5/7°C).

The theoretical model of the chiller should be sgpoently verified and validated. The
absorption chiller performance was tested durirggies of test campaigns under variable
temperature parameters of external flows=0D-19°C, 1=27°C, T1=70-80°C). The
experimental works were performed by the reseasctiem Wroctaw University of Science
and Technology. Thanks to their courtesy, autha pravided with the experimental results.
These results allowed for modifications in the addpdesign of the heat exchangers and
therefore the final heat transfer coefficients hheen modified. An exemplary effect of the
model validation is shown in Fig. 6.8. The chadgants the coefficient of performance (COP)
of the chiller obtained during a test campaign wtien chilled water inlet temperature was
maintained at §=13°C, the cooling water inlet temperature was=2Z7°C and hot water inlet
temperature waszE70°C. 28 measurement points were obtained duhiggdampaign as is
shown in Fig. 6.8. At the same time, COP was ddftmmputationally using the created model
assuming the same input temperatures and flowpai@meters as in the experiment. After

applying changes to the design modelling phase,ctiveelation coefficient (B between

126



experimentally and theoretically obtained COP wasdased from 0.8 to 0.87. For the sake of
confidentiality agreement, direct values of theulessare not presented.
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measurement number in the test campaign
- measurement @ Ist model O after validation

Fig. 6.8 COP profile for subsequent measuremertts external flows temperatures close to
Te=13°C, T12=27°C, Ts=70°C
The effect of validation and subsequent correctainbhe chiller model is presented in Table
6.7. For each test campaign an average valug®f was calculated and uncertainty of the
measurements was found(COP)). Simulation calculations were performed for tlzens
external flow conditions like during the experimefsterage COP calculated in the simulation

model before and after model modifications is @s@n.
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Table 6.7 Average COP obtained from test campaigs$stheoretical simulation model and from the
validated model together with correlation coeffitie between model and experiment.

Validated
Measurements 1 model
model
Test campaign measure
ments | COP | u(COP) | COP R? copP R?
Ts, | T1z, | Ts,
No. number
°C | °C | °C
1 13 27| 70 28 0.633 0.091 0.709 0.814 0.651 0.873
2 13 27| 80 14 0.543 0.056 0.703 0.898 0.652 0.963
3 16 27| 70 23 0.668 0.121 0.727 0.744 0.675 0.761
4 16 27| 75 9 0.67( 0.077 0.717 0.77/9 0.697 0.859
5 16 27| 80 20 0.661 0.066 0.718 O.8|82 0.681 0.943

* Hybrid chiller
Performance of the adsorption part of the chilleaswlso tested during experimental works. In
the face of lack of details on the construction ki of a detailed mathematical model of the
cooling unit, once the experimental results werailable, a new performance function was
elaborated. The function is dependent on the ho¢mnwalet temperature, cooling water inlet
temperature and chilled water inlet temperaturee Tdorrelation coefficient between
experimental results and the function i&®&86. However, for the sake of confidentiality

agreement, it cannot be directly presented.
» Solar field

The solar field in Wroctaw is not equipped with atal acquisition system. Therefore, the
validation of the solar collector simulation modelld have not been performed. However, as
the model rests on the efficiency coefficients\daied by the manufactureyfo a1, a2), takes
into account the 1AM function and the correctioctta for mass flow rates other than under
test conditions (like discussed in section 5.2Wds considered reliable. Exemplary results for
the solar field working during a representative dayuly in Wroctaw are presented in Fig. 6.9.
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and the results for a representative day of JulyFlorence are shown in Fig. 6.10.
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Fig. 6.9 Daily distribution of the heat transfeuifli’s temperature and mass flow rate during the
representative day of July in Wroctaw set with imatg total solar radiation.
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Fig. 6.10 Daily distribution of the heat transféuitl’'s temperature and mass flow rate during the
representative day of July in Florence set withoming total solar radiation.
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For this specific case, it is possible to obtam tbmperature at the outlet of the solar collector
at the level of 98C after 2.5 hours of circulation inside the fieldWroctaw. If the analogous
field was placed in Florence, it would have happlesiecady after 1.5 hours. This period could
be shortened, if a lower value of mass flow ratengduthe warming up phase was set. It is also
evident that the assumad’,;» of 10K can be maintained in Wroctaw for only 5 ryuvhile

in Florence it could be possible for 7 hours. Tolgng the period of the useful heat output
from the field, the value diTy» should be chosen according to an optimizationguoce. It

was already proposed in [128,157].

6.2.7 Approach to the off-design simulation of the wholaode
In order to simulate the performance of the whoybrid node, its modular structure is

considered. Singular models of the componentsareerted by the means of energy balances.
A local balance boundary is put on each separateeli¢solar field, chillers, intermediate heat
exchangers) and the components are only connegtedtbrnal energy flows. The processes
and parameters distributions inside the componargsnot investigated anymore while the
whole node’s performance is simulated. The off-glesimulation of the node structure should
visualize the system’s potential to satisfy thertied comfort needs during whole days of
operation and how the energy streams are dividedda® components. It is important to mark
that it was assumed that the heat for DHW preparas delivered securely by the heating
network and the simulation loops focused on stabtding energy demand satisfaction. The
surplus production of heat from the solar colleatught be potentially used in the DHW
module (although it should be clearly reminded thatsolar field limited by the roof surface
is too small and as it was checked during the strans: if the solar heat is utilized by the
chillers, a potential surplus never appears).

The simulation relies on input meteorological datach should influence the thermal comfort
needs which are here represented solely by thexgdobhd. According to the primary approach,
the energy flows distribution follows a subjectigentrol procedure. An advanced control
algorithm for the node is presented in the lastieeof this chapter (6.5).

Maintaining consistency with the approach presente€hapter 5, the simulations were
performed after processing the annual meteorolbd@ta to create average days statistically
representative of cooling season months, basinghenmeteorological data for Poznan —
representing Wroctaw, and Pisa — representingehrtm. The set of meteorological data
includes total radiation on a sloped surface andiant temperature, as shown in Appendix B

and Appendix C. The cooling season lasts from Magaptember in Wroctaw and from April
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to October in Florence. It is, additionally, prelivarily assumed that the node is operated during
office working hours from 9 to 18.

The monthly integrals of total solar radiation foe two locations are presented in Fig. 6.11.
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Fig. 6.11 Monthly integrals of incoming total rati@n on a sloped surface in Wroctaw (upper chart)
and in Florence (bottom chart).

The nominal total cooling load was assumed atetiel lof 60 kW in both locations. One should
note that the size of substation was designeddbstPradiation conditions and expect that the
same installation under Italian weather conditiatosild be in reality oversized. This amount
should be provided by the node under nominal candit It does not reflect the real needs of
the office building where the substation is plasatte it was designed as a demonstration

installation to test variable configurations of &¢@nd heat delivery. Therefore, in order to
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perform seasonal simulations, making the thermaifod needs dependant on the variable
meteorological conditions, the cooling load hadéocassumed. For that purpose, a simplified
approach was adopted. It was estimated taking aagaof the definition of European Seasonal
Energy Efficiency Ratio (ESEER) and of solar ambiéemperature (so-calledol-air
temperature Ts,;_,ir). ESEER indicator is a standardized method toaledhe effectiveness
of water chillers. According to its definition jgassumed that 100% cooling load occurs during
3% of cooling season time, 75% of the cooling l@atbreseen for 33% of time, 50% of the
cooling load happens during 41% of the cooling seand 25% cooling load is defined for the
rest of cooling season time (23%). Solar ambiemipirature specifies the relation between
incoming solar radiation and ambient temperatuit \&as proposed by Mackey and Wright
[158]. Sol-air temperature is a hypothetical vahieambient temperature at which heat rate
absorbed by a shadowed external surface equalsetiterate absorbed by a solar-irradiated

surface at ambient temperature. It can be assassedding to Eq. (6-9):

Tsot—air = Tamp + 0 Grot (6'9)

hwall
WhereT,,,, is the ambient temperaturk,,,;; is the heat transfer coefficient for the external

surface of a wall (22.7 W/AK [158]), « is the surface absorptivity (0.7 for grey plastamyl
G, is the total incoming solar radiation (WAnSol-air temperatures were estimated for hourly
meteorological data of the cooling season for eaifipelocation. They were sorted from
maximum to minimum value and divided into groupsiclihsizes follow ESEER approach:
3%, 33%, 41%, and 23%. Cooling loads (100%, 75%%,58nd 25%) were then assigned to
these groups and a second-order polynomial functiees found to describe the
interdependence between assumed cooling load anddlkair temperature. Coefficient of
determination for this function equalled-®.99. As a result, the distribution of coolingdb
for the representative days of the cooling seasontins is presented in Table 6.8

132



Table 6.8 Representative days of the cooling seaswtihs — cooling load distribution in Wroctaw
and Florence

Cooling load in Wroctaw Cooling load in Florence
hour May | Jun. | Jul. | Aug. | Sep. Apr. | May | Jun. | Jul. | Aug. | Sep.| Oct.
0 0.45 | 0.56 | 0.61| 0.60 | 0.50 O | 046 | 0.57 | 0.67|0.75| 0.77 | 0.70 | 0.60
1 0.43 | 0.53 | 0.58| 0.57 | 0.48 1| 043 | 055| 0.64|0.73| 0.75 | 0.68 | 0.58
2 0.40 | 0.51 | 0.56| 0.55 | 0.46 2] 041| 052| 0.62|0.71| 0.74 | 0.67 | 0.56
3 0.37 | 0.49 | 0.54| 0.52 | 0.44 3 | 039 050 | 060|0.69| 0.72 | 0.65| 0.54
4 0.35 | 0.46 | 0.51| 0.50 | 0.42 4 1037 | 048 | 058 | 0.67| 0.70 | 0.63 | 0.53
5 0.35| 048 | 0.52| 0.47 | 0.40 5] 035| 045 | 0.55|0.64| 0.68 | 0.61 | 0.51
6 0.41 | 0.54 | 0.57| 0.50 | 0.38 6 | 0.33 | 0.46 | 0.58 | 0.65| 0.66 | 0.59 | 0.49
7 0.48 | 0.60 | 0.63| 0.57 | 0.45 7 1037 | 053|065|0.71| 0.71 | 0.61 | 0.47
8 0.60 | 0.68 | 0.71| 0.69 | 0.59 8 | 048 | 0.61| 0.72|0.78| 0.79 | 0.73 | 0.59
9 0.72 | 0.78 | 0.82| 0.80 | 0.72 9 | 063| 0.72| 0.80|0.87| 0.90 | 0.88 | 0.77
10 | 0.83 | 0.86 | 0.90| 0.90 | 0.82 10| 0.76 | 0.83 | 0.90 | 0.97| 1.00 | 0.99 | 0.88
11 | 0.89 | 0.91|0.96| 0.96 | 0.89 11| 0.86 | 092 | 0.97 | 1.04| 1.07 | 1.06 | 0.96
12 0.94 | 095 | 1.00| 0.99 | 0.94 121 092 | 096 | 1.01 | 1.09| 1.11 | 1.10| 1.00
13 | 096 | 0.97 | 1.01| 1.02 | 0.93 13|/ 095|099 | 1.03 |1.10| 1.12 | 1.10| 1.02
14 | 094 | 097 | 1.00| 1.01 | 0.91 141 094 | 098 | 1.03 | 1.10| 1.12 | 1.09 | 1.03
15 | 0.89 | 0.94 | 0.98| 0.99 | 0.88 15/ 090 | 0.95| 1.02 ( 1.09| 1.11 1.08 | 1.00
16 | 0.84 | 0.89 | 0.93| 0.95 | 0.80 16| 0.85| 091 | 0.98 | 1.05| 1.07 | 1.03 | 0.93
17 0.76 | 0.83 | 0.87| 0.87 | 0.70 17] 076 | 0.84 | 091 [ 0.99| 1.01 | 0.95| 0.81
18 0.70 | 0.79 | 0.83| 0.80 | 0.62 18| 0.65| 0.78 | 0.88 | 0.95| 0.94 | 0.86 | 0.70
19 0.65 | 0.75| 0.79| 0.75 | 0.58 19| 058 | 0.73 | 0.84 | 0.91| 0.90 | 0.80 | 0.67
20 | 0.60 | 0.70 | 0.74| 0.71 | 0.56 20| 054 | 0.68 | 0.79 | 0.87| 0.86 | 0.77 | 0.66
21 | 056 | 0.66 | 0.71| 0.68 | 0.55 21| 052 | 065 | 0.75|0.83| 0.84 | 0.76 | 0.64
22 | 0.53| 0.63|0.68| 0.66 | 0.53 22| 050 | 0.63 | 0.720.81| 0.82 | 0.74| 0.62
23 | 0.50 | 0.60 | 0.65| 0.63 | 0.51 23| 0.48 | 0.60 | 0.70 | 0.78| 0.80 | 0.72 | 0.61
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6.2.8 Node performance simulation — chosen results
A demonstrative simulation was performed for aespntative day of July. Fig. 3 shows from

which devices would the cooling power originate.thgut any optimization procedure,
simulation regime prompts the solar driven absorpthiller to work in the base load, the
demand is then covered by adsorption chiller, thea vapour compression chiller being a part
of the hybrid chiller and if that is not enough: day additional vapour compression chiller that
could work as a backup. Currently, the node is ajger semi-manually and if it is not forced
differently by the operator, in case of insuffidieolar heat, the base load of absorption chiller
will be satisfied by the support of district he#ttfie minimum driving temperature level of

70°C is assured).
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Fig. 6.12 Division of cooling energy streams confiregn solar driven absorption chiller , from
district heat driven absorption chiller, districeht driven adsorption chiller, from built-in
compression chiller and from a backup compresshilter during the representative day of July in

Wroclaw.

It is visible, that during the morning and lateeaftoon the solar thermal collector heat yield is

not sufficient to independently drive the absonptahiller. It is clear that the solar field is
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undersized, but the number of collectors installed limited by the roof available space. In
these hours of poor radiation conditions, the gtigmr chiller has to be assisted by district heat
(if only the temperature level of district hot waieover 70°C). Driving absorption chiller with
district means achieving lower COP indicator (baseanf lower driving temperature level) and
thus higher consumption of driving energy. Progkesdg, cooling energy demands are then
supplemented by the adsorption and compressios phttie hybrid chiller. Absorption chiller
can be driven directly by solar heat between 1Jaacth3 pm. Noon hours on the reference day
of July is also the time with highest cooling loadd the lacking cold would have to be
coproduced from a backup vapour compression chillleis simulation is taking into account
neither economical nor environmental impact of pfmg the end-user with cooling power

coming from different devices driven by heat strearhvariable origin.

6.3 Exergy analysis

6.3.1 Methodology
Exergy analysis of the node was done following smeexergy costing method (SPECO). The

balance boundary covered: solar field, hot watek f@cting for the instant analysis like an
intermediate heat exchanger), absorption chillghrid chiller and an additional vapour-
compression chiller supplementing the deficienofesooling energy production (not included

in a scheme in Fig. 6.4). Definition of fuel andg@uct exergy rates are found in Table 6.9

Table 6.9 Definition of fuel and product exergyembf the components in the node

k-th ) . .
Name BF,k BP,k BL,k
component
1 Solar field Bg B, — B, Bs — By cour
2 Absorption chiller B;— B, B, — By By, — By,
3+4 Hybrld Chl”El’ BS - BG + W4 Bg - Blo 313 - 314

Tank — intermediate . i . )
5 BZ - Bl B3 - B4 O
heat exchanger

Additional vapour-

compression chiller
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Exergy rate assigned to the incoming solar radidsaenoted a®, and calculated following

methodology presented in Chapter 4 (Eq. (4-13)prApch to the calculation of exergy loss in
the solar collector is similar as presented inieach.6.1. Exergy loss results from energy
degradation from infinite (very high) Sun temperat(iTs=5780K) to the average temperature

of the solar collector. HencBQ,wu is calculated with Eq. (6-10):

. . . . . Tcoll
B11 = Bs— Bg,cou = Bs — Qy <1 i ) (6-10)
S

WhereQ,, is the useful heat gain from the solar field (kW) is the average collector surface
temperature (approximated by the average temperafuhe heat transfer fluid).
Exergy destruction in each device is calculatelbvahg Eq. (6-11).

BD,k = BF,k - BP,k - BL,k (6-11)

Performing the exergy analysis at the level of wld®vices requires calculation of exergy rates
of external flowsB; andB, are the exergy rates of the propylene glycol, @#j+B,, andB,, -

B,, are the exergy rates of water. Reference stateitomms are calculated for ambient
temperature and pressure for glycol and waterectsgely.

For the purpose of global analysis of the systém total fuel exergy rate is calculated like in

Eq. (6-12).
Bgtot = Bs + Bs — Bg + W, + W, (6-12)
While the total product exergy could be presenteédp. (6-13).
Bptot = B; = Bg + By — Big + By — By (6-13)

6.3.2 Results
Exergy analysis was performed for every time sfap@simulation. Exemplary results for the

simulation performed for the system operated in 8&w, at 14:00 during the representative
day of July are given iffable 6.10 The nomenclature is in accordance with the ptesen

methodology in 4.2.4.
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Table 6.10 Exergy analysis results for the hybedting and cooling node in Wroctaw (representative
day of July, 14:00)

Ypk YD,k
BF,k BP,k BD,k BL,k _ BD,k _ BD,k Nk
k Name BF,tot BD,tot
KW | KW | kW | kw - : -
1 Solar field 36.6 | 16 | 7.284| 277/ 014 039 45%

2 | Absorptionchiller| 16 | 03 | 108| 03| 002 006 17.7%

3+4 Hybrid chiller 139 | 3.1 | 9171 1.6 0.18 049 22.3%

Tank —
. : 437110 | 127110
5 | intermediate heat| 1 29| 1.626 | 0.003| 0.0 B 4 99%
exchanger

Additional vapour-

X
compression chillef 1.61 0.4 1.11 0.1 0.028 0.06 22.6%

One of the first issues that attract attentiohésvery low exergy efficiency of the solar collecto
component (4.5%). One should, however, realizeftrahat hour of simulation in Wroctaw,
total solar radiation reaching the sloped surfagmbs 551 W/rhand the temperature difference
between heat transfer fluid and ambient is 67KthE manufacturer-provided efficiency
coefficients are treated as reliable, for thosaltt@ms, solely the energy efficiency equals only
24%. Apart from that, the low exergy rate of thefukcooling effect cannot be left unnoticed.
Although the chilled water temperature is lowemtlaanbient temperature, it is still too close
to this temperature to be able to notice the dleaease of quality of the cryogenic effect.
Exergy flow and its degradation are shown in thepdified Sankey diagram (Fig. 6.13) for this

simulation step.
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Fig. 6.13 Exergy balance of the hybrid node in Virac— shares of exergy product, destruction and
loss deriving from fuel.

6.4 Exergoeconomic analysis

6.4.1 Methodology
Exergoeconomic analysis of the hybrid node wadestanith the assessment of the total cost

of the plant. The methodology stands in a com@gteement specified in section 6.7.1 where
the total cost of the solar ammonia-water coolitampis evaluated. The estimated percentage
of shares of fixed capital investment costs andt&aél costs remain unchanged. However,
the approach to the estimation of the purchasepatgnt costs is here different. Instead of
basing on specific cost functions for the equipm#re cost of the complete components are
based on the cost rates of devices present inténatlre [21,159]. Costs of the equipment were
evaluated following the dependencies in Table 68Uklally, the cost of equipment should be
corrected with the help of a scale factor (lik€imapter 5, Eq. (5-89)). However, the costs were
borrowed from a literature source that analysedgerfation cycles for residential applications
of similar order of magnitude. Therefore, it wasemted that the cost functions correspond to
the analysed case.
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For the sake of simplification, it is assumed thatstorage tanks price is already a built-in cost

of the chillers equipment hidden in the cost rate.

Table 6.11 Cost functions of the complete piecegoipment in the node structure

k-th component Name Cost, € Parameter X
_ A, — total area of solar
1 Solar field 250X
collectors, M
_ _ Maximum cooling power
2 Absorption chiller 400- X
output, kW
Hybrid chiller — Maximum cooling power
3 _ 500 - X
adsorption part output, kW
Hybrid chiller — Maximum cooling power
4 _ 200 - X
compression part output, kW
Additional vapour- Maximum cooling power
X _ _ 200 - X
compression chiller output, kW

Following assumptions from section 5.7.1, the obdstectricity is based on Eurostat data (For
the system operated in Poland, the price of etagtrequals 0.14 €/kWh, while for the system
potentially operated in Italy: 0.2 €/kWh [145]). blyd node consumes also district heat. The
average operational cost rate of district heat rodhdw equals 50 PLN/GJ, that is 0.042 €/kWh.
Such value is almost impossible to evaluate fordfltne conditions since there is no district
heating network. The simulation is performed assgraipotential presence of the cogeneration
unit in Florence and that the price is equivaletilyher like the electricity. Theoretical cost
rate for district heat in Italy is therefore assdms 0.06 €/kWh. The off-design analysis showed
that the node in Poland can be operated during b686s of the cooling season and the node

potentially placed in Italy would be operated dgriz140 hours.

6.4.2 Results
In order to maintain the same plane of compariesgamplary results from the exergoeconomic

analysis performed for the case of the represestaltay of July at 14:00 are shownTiable
6.12andTable 6.13
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Table 6.12 Values of selected exergo-economic masdor a hybrid system operating on reference
day of July, at 2 pm in Wroctaw, Poland

. . 7,
PEC Zk CD,k . cF,k cP,k fk rk
component | “re1” | e | fesh] +[€‘/:ﬁjk [E/KWh] | [E/kWh] |  [%] [%)]
Solar field 17820 2.694 0 2.69 0 1.654 1 n/a
Ab;‘l’irlfg'ron 7040 | 1.064| 1.717| 2.78| 1.654 1305 0.383 13.11
3+4| Hybrid chiller | 15200 2.298 1.152  3.45 0.1643 1.4750.666 | 13.61
Additional
vapour- 1000 | 0.1512 0.158 0.31 0.14 1.1260 0.489  9.258
compression
chiller

Table 6.13 Values of selected exergo-economic asdor a hybrid system operating on reference

day of July, at 2 pm in Florence, Italy.

. . 7y
PEC | 1Z, Cpx : CEk Cpk fi Ty
component | “re1” | e | fesh] +[€‘/:ﬁjk [E/KWh] | [E/kWh] |  [%] [%)]
Absﬁirlf’g'ro” 7040 | 0.761| 1.109| 1.87| 04909 277 04071 4.643
3+4| Hybrid chiller | 15200| 1.643 1.199  2.84 02129 1.483.5781| 7.522
Additional
vapour- 1000 | 0.1081 0.02201| 0.13 0.2 2.635| 0.8309 18.47
compression
chiller

One should promptly notice the very high produdtaate in the absorption chiller for Polish

location ¢p ,). It results from the combination of factors. Te&tively low value of incoming

solar radiation is a reason for low solar colleatfficiency. Consequently, a low value of

exergy rate from solar collectors is available tivelthe absorption chiller. If the absorption

chiller is driven only by the heat from solar cotiers (like in this case), only a small amount

of absorption chiller cooling potential is in réglused. At the same time, the hourly costs

resulting from the investment phase remain unchaigeThis all causes a spectacular increase

in the product cost rate. If the results for Poéisll Italian conditions are compared, a difference

in hourly investment cost rate is visible. It reésuirectly from the difference of annual time of

operation influencing the yearly cost distributidoreover, for the same hour in Italy, the total

solar radiation is much higher (820 vs 550 W/rwhich positively affects the collector

efficiency (energy efficiency equals 39%, while #heergy efficiency is 7.5%). The cost rate

140



of cold from the absorption chiller is consequemtych lower in the Italian case. However,
since less cooling power has to be produced bpddéional vapour-compression chiller, the
cost rate connected with product from this devicmcreased. On the other hand, cost of cold
from hybrid chiller at 14:00 on a representativg diJuly is almost the same in both locations.
Hybrid chiller is here driven by district heat aetectric energy. Therefore, cost of cold
produced by this device relies on the price tarfpartial sensitivity analysis for this hour of
simulation is presented in Fig. 6.14. It shows whaiild be the cost of cold from hybrid chiller
exploited in Italy, if the electricity price was utified +/- 60% and what would it be like, if the
price of district heat was modified in that manri@rice of electric energy is higher and the
compression section of the hybrid chiller has d&rgooling output, therefore the cost of cold
is more dependent on that value. It is directlybles as the dark blue line on the chart (related
to electric energy cost) is steeper. For compangopose, the value of cost of cold from hybrid
chiller in Poland is also presented on the grapdlalack X. The price tariffs of both electricity
and heat in Poland are 70% of the Italian nomiaidf$ for this study case. The graph shows
what would be the cost of cold from a hybrid chiligperated in Italy, if the cost of electricity
or heat was as low as in Poland. If the cost of was decreased to Polish tariffs, the cost of
cold would be lowered by 5%. If the cost of elestyi would be reduced to Polish price, the
cost of cold from hybrid chiller would be decreassdl3.5%.
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Fig. 6.14 Sensitivity analysis of cost of cold froyrid chiller in the function of variable eleatity
cost and district heat cost in Italian geo-economriwironment.

The tool of exergoeconomic analysis could be a stipphile striving to three goals: design
optimization, operation optimization, and systenagaiostics. The first aim means the
minimization of the total costs of the system praduby changing the design parameters. It
cannot be met in the case of the here presentdy, &ts the system has already been designed
and constructed. However, exergoeconomic indicatansassist in operation optimization. It
would use the average cost per unit of exergy thcate the modification in the system
operational parameters that could improve the efisttiveness of the whole system.
Exergoeconomic analysis is usually performed whi thought of minimization the cost per
unit of the system product. The economic importasfdde analysed component (device) can
be determined by the analysis of sum of the investneost rateZk and of the cost rate of
exergy destruction. In the case of the study oveglaid node, the component of highest
importance is the hybrid chiller followed by thdasdfield and by the absorption chiller. The
last two seem to have similar economic importaiibe. hybrid chiller is also characterized by
a high relative cost difference. The exergo-ecowmofactor & is close to 0.6 for both study
cases. The same, capital investment cost consti®d® of the sum of capital investment cost

and of the cost of exergy destruction.
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Annual results are set in Table 6.14.

Table 6.14 Annual operational details for solargigtated hybrid cooling node.

_ Florence Wroctaw
No. Location
(Italy) (Poland)
_ 43.75°N 51.1°N
1. Coordinates
11.29°E 17.03°E
2. Annual solar radiation on fixed surface, kWh/n% 1619 1118
3. Total operation time, h/year 2140 1133
4. Annual productivity, MWh/a 1200 797
Annual average cost of cold from absorption
5. 6.81 9.70
chiller, €/kwWh
Annual average cost of cold from hybrid chiller,
6. 2.14 1.94
€/kWh
Annual average cost of cold from back-up
5. 3.31 2.34

compression chiller, €/kWh

Higher availability of solar radiation implicatesniger cooling season and the same longer total

operational time during the year. It also meankéignnual production of cooling energy from

the node following bigger thermal comfort demandsvards cooling energy. As the

meteorological conditions are more favourable uti@éian climate conditions, solar energy is

more utilizable while driving the sorption chiller&s a result, the solar fraction is higher in

Italian installation than in Polish. The annualrglsaof cooling energy deriving from three types

of energy sources (solar energy, district heatteteenergy) is presented in Fig. 6.15 for the

plant operated in Wroctaw and in Fig. 6.16 for piten theoretically moved to and operated in

Florence.
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Fig. 6.15 Distribution of cooling energy producedeothe year in Wroctaw, Poland with the division
between different energy source (upper chart) amtal shares of origin of driving energy delivered

to the node (bottom chart)
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Fig. 6.16 Distribution of cooling energy produceceothe year in Florence, Italy with the division
between different energy source (upper chart) amtbial shares of origin of driving energy delivered
to the node (bottom chart)

It is clearly visible here, that only 3% of coolirgergy produced over the season in Wroctaw
is deriving from solar energy, while for the sanf@np operated in Italy the share equals 8%.
It should be also marked, that the annual average af cold from hybrid chiller in Polish
location is close to the average cost in Floreftagan be justified by several factors: the cost
rates of driving energy (district heat and electn@rgy) is higher in Italy. But meaningful is

also the fact that while the solar radiation isilade, mainly the solar absorption chiller is
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delivering cooling energy and hybrid chiller is \iorg under part load conditions and its whole
potential is not used. At the same time, the inmesit cost rates remain constant.

Next, to that observation, annual results show tllabthe annual average cost of cold from the
back-up compression chiller might be higher inylthlan in Poland. The reason for that can be
again higher cost rate of the driving electric gyebut also the fact, that the same compression
chiller is less used in Italy than in Poland. TlEgroven by the column chart above. It is
however obvious, that the system size should besigded for the real operation in the Italian

location.

6.5 Place for improvement — a control procedure

6.5.1 Concept
The aim of this part of the study is to create it algorithm that, relying on current external

conditions and defined optimization criterion, skibprovide indications on optimized flow
settings: flow rates values and valves openingigardtion. Depending on meteorological
conditions and online updated measurements, theeguse should determine the way the
chiller operates and how the streams of distri¢twetter and hot water from the solar storage
should be mixed and/or split. Optimum parameters lz&a chosen according to one adapted
criterion: economic or environmental.

The economic criterion searches for parametersiagstihe minimum value of the objective
function, that is of the cost of district heat ahekctricity consumed to drive chillers, pumps and
auxiliary devices. On the other hand, the goal mfi®nmental optimization is to find the
operation configuration minimizing the emissionhairmful substances (e.g. MIO, CO)
induced by the cumulative fossil fuel consumption.

For the sake of this research, control of the rflagsrates, and the same of the pump flow is
done by adjusting the pump speed. Variable sper@ dhould allow for the pump speed
adjustment over a continuous range. Mass flownedaired at a given time span is translated
into a required speed signal. It should be clestdyed, that for that kind of applications, study
over inertia effects should be subsequently takémaccount.

The control algorithm has been written in the farha logic procedure taking advantage of a
mathematical bisection method, coupled to an iterahcremental loop method. Its effect has
been tested on chosen operational cases.

According to a confidentiality agreement, detaitstbe procedure cannot be shared, but the
features are listed in the following section.
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6.5.2 Limit and boundary conditions
The optimization procedure is meant to work as @oraatic decision support tool for node

self-management. It works as an Input-Output tyljee procedure uses inputs which can be
divided into subgroups: constants (geometry ofsystem, geo-location, emission indicators,
performance coefficients), limitation conditions ifimal and maximal: cooling power,
temperatures, mass flow rates, valve opening levi@imal driving energy requirements of the
devices), external variables (date, hour, metegicéd conditions, DHW demand, cold
demand, heat unit price, electricity unit pricepasured state of the system (temperatures,
pressures, mass flow rates, position of the valves)

The procedure reads and converts the inputs. Thedrare a set of current information about
the node collected from the measurements acquisstystem (temperatures, mass flow rates,
valves settings, meteorological conditions), datlable from online databases (cost tariffs),
and constants (chosen optimization criterion, systieoundary conditions — technical
limitations). On the base of the current therc@infort demand (valid for one time step),
availability of driving energy streams and theiratjty, applicable price paths, chosen
optimization criterion, the algorithm should prontpe decision on how to set the valves
arrangement, what should be the mass flow ratestrict hot water and of water from hot
storage warmed by solar energy, what amount ofreleanergy is needed.

The results are returned as a report which shaaldanslated by the automatic control system

to set the desired parameters.

6.5.3 Exemplary results and discussion
Fig. 6.17 is presenting a graph where the optinadsiilow rates minimizing the economic cost

are indicated. Because of data confidentialityresllts are normalized. The mass flow rate of
district hot water and of ‘solar hot water’(watéat was warmed by the heat transfer fluid
coming from solar collectors) from the storageii®g as a percentage value of the design flow
rate given by the pump manufacturer (Design flote kalues for district hot water and solar
hot water were the same). The chart shows what fieagsate coming from the solar hot water
storage should be set and what should be theatistit water mass flow rate. The optimal pair
of mass flow rates (affecting the position of tlaés) is defined separately for different cooling
loads (defined as a part of the nominal cooling goef the whole system). For the purpose of
this simulation, it was assumed that the solarweter storage tank is fully loaded: thus the

outlet temperature from the solar hot water storigg85C, while the temperature of the

incoming district hot water: 6&.
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Fig. 6.17 Selection of optimal mass flow ratest(itishot water and water from hot water storage) t
drive the chillers system depending on the codbag and the comparison of cost indicator if the
economic optimization procedure is not used

Following the Industrial partner’s suggestion, tioee sake of this simulation, a minimum value
of district hot water driving the hybrid node isvalys assumed (it is 50% of the nominal mass
flow rate in the cycle). If the solar hot water rsige is constantly delivering heat at the
temperature level of 8&, the absorption chiller could be constantly dniamly by this heat
rate. However, the assumption of non-zero distratt water mass flow rate, forces the mass
flow rates from district network and from hot watank (heated by solar heat) to mix. The
chart presents such a selection of mass flow np#ais that assures the minimization of
operational economic cost— In the case of soldecilrs, the only energy paid for is the electric
energy consumed by the pump. If no optimizatiorcedure was applied, the cost could have
been even three times higher for the highest cgdbad here considered (27% of the rated
load). On the other hand, it is worth noticing ttte¢ chosen optimal mass flow rate of water
warmed by the heat transfer fluid (glycol-watenfr solar collectors is never the highest

possible. It is not reaching the maximum allowahkss flow rate conditions. It is limited by
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the expense on pumping energy (the higher the fltagsate, the higher the cost for the energy

spent). This phenomenon is presented on the proffég. 6.18.
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Fig. 6.18 Chart proving a minimum of cost indicaiiothe function of hot water flow rate

It is here visible that although utilizing more aoheat for energy conversion could induce
economical savings, the higher the mass flow rdtevater warmed by HTF from solar
collectors, the higher the temporary pumping cAsbne point (the extreme of the function) it
is no longer economical to increase the ‘solanteter’ mass flow rate.

According to obtained results, of which only a freant is here shown, if the control algorithm
had been applied to the node management systengoiteand environmental influence
indicators would have been lower than in a refezerase without the procedure. At the same
time, it occurred that it is not always of the heghbenefit to demand the highest mass flow
rate of water which was heated in the solar cadledklthough it was warmed by a zero-cost
source, the energy consumption of pump also cartggbto the total cost indicators (not to
mention the LCA which was out of the scope of Hnsalysis).
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Chapter 7. CONCLUSIONS

The dissertation focused on two real-existing ifegians representing two different types and
levels of complexity of solar assisted hybrid hegt&and cooling nodes. The analysis covered
a solar energy driven ammonia water chiller pladated in Florence and a substation in
Wroctaw that converts solar heat and district hetat the central heating and cooling energy
using sorption technology. The Italian plant hasrba practically operated unit since 2012,
while the hybrid node in Wroctaw was designed anitt buring realization of this thesis and
has remained a demonstration plant. Both instalatwere analysed in the terms of energy
efficiency and then, accepting exergy as the oaljonal basis to assess the cumulative
economic performance, the exergy and subsequergareonomic analyses were performed.
As simulations of two reference plants were perfamfor both Italian and Polish
meteorological conditions, the meteorological intpaon the exergy and exergo-economic
indicators can be discussed. The study over Florentstallation required a separate analysis
of each component of the chiller, while the anaysinode in Wroctaw was already modular
device-based. The two systems have a common typeesfly source, that is of solar energy.
Apart from that, however, they cannot be relateddly to each other, but rather be treated as
two examples representing solar sorption coolirdhrielogies that serve us to widen the
knowledge.

The aim of the thesis was to study and presen¢nieegy and exergy efficiency indicators of
the two installations, to investigate the meteggadal conditions’ impact on the indicators, to
verify the usefulness of exergo-economic methodpfogthe analysis, as well as to check the
potential advantages of exemplary control procesiuféae goal was achieved step by step
during the completion of this work. Detailed summsaiare presented in the following.

7.1 Summary of Part | - Solar cooling plant

Design analysis of the solar ammonia-water chiltefFlorence revealed that the nominal
Coefficient of Performance equals 0.501. If theabak boundary is widened and incoming
solar radiation and electric energy driving the pueme treated as the fuel energy streams, the
COP drops to 0.35. Similarly, if exergy is cons&tkrthe exergy efficiency of the wide system
equals 2.6%. If the driving exergy was definednesexergy product rate from solar collector,
the exergy efficiency of the solar chiller would b&.8%. These apparent differences reveal,
that not only the quality of energy matters bubalse definition of system boundaries. These

results should be interpreted wisely to avoid malaijon: the exergy efficiency of an
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absorption chiller will be always lower (if idealathines are not considered) than the exergy
efficiency of a typical compression chiller (aroud®% [76]), but one should remember that
the advantage of an absorption chiller is thagait be driven by a waste heat stream or, as in
the present case, by renewable energy. It was skimatrihe solar collector and its efficiency
parameters play a predominant role in the exerg$raietion and losses allocation. It should be
marked that it can never be the aspiration of gsgher to actually improve the exergy balance
of the solar collector by decreasing the irrevelisds occurring during reactions in the Sun at
conditions equal to black-body temperature. Theegfonly the improvement of the design of
the solar collector or introduction of control pedires (e.g. finding the optimal temperature
difference of heat transfer fluid maximizing theeeyy efficiency, like in [128]) can matter.
However, the change of exergy destruction and fossthe whole device induced by changes
in one component should be analysed. One shoukhabshat minimizing irreversibilities in
one component could lead to deterioration of penéorce in another one. These aspects could
be thoroughly addressed by an advanced exergy ssmay endo- and exogenous parts of
irreversibilities. Fig. 7.1 presents how the ptdnncrease of solar collector efficiency affects
the distribution of destructiod\Bp ;) and lossesAB, ;) in the whole cycle. The distribution of

exergy destruction and losses is related to todigy input: fuel exergy of solar radiation.
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Fig. 7.1 Distribution of relative exergy destruci®and losses in the components of the cycle in the
function of modified solar collector efficiency.

Exergy destructions in the rectifier, subcoolemmpuand valve (9) are so negligible that they
were shown as a sum in the chart. The chart helpsalize that if solar collector efficiency
parameters were potentially increased by 30%, Keegg destruction in the solar collector
component would have also dropped by 30%. Howeliex modification of the design leads
also to increase of exergy losses in the solaecwt component. Although much smaller than
destructions in the solar collector, the exergyrdesion in generator and absorber/condenser
are doubled. Hence, the processes are becoming imeversible. If a similar sensitivity
analysis was performed for the cooling water itéetperature, it would turn out that lowering
this temperature decreases the exergy loss anduckesh in almost every component.
However, it induces higher exergy destructionswo tomponents: the exergy destruction
increases in the evaporator (higher mass flow eatd)oy 11% also in the solar collector (which
is already afflicted by a considerable loss andrdeson). This confirms that exergy analysis
should be used at all levels, from design to offigie and diagnostic purposes, considering the
whole system as a set of connected components.

When the off-design analysis is considered, théedihces between operating the same

installation in Italy and in Poland emerge. Thet filoat the annual incoming beam radiation

153



obtained by a tracking surface in Florence equafskWh/nt and is 676 kWh/min Poland
directly determines a higher performance of thetesysoperated under Italian weather
conditions. Additionally, the more attractive sotadiation in Italy implies that the cooling
season lasts longer. The same, the productivitii@finalysed cooling plant is higher in Italy
(23 vs. 12 MWh of cooling energy per year).

The longer cooling season and, the same, longeatpeal time has also a positive impact on
the costs distribution. In the exergo-economic ysig) the purchased equipment costs
constitute 66% of the total capital investment cdbie overall specific investment cost of the
whole system equals 1342 €/kW of cold, which isgirally higher than the value of 1000-
1200€/kW of cold reported in the literature [17fEddrding to the analysis, having in mind that
the price of electricity is higher in Italy than Roland, the cumulative levelized cost of cold
from ammonia-water chiller operated in Italy is ab® €/kWh, while in Poland it is 13 €/kWh.

It can be concluded that more favourable meteorcdbgonditions have a positive impact on
the cumulative exergo-economic cost of the prodtitthte same cost was analysed for the peak
of the cooling season (reference day of July, 1410@ cost of cold in Italy equals 4.3€/kWh,
while in Poland: 6 €/kWh. This directly confirmstimportance of off-design analysis, also of
the exergo-economic indicators. For both locatidhe,components with the highest exergo-
economic factofi are (in order): solar collector, pump, rectifiaddahe intermediate valve. The
investment cost is mainly creating the overall ajgtroducts in these components. In the rest
of the components, the product cost is associatddtirne exergy destructions. At the same
time, the solar collector is always the most expensquipment in the plant. Therefore, even
a small reduction of its cost would bring a sigrafit saving on the cooling plant total cost rate.
Correct operation of a plant — especially of expansolutions based on renewable, requiring
high capital investments - is of primary importands an added value to the study, a simplified
but effective method of controlling the solar cottar outlet temperature (which represents the
chillers driving temperature) was proposed. Thalfpurpose is to increase the cooling power
production and thereby to increase the solar vactf the cycle. The idea relies on the
observation of the inverse trend with the solatexbbr outlet temperature - referring to the
collector efficiency and to the COP of the absanpitycle. The results presented in the thesis
show that incorporating a control strategy adapsotar collector outlet temperature could
bring a high profit to a system operated under matdeclimate conditions (such as in Poland)
and using vacuum tube solar collectors. The highestase in cooling power production takes
place during the morning and late afternoon houremwsolar radiation is low. During these

times of the day, the cooling effect can be mom@ntikdouble with the proposed control
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procedure. On the other hand, less significanit®e®aere obtained when the same strategy was
applied for the system operated in Italy and udangh-efficiency parabolic trough solar
collectors. This is mainly due to the fact thastheollectors are less sensitive to the temperature

difference between heat transfer fluid and ambiesuh the vacuum tube type.

7.2 Summary of Part Il — Advanced Hybrid Heating and Cooling node

The substation in Wroctaw fits into the definitioha hybrid heating and cooling node: it rests
on solar heat, district heating and grid-derivesc®lc energy. The incoming driving energy
streams are delivered to satisfy thermal comfoddse Useful cooling energy is obtained
converting the driving energy in a series of défar chillers: absorption, adsorption and
conventional vapour-compression refrigeration uritsterms of exergy, the node operated
under design conditions in Wroctaw delivers theureg cooling energy with aid of absorption,
hybrid and vapour-compression chillers with 7% gyeefficiency under wide boundary
conditions. If the boundary is narrowed, the inaognsolar radiation is excluded and the fuel
exergy rate is only built by the exergy of heatniréhe solar collectors, from district heat
network and electric energy. For the narrow boupdanditions, the exergy efficiency equals
22%. This value is already close to the exergyciefficy of a standard vapour-compression
chiller and it is understandable, since 65% of t¢beling effect is here produced by the
compression section of the hybrid chiller (53% atat cooling energy) and by the additional
vapour-compression chiller (12% of cold).

The whole-season off-design simulation indicated the node located in Poland is operated
for 1224 hours; if it was moved to Italy, it wouldork for 1712 hours. The operational
availability is a direct consequence of the 2-me#tmnger cooling season. The higher total
incoming solar radiation (1620 kWh#rin Italy vs 1160 kWh/rhin Poland) did not have any
impact on the daily operational time, since theliogodemand was always to be covered by
a backup chiller. Nevertheless, more convenierdrs@ldiation conditions in Italy determine
a different share of the sorption chillers outputidg the season. Thus, the exergoeconomic
balance is affected by that. If the results forigtoland Italian conditions are compared,
a difference in the hourly investment cost rateisgle. It results directly from the difference
of annual time of operation influencing the yearbgt distribution. Hence, the investment cost
rates of devices in Italy are lower.

Solar collectors are again causing the highestsimvent cost, but since the analysis is device-
based this cost is closely followed by the coghefhybrid chiller (17820 € vs 15200 €).
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The profitability of a cooling system does not odgpend on capital costs. Several factors such
as electricity cost, discount rate and operatitine deeply affect it. A controversial aspect of
the analysis is to assume a fossil-fuel derivettidisheat to drive a hybrid node in Florence.
In fact, such an energy stream is not availabléhis location and it would be attractive to
consider a list of possible driving heat streanctuiing e.g. geothermal heat. This is likely to
be a possible option, basing e.g on the currenthgemal district heating projects data [160].
According to them, the sale cost of a geothermakeeé district heat equals 0.5-0.6 €/kWh

which is ten times higher than the driving heat@assumed in this study.

7.3 Conclusions and future work ideas

After the discussion, one can conclude that, as@rgd, the meteorological conditions have an
undeniable influence on the solar integrated sygeriormance. For example, if only the direct
solar radiation can be utilized, like in the Miseridia plant, the system located in Italy receives
annually 1.7 more direct solar irradiation tharystsm located in Poland. It directly affects the
annual cold productivity — it is 1.8 higher for tegstem operated in Italy. However, it is
important to note that the same interdependence®otéde observed while analysing the cost
indicators. Levelized costs of cold for a systeneraped in Poland are higher but the ratio
between costs in Poland and in Italy is lower ttienratio between solar energy inputs. It can
be explained by the fact that the cooling seassts l@nger in more sunnier regions, and the
investments costs are distributed over a diffepemiod of time and that the operational costs
are also affected by longer exploitation. These sies of meteorological impact should
always be noticed.

Recalling the further aim of the thesis, it canrmeed concluded that the tool of a cumulative
exergo-economic analysis is especially well suited the systems taking advantage of
renewable energy sources. Disregarding the locati@analyses of solar integrated systems
have always two faces. Apart from considerable teagmnce expense, there are actually no
operational costs. If the ammonia-water chillereciasconsidered, delivery of 13 kW of cold is
connected with consumption of, approximately, OAL &f electric energy. If it was delivered
steadily during the hour, the cost would equal @0Zhe same cooling energy obtained from
a vapour-compression chiller with COP equal toifhplies 0.74 € - a nearly 40 times higher
unit cost. However, if the operational economiclgsia is supplemented by a cumulative
capital investment path and assessed by the exs@wmic analysis tool the cost indicators
are reversed. The high capital investment cosblair £ollectors and thermal sorption chillers
makes the system unprofitable and economically mnpstitive, if compared with conventional
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vapour-compression chillers. The cost of exergydpod of cold evaluated basing on the
exergo-economic analysis of a solar-assisted jphaltaly in July equalled 3 €/kWh; the same
would be 1.5 €/kWh for the conventional compressibiiler (one could consider also the
option of PV-driven compression chiller and itseetf on the cost distribution). In order to
reduce the costs, the absorption chillers coulddsigned to cooperate with a smaller number
of solar collectors or with less expensive collestor switch to a less expensive heat source
(e.g. geothermal if only it is available). This medhat one should strive to increase the COP
of the chiller, or decrease the driving temperatiréhe chiller. This is recognized at present as
a challenge of modern sorption cooling technol@gyit would have to lead to the development
of new thermodynamic cycles or new working pairsreffigerant/absorbent [21]. Exergo-
economic analyses revealed also that in both lmeatithe, as burdened with highest
irreversibilities and costs, the component of tbiarscollector should be mainly addressed
while striving to reduce the exergy destructionsrdythe optimization process. A Proper HTF
temperature increase management could improve xeege efficiency of the collector
improving the performance of the whole system.

At this point, it should be stressed that the auttas deliberately referring to the levelized cost
of cold (LCOC) as the reference result, keepingind its strong connotation with the term
‘levelized cost of electricity’ so much present nowadays literature. This highlights the
importance of cold on the market and promotes asld price holder. Additionally, the study
included in this thesis helped developing a supfmowt allowing for elaborating scenarios of
conditions at which solar integrated refrigeratsgystems can become competitive. The system
to be analysed is always embedded under defineeegamomic conditions stimulated by
weather and price-tariff factors.

However, the pessimistic conclusions resulting fexargo-economic analyses of both systems
in both locations should not discourage from malgfigrts to increase the share of renewable
energy sources in the final energy consumptionthin end, there is no better method to
minimize the consumption of non-renewable natueslources of exergy than to extract
renewable energy from nature.

This statement leads to a further conclusion, thatnext step of the wide-picture analysis
should be the exergo-environmental analysis and awiermo-ecological cost analysis. The
thermo-ecological cost, introduced in [161,162Zpvides the value of cumulative consumption
of non-renewable exergy in all chains needed tainkhe final product. The same, it treats
exergy as a proper measure allowing for evaluatfahe usefulness of natural resources and

reaches to the cradle phase.
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Apart from the cumulative impact analyses, one khalso realize that the thermal comfort
market is currently, and will most likely be, ungeing relevant transformations. The
challenges defined in Chapter 1 will for sure affitse behaviour of energy suppliers but also
of the legislators. The costs distribution wouldsgly depend on incentive programmes that
should for sure appear to attract the investotgnéibn. While striving to meet the Energy
Roadmap requirements, the nodes integrating corvehitand renewable driving energy are
and will be becoming more common. Thence, the pasits will gradually change requiring
an update of the analysis. Therefore, having adoeasstructured procedure for performance
and cost assessment, like that presented in #sssticould serve as a convenient tool to support
market development.
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APPENDIX

A

LOG-MEAN TEMPERATURE DIFFERENCES DEFINITIONS FOR AMMONHKWATER CHILLER

COMPONENTS
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APPENDIX B

METEOROLOGICAL CONDITIONS FOR REFERENCE DAYS OF THE MONSHN FLORENCE, ITALY

Table B.1 Representative days of the months ireRte® — ambient temperature

Ambient temperature, °C

hour Jan. | Feb. | Mar. | Apr. | May | Jun. | Jul. | Aug. | Sep.| Oct. | Nov. | Dec.
0 6.1 7.0 91| 109 144 177 21.@21.8| 19.1} 153 10.0 7.4
1 58| 6.5 85| 102 136 16/9 20.21.0| 184 144 9.6 7.1
2 55| 59 7.9 9.6/ 13.0 162 19.20.3| 17.8| 141 9.2] 6.7
3 51| 54 7.3 9.0/ 1283 154 184896 | 17.1| 13.44 8.7 6.3
4 46 | 4.9 6.6 8.4 11.% 14)7 14.48.8| 16,5 13.0 8.3 6.0
5 42 | 4.3 6.0 7.7/ 10.8 13/9 16.98.1| 15.8 124 7.8 5.6
6 3.7 | 3.8 5.4 7.2l 10.6 140 16.47.5| 15.2| 119 7.3 5.2
7 33| 3.2 5.0 75 11.8 154 14498.2| 151 114 6.9 438
8 28| 29 5.7 8.8| 13.2 16/8 19.49.7| 16.6| 120 6.7 45
9 33| 4.1 75| 102 146 183 21.@21.4| 18.2| 13.9 8.00 4.9
10 5.2 6.0 9.2 11.7y 16.L 199 22.23.0| 20.0f 1574 9.7 6.9
11 69| 7.8 108 131 175 213 24.245| 21.7) 173 11.2 8.6
12 85| 9.6| 124 144 18|/ 224 25%5259| 23.1] 18.4 12.% 10.0
13 96| 11.00 13.6 154 19)7 234 26.87.0| 24.2| 19.4 13.% 10.9
14 | 10.3| 11.8 143 16.1 2044 240 2V.37.8| 249 203 14.0 114
15 | 10.6| 12.2 14.7 16.5 20{7 244 28P8.3| 252/ 20 14.1 114
16 | 10.3| 12.1 147 165 209 246 28.38.5| 25.2| 20.5 13.7 10.9
17 94| 115 143 16.2 207 245 2828.2| 24.7) 19.7 128 9.8
18 8.6 | 10.5| 13.3 155 202 240 2y.@7.5| 23.7/ 184 121 9.2
19 83| 96| 123 144 192 231 26.26.4| 226, 179 11.7 89
20 79 91| 116 136 182 219 2%254| 218 173 114 8.6
21 75| 86| 11.0 129 172 209 24.245| 21.1] 16.8 11.0 8.3
22 71| 81| 10.3 122 163 199 23.23.6| 20.3] 16.2 10.6¢ 8.0
23 6.7 7.6 9.7/ 11.6 154 189 22.22.7| 19.6/ 154 103 7.7




Table B.2 Representative days of the months ireRrt® — beam radiation on tracking surface

Beam radiation, W/n?
hour
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Table B.3 Representative days of the months ireRlog — total radiation on the sloped surface (45°
facing South)

Total radiation, W/m?

hour
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APPENDIX C

METEOROLOGICAL CONDITIONS FOR REFERENCE DAYS OF THE MONTHSWROCtAW, POLAND

Table C.1 Representative days of the months in Mitoe ambient temperature

Ambient temperature, °C
hour

Jan. | Feb.| Mar. | Apr. | May | Jun. | Jul. | Aug. | Sep.| Oct.| Nov.| Dec.
0 24| -15 1.7 6.0/ 10.8 141 158 153 122 825 3.0.0
1 -25| -1.8/ 1.3 5.2 10.0 132 149 145 116 71.72 3-0.2
2 2.7 -22, 0.8 4.5 9.3 12b 142 137 110 7.2 8.5
3 -3.0| -2.6/ 0.3 3.8 85 118 134 129 104 6.7 5.8
4 -3.3| -3.0 -0.2] 31 7.7 109 1216 121 98 6.2 PA.1
5 -3.7| 34, -0.7) 24 75 110 125 1134 92 3.6 1.48.4
6 -40| -3.8, -1.2| 23 85 123 135 116 87 5.1 1.8.7
7 -43| 42, -1.2| 3.7 9.8 134 145 131 93 49 1.2.0
8 -46| 42 -0.2) 50 112 14,6 158 146 10.7 59.1 1-24
9 -43| -3.3| 1.2 6.5 12y 159 17|3 16.2 121 V.69 1-20
10 | 3.1} -1.8| 2.7 8.1 142 172 186 17.8 183.6 9.0.3 3-0.7
11 | -21| -04, 4.0 95 155 183 198 192 148 1046 | 0.4
12 | -1.0) 06| 50| 106 16 19/2 209 204 159 11%7 | 15
13 | -0.1} 13| 58| 11.% 17pb 20,0 238 21.3 16.7 12684 | 2.0
14 | 04| 19| 6.3, 12.0 18.2 20/7 224 221 17.2 1297 |62.2
15 04| 19| 64| 122 184 210 227 224 173 1294 |62.1
16 | -0.2] 16| 6.3, 122 184 212 228 225 1/.1 12586 | 14
17 | -0.7| 08| 5.7, 11.8 182 210 226 222 165 11%1 | 09
18 | -09| 03| 48, 11.0 174 205 221 215 1.6 10489 | 0.7
19 | -1.1} 0.0f 41 99 164 19/6 213 204 14.8 10.36 |40.6
20 | -1.4| -0.3] 3.7 9.00 153 186 202 193 142 994 405
21 | -16| -0.6] 3.2 8.2 142 175 192 183 1836 9.4.1 403
22 | -1.8| -09] 28 75 13.2 1644 181 17.3 181 899 30.2
23 | -20| -1.2] 23 6.7 121 15383 170 16.3 125 8.4.7 30.0
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Table C.2 Representative days of the months in #ikoe beam radiation on tracking surface

Beam radiation, W/n?
Jul. | Aug. | Sep.| Oct.
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One can observe, that in the summer months, bediatican reaching the tracking surface of
collectors (with solar azimuth angle 21° from theu) is not of maximum value during noon
hours. It can be explained with aid of the cosiifecé phenomenon. It represents the difference
between the amount of energy reaching a surfagatipgiat the sun, and a surface that is

parallel to the surface of the earth [163]. Thdembrs are not tracking Sun on an evident
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North/South axis and while at noon are pointed upsjahey cannot take the highest advantage

of the incoming direct solar radiation.

Table C.3 Representative days of the months in Mikoe total radiation on the sloped surface (45°
facing South)

Total radiation, W/m?
hour
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