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SMALL DIFFUSION AND SHORT-TIME ASYMPTOTICS

FOR PUCCI OPERATORS

ROLANDO MAGNANINI AND DIEGO BERTI

Abstract. This paper presents asymptotic formulas in the case of the follow-
ing two problems for the Pucci’s extremal operators M±. It is considered the
solution uε(x) of −ε2M±

(

∇2uε
)

+ uε = 0 in Ω such that uε = 1 on Γ. Here,

Ω ⊂ R
N is a domain (not necessarily bounded) and Γ is its boundary. It is

also considered v(x, t) the solution of vt −M±
(

∇2v
)

= 0 in Ω× (0,∞), v = 1

on Γ× (0,∞) and v = 0 on Ω×{0}. In the spirit of their previous works [3, 4],
the authors establish the profiles as ε or t → 0+ of the values of uε(x) and
v(x, t) as well as of those of their q-means on balls touching Γ. The results
represent a further step in the extensions of those obtained by Varadhan and
by Magnanini-Sakaguchi in the linear regime.

1. Introduction

Varadhan’s formulas are now more than fifty years old. Their original motiva-
tion has to do with the asymptotic behavior of probabilities. The two important
reference situations concern an elliptic boundary value problem,

ε2L[uε] = uε in Ω, uε = 1 on Γ,

and a parabolic initial-boundary value problem,

vt − L[v] = 0 in Ω× (0,∞), v = 0 on Ω× {0}, v = 1 on Γ× (0,∞).

Here, Ω is a domain in R
N , N ≥ 2, not necessarily bounded and with sufficiently

regular boundary Γ, and L is an elliptic operator. In both cases, the maximum
principle gives that the values of uε and v in Ω belong to the interval (0, 1), thus
giving grounds for a probabilistic interpretation for them.

In his seminal paper [28], Varadhan considers a uniformly elliptic linear operator
L with Hölder continuous coefficients and proves the two formulas:

lim
ε→0+

ε log uε(x) = −dL(x,Γ), x ∈ Ω,

and
lim
t→0+

4t log v(x, t) = −dL(x,Γ)2, x ∈ Ω.

Here, we denote by dL(x,Γ) the shortest distance, induced by a Riemannian metric
derived from the coefficients of L, to points on the boundary Γ from x. These two
asymptotic formulas express in a precise manner that the two families of solutions
present a boundary layer with exponential profile when ε and t → 0+.

Varadhan’s formulas have been generalized by the second author and some of
his co-authors to various nonlinear regimes. The formulas have to be modified
by possibly replacing the logarithm by a more suitable profile that depends on
the nonlinearity present in the operator L. In [19] and [26], the case of the p-
Laplace operator is considered; [22] deals with general fast diffusion non-degenerate
operators; [4] and [3] have to do with the game theoretic p-laplacian.
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2 R. MAGNANINI AND DIEGO BERTI

Besides their importance in probability theory, Varadhan-type formulas find ap-
plications to the study of isothermic or time invariant level surfaces. These are
surfaces contained in Ω that are spatial level surfaces for v(·, t) for each given time
t (invariant surfaces for the family of solutions uε can also be defined similarly).
One remarkable property of this kind of invariant surfaces is that they are parallel
(in the relevant metric) to the boundary Γ, that is the points on them have the
same distance to Γ. This fact clearly descends from Varadhan-type formulas, since
the left-hand sides (and hence the right-hand sides) of them by definition do not
depend on the position of the point on the relevant invariant surface. The fact that
dL(x,Γ) and the solutions uε or v(·, t) share the same level surface has been used
in [6], [22], [24], together with the method of moving planes, to show that compact
invariant surfaces are spheres.

Another significant consequence of Varadhan-type formulas, that also entails
invariant surfaces (and other stationary objects, such as stationary hot spots), are
formulas that even more associate the behavior of solutions for small values of
the parameters ε and t to the geometry of the domain. The first instances of
these formulas were given in [17] and [18] by the second author of this note and S.
Sakaguchi. In this introduction, we only present them for the case of the functions
uε, when L is the Laplace operator. In [17], it is proved:

(1.1) lim
ε→0+

(

R

ε

)
N+1

2
∫

BR(x)

uε(y) dy = cN Π0(zx)
− 1

2 .

Here, cN is a numerical constant, BR(x) is a ball contained in Ω and such that

BR(x) ∩
(

R
N \ Ω

)

= zx, and Πm : Γ → R is defined by

Πm =











N−1
∏

j=m+1

(1−Rκj) for m = 0, 1, . . . , N − 2,

1 for m = N − 1,

where κj , j = 1, . . . , N − 1, are the principal curvatures of Γ (at points in Γ). Of
course, Γ is assumed to be at least of class C2; Γ may also be non-compact.

When the set BR(x) ∩
(

R
N \ Ω

)

is larger, a more accurate formula in [18] gives:

(1.2) lim
ε→0+

(

R

ε

)
N−1−m

2
∫

∂BR(x)

ϕ(y)uε(y) dSy = cN,m

∫

M

ϕ(y)Πm(y)−
1
2 dMy.

Here, cN,m is a numerical constant, M is a connected component of ∂BR(x) ∩ Γ
and is an m-dimensional submanifold of ∂BR(x) (0 ≤ m ≤ N − 1) with possibly
non-empty boundary, ϕ is any continuous function whose support does not intersect
the closure of ∂BR(x)∩(Γ\M), and dMy is the volume element on the submanifold
M . When m = 0, M and dMy are regarded as a point and the Dirac measure at
that point.

Formulas like (1.1) and (1.2) and their parabolic counterparts have been used
to show that, under sufficient assumptions, non-compact invariant surfaces have
planar or cylindrical symmetry (see [20], [23], [16], [15]), or that certain convex
polygons are invariant under the action of some specific groups of rotations if a
stationary hot spot is present (see [18], [21]).

The purpose of this paper is to investigate on similar asymptotic formulas for the
so-called Pucci’s extremal operators (see [25]). These are fully nonlinear operators
that can be defined for every X in the space S

N of N ×N symmetric matrices by
the formulas

(1.3) M
−(X) = Λ

∑

λi<0

λi + λ
∑

λi>0

λi and M
+(X) = λ

∑

λi<0

λi + Λ
∑

λi>0

λi,
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being λi = λi(X), i = 1, . . . , N the eigenvalues of X . Here, λ and Λ are given
numbers such that 0 < λ ≤ Λ. We shall thus consider the respective solutions uε±
and v± of the problems

(1.4) − ε2M±(∇2u) + u = 0 in Ω, u = 1 on Γ,

and

(1.5) vt−M
±(∇2v) = 0 in Ω×(0,∞), v = 0 on Ω×{0}, v = 1 on Γ×(0,∞),

and study their behavior as ε or t→ 0+. Here, we mean that the differential equa-
tions in (1.4) and (1.5) are satisfied according to the theory of viscosity solutions
(see [7]). Also, we specify that if Ω is unbounded, we consider only the bounded
solution of (1.4) or (1.5).

Pucci’s extremal operators emerge in the study of stochastic control in the case
in which the diffusion coefficient is a control variable ([1], [12], [13], [14]). They
have also been used to provide a natural definition of uniform ellipticity for fully
nonlinear operators in the theory of viscosity solutions. In fact, a fully nonlinear
operator F : Ω× R× R

N × S
N → R is said to be uniformly elliptic if

M
−(X − Y ) ≤ F (x, s, ξ, Y )− F (x, s, ξ,X) ≤ M

+(X − Y ),

for any (x, s, ξ) ∈ Ω× R× R
N and X,Y ∈ S

N (see [7], [11]).
Despite their full nonlinearity, M± share some useful features with the already

mentioned game-theoretic p-laplacian ∆G
p , that is instead quasi-linear, since its

action on a given function u can be formally defined by

p∆G
p u = ∆u+ (p− 2)

〈∇2u∇u,∇u〉
|∇u|2

(notice that for p = 2, ∆G
p coincides with ∆/2). Indeed, besides being uniformly

elliptic, M± and ∆G
p are both positively 1-homogeneous and rotation invariant but,

more importantly, if Ω is either a half-space, a ball, or the exterior of a ball, the
solutions of (1.4) and (1.5) can be retrieved by some relevant changes from those
obtained in [3] and [4] with ∆G

p in place of M±.
With these remarks in mind, we now present the main results in this paper.

In what follows, given a (positive strictly increasing) modulus of continuity ω, we
say that an open set Ω is of class C0,ω if its boundary Γ is locally the graph of
a continuous function with modulus ω. Associated with ω, we will consider the
function ψω : [0,∞) → [0,∞) defined at σ ≥ 0 as the distance of the point (0, σ)
to the graph of ω (for details see (3.4)). Also, we shall denote for short by dΓ(x)
the shortest Euclidean distance from x to points on the boundary Γ.

Theorem 1.1 (Small diffusion asymptotics). Let Ω be a bounded open set and let
uε± be the respective solutions of (1.4). The following claims hold true.

(i) If Γ = ∂
(

R
N \ Ω

)

, then we have that

lim
ε→0+

ε loguε−(x) = −dΓ(x)√
λ
, lim

ε→0+
ε log uε+(x) = −dΓ(x)√

Λ
,

for any x ∈ Ω.
(ii) If Ω is of class C0,ω, then as ε→ 0+ it holds that

ε log uε− +
dΓ√
λ
=

{

O (ε log | logψω(ε)|) if N = 2 and λ = Λ,

O (ε logψω(ε)) if N 6= 2 or λ 6= Λ,

ε log uε+ +
dΓ√
Λ

=











O (ε log ε) if Λ > λ(N − 1),

O (ε log | logψω(ε)|) if Λ = λ(N − 1),

O (ε logψω(ε)) if Λ < λ(N − 1),
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uniformly on compact subset of Ω.

In the parabolic regime, we obtain a somewhat weaker result.

Theorem 1.2 (Short-time asymptotics). Let Ω be a bounded open set and let v±

be the respective solutions of (1.5). The following claims hold true.

(i) If Γ = ∂
(

R
N \ Ω

)

, then we have that

(1.6) lim
t→0+

4t log v−(x, t) = −dΓ(x)
2

λ
, lim

t→0+
4t log v+(x, t) = −dΓ(x)

2

Λ
,

for every x ∈ Ω.
(ii) If Ω is of class C0,ω, then as t→ 0+ we have that

4t log v−(x, t) +
dΓ(x)

2

λ
= O (t logψω(t)) ,(1.7)

4t log v+(x, t) +
dΓ(x)

2

Λ
= O (t logψω(t)) ,(1.8)

uniformly on every compact subset of Ω.

Once Theorems 1.1 and 1.2 are settled, we can easily derive formulas similar to
(1.1) for Pucci operators. We shall present them in Section 5. In Section 2, we shall
derive our asymptotic formulas in some spherically symmetric domains, in which
solutions can be explicitly computed. These formulas will then be used to construct
barriers for the problems in general domains in Section 3. The proofs of Theorems
1.1 and 1.2 will be carried out in Subsections 3.2 and 4.2, respectively.

This paper is dedicated to our friend and colleague Sergio Vessella on the occasion
of his 65th birthday. Carlo Pucci, the inventor of the eponymous operators, was
the advisor of the second author and Sergio’s mentor. We thought that this paper
could be an ideal gift to Sergio.

2. Small diffusion asymptotics in symmetric domains

2.1. Preliminaries on Pucci operators. As already mentioned, the operators
M

± defined in (1.3) are fully nonlinear, in the sense that they are nonlinear in the
variable X . Also, −M

± are uniformly elliptic by definition, and hence (degenerate)
elliptic for the theory of viscosity solutions, as shown in [7] or by direct inspection.
The positive homogeneity is evident. Another equivalent definition of M± can be
given by introducing the set Aλ,Λ of all matrices A ∈ S

N such that λ I ≤ A ≤ Λ I,
that means that λ |ζ|2 ≤ 〈Aζ, ζ〉 ≤ Λ |ζ|2 for every ζ ∈ R

N . In fact, it holds that

M
−(X) = inf

A∈Aλ,Λ

tr (AX) , M
+(X) = sup

A∈Aλ,Λ

tr (AX) .

From this definition, we easily infer in particular that

M
− (∇2u

)

≤ ∆G
p u ≤ M

+
(

∇2u
)

,

for λ = min
{

1
p ,

p−1
p

}

and Λ = max
{

1
p ,

p−1
p

}

.

For an extensive overview of the main properties of the operators M± defined in
(1.3), see [5].

2.2. Pucci operators on radial functions. Assume that u is a spherically sym-
metric function, namely u(x) = u(r), where r = |x|. We can explicitly calculate
M

± (∇2u
)

in terms of the radial derivatives ur and urr:

M
− (∇2u

)

= β (urr) +
N − 1

r
β (ur) ,(2.1)

M
+
(

∇2u
)

= γ (urr) +
N − 1

r
γ (ur) ,(2.2)
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where β(σ) = min(λσ,Λσ) and γ(σ) = max(λσ,Λσ) = −β(−σ) for σ ∈ R. We note
that the functions γ and β are just linear in the case their arguments do not change
sign.

2.3. Radial solutions of problem (1.4). We summarize [2, Lemmas 2.3, 2.4] in
the following technical lemma.

Lemma 2.1 (Modified Bessel functions). Let two numbers a > 0 and b > −1 be
given and let f, g : [0,∞) → (0,∞) be the functions defined by

g(σ) =

∫ π

0

eaσ cos θ (sin θ)b dθ, f(σ) =

∫ ∞

0

e−aσ cosh θ (sinh θ)b dθ,

for any σ ≥ 0.
Then, f and g are both solutions in (0,∞) of the equation

−h′′ − b+ 1

σ
h′ + a2h = 0,

and are such that g′, g′′ ≥ 0 and f ′ ≤ 0, f ′′ ≥ 0.
Moreover, we have that

(2.3) g(σ) = 2
b−1
2 Γ

(

b+ 1

2

)

(aσ)−
b+1
2 eaσ {1 +O(1/σ)} ,

(2.4) f(σ) = 2
b−1
2 Γ

(

b+ 1

2

)

(aσ)−
b+1
2 e−aσ

{

1 +O(1/σ)
}

,

as σ → ∞, and

(2.5) f(σ) =



















(aσ)
−b

Γ (b)
{

1 + o(1)
}

if b > 0,

− log(aσ) +O(1) if b = 0,
√
π

2 sin(bπ/2)

Γ( b+1
2 )

Γ( b
2+1)

+ o(1) if − 1 < b < 0,

as σ → 0+.

We now derive the solutions and their relevant asymptotics for the case of a ball.

Lemma 2.2 (Solutions in the ball). Let Ω = BR(0). Then the solutions of (1.4)
are given by the functions uε± defined by

(2.6) uε−(x) =

∫ π

0 e
|x|
ε

cos θ√
λ (sin θ)

N−2
dθ

∫ π

0
e

R
ε

cos θ√
λ (sin θ)

N−2
dθ

, uε+(x) =

∫ π

0 e
|x|
ε

cos θ√
Λ (sin θ)

N−2
dθ

∫ π

0
e

R
ε

cos θ√
Λ (sin θ)

N−2
dθ

,

for any x ∈ Ω. Moreover, we have that

ε loguε− +
dΓ√
λ
= O (ε log ε) , ε loguε+ +

dΓ√
Λ

= O (ε log ε) ,

uniformly on Ω as ε→ 0+.

Proof. By uniqueness is sufficient to check that uε± satisfies (1.4). We just verify
the case of uε−.

We write uε−(x) = u(r) with r = |x|. Since u(x) = g(r)/g(R), where g is given

in Lemma 2.1 with a = 1/(
√
λ ε) and b = N − 2, we have that

urr + (N − 1)
ur
r

=
u

ε2λ
in (0, R).

Since both ur and urr are positive in (0, R) (see Lemma 2.1), then we have that

M
− (∇2uε−(x)

)

= λ

{

urr(r) + (N − 1)
ur(r)

r

}

= ε−2u(r) = ε−2uε−(x),
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and hence uε− satisfies the differential equation in (1.4) corresponding to the nega-
tive superscript. A direct inspection also gives that uε− = u(R) = 1 on Γ.

Now, we observe that

uε−(x) e
a(R−|x|) =

∫ π

0
e−a|x|(1−cosθ) (sin θ)N−2 dθ

∫ π

0
e−aR(1−cos θ) (sin θ)N−2 dθ

is monotonic with respect to |x|. Thus,

1 ≤ uε−(x) e
a(R−|x|) ≤

∫ π

0 (sin θ)
N−2

dθ
∫ π

0
e−aR(1−cos θ) (sin θ)

N−2
dθ
,

and hence

0 ≤ ε log uε−(x) + εadΓ(x) ≤

ε log

{
∫ π

0

(sin θ)N−2 dθ

}

− ε log

{
∫ π

0

e−aR(1−cos θ) (sin θ)N−2 dθ

}

.

We thus infer the desired asymptotics by just observing that

ε log

{
∫ π

0

e−aR(1−cos θ) (sin θ)
N−2

dθ

}

=

ε log







2
N−3

2 Γ

(

N − 1

2

)

(√
λ ε

R

)

N−1
2

[1 +O(ε)]







as ε→ 0+,

thanks to (2.3) of Lemma 2.1. �

The next lemma provides the radial solutions of (1.4) for the exterior problem.

Lemma 2.3 (Solutions in the exterior of a ball). Let Ω = R
N \BR(0). Then, the

solutions of (1.4) are the functions uε± defined by

uε−(x) =

∫∞
0
e
− |x|

ε
cosh θ√

λ (sinh θ)−1+(N−1)Λ/λ dθ
∫∞
0 e

−R
ε

cosh θ√
λ (sinh θ)

−1+(N−1)Λ/λ
dθ

,

uε+(x) =

∫∞
0
e
− |x|

ε
cosh θ√

Λ (sinh θ)
−1+(N−1)λ/Λ

dθ
∫∞
0 e

−R
ε

cosh θ√
Λ (sinh θ)

−1+(N−1)λ/Λ
dθ

,

for any x ∈ Ω . Moreover, we have that

ε log uε− +
dΓ√
λ
= O (ε) , ε loguε+ +

dΓ√
Λ

= O (ε) ,

uniformly on compact subsets of Ω as ε→ 0+.

Proof. As before, we let uε−(x) = u(r) with r = |x|. We then observe that u(r) =

f(r)/f(R), where this time f is given in Lemma 2.1 with a = 1/(
√
λ ε) and b =

−1 + (N − 1)Λ/λ. Also, Lemma 2.1 informs us that ur(r) < 0 e urr(r) > 0, and
hence we have that

M
− (∇2uε−(x)

)

= λ

{

urr(r) +
Λ

λ

N − 1

r
ur(r)

}

= ε−2u(r) = ε−2uε−(x).

The boundary values of uε− can be verified by inspection as before.

Now, the asymptotic formula follows since the function uε(x) ea(|x|−R) is mono-
tonic in |x| and hence, for a given δ > 0, we have that

∫∞
0 eaδ(1−cosh θ) (sinh θ)

b
dθ

∫∞
0
eaR(1−cosh θ) (sinh θ)b dθ

≤ uε(x) ea(|x|−R) ≤ 1 for |x| ≤ δ.
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Indeed, the last inequality gives that

ε log

{

∫∞
0
eaδ(1−cosh θ) (sinh θ)b dθ

∫∞
0
eaR(1−cosh θ) (sinh θ)b dθ

}

≤ ε log{uε(x)} + aεdΓ(x) ≤ 0.

We conclude by noticing that, by (2.4) of Lemma 2.1, it holds that

ε log

{

∫∞
0 eaδ(1−cosh θ) (sinh θ)

b
dθ

∫∞
0 eaR(1−cosh θ) (sinh θ)

b
dθ

}

= ε log







(

R

δ

)

(N−1)Λ
2λ

[1 +O(ε)]







,

as ε→ 0. �

3. Small diffusion asymptotics in general domains

In this section, we will use the radially symmetric solutions to construct useful
barriers for problem (1.4) in quite general domains.

3.1. Barriers from above and below. We first recall a comparison principle
for the differential equation in (1.4), that works even in unbounded domains. The
result is an application of [27, Theorem 2.2] (see also [11, Proposition 5.5]).

Lemma 3.1. Let u and u be a sub-solution and a super-solution of the first equation
in (1.4), in the viscosity sense. Assume that u and u are continuous and bounded
on Ω, and that u ≤ u on Γ. Then, it holds that u ≤ u on Ω.

The following two lemmas are based on Lemmas 2.2 and 2.3.

Lemma 3.2 (Barriers from above). Assume that uε± are the solutions of (1.4).
Then, it holds that

(3.1)

ε log uε−(x) +
dΓ(x)√

λ
≤ ε log





∫ π

0
(sin θ)N−2 dθ

∫ π

0
e
− dΓ(x)

ε
1−cos θ√

λ (sin θ)N−2 dθ



 ,

ε log uε+(x) +
dΓ(x)√

Λ
≤ ε log





∫ π

0
(sin θ)N−2 dθ

∫ π

0
e
− dΓ(x)

ε
1−cos θ√

Λ (sin θ)N−2 dθ



 ,

for any x ∈ Ω.

Proof. Since for any x ∈ Ω, BR(x) with R = dΓ(x) is contained in Ω then, if u
is the solution of (1.4) for BR(x), an application of the comparison principle gives

that uε ≤ u on BR(x), and hence at x. Thus, (3.1) follows at once from Lemma
2.2. �

Lemma 3.3 (Barriers from below). Assume that uε± are the solutions of (1.4) and

take a point z ∈ R
N \ Ω. Then, it holds that

(3.2)

ε loguε−(x) +
|x− z| − dΓ(z)√

λ
≥

ε log





∫∞
0 e

− |x−z|
ε

cosh θ−1√
λ (sinh θ)

−1+(N−1)Λ/λ
dθ

∫∞
0 e

−dΓ(z)

ε
cosh θ−1√

λ (sinh θ)
−1+(N−1)Λ/λ

dθ



 ,

ε loguε+(x) +
|x− z| − dΓ(z)√

Λ
≥

ε log





∫∞
0 e

− |x−z|
ε

cosh θ−1√
Λ (sinh θ)

−1+(N−1)λ/Λ
dθ

∫∞
0 e

−dΓ(z)

ε
cosh θ−1√

Λ (sinh θ)
−1+(N−1)λ/Λ

dθ



 ,

for any x ∈ Ω.
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Proof. If we set R = dΓ(z), we have that Ω is contained in R
N \ BR(z). We now

apply the comparison principle to uε− and the solution u of (1.4) relative to the

domain R
N \ BR(z). We thus obtain that uε ≥ u on Ω and the first statement in

(3.2) clearly follows from Lemma 2.3. �

3.2. Asymptotics in general domains. The desired asymptotic formulas of The-
orem 1.1 are obtained from Lemmas 3.2 and 3.3.

Proof of Theorem 1.1, part (i). If x ∈ Γ, the formula follows from the fact that
ε log uε(x) is constantly equal to zero. For any x ∈ Ω and z ∈ R

N \ Ω, by using
both estimates in (3.1) and (3.2), we have that

(3.3) ε log





∫ π

0 (sin θ)
N−2

dθ
∫ π

0 e
−dΓ(x)

ε
1−cos θ√

λ (sin θ)
N−2

dθ



 ≥ ε loguε−(x) +
dΓ(x)√

λ
≥

dΓ(x) − |x− z|+ dΓ(z)√
λ

+ ε log





∫∞
0 e

− |x−z|
ε

cosh θ−1√
λ (sinh θ)

−1+(N−1)Λ/λ
dθ

∫∞
0 e

− dΓ(z)

ε
cosh θ−1√

λ (sinh θ)
−1+(N−1)Λ/λ

dθ



 .

By letting ε→ 0+, we then obtain that

1√
λ
{dΓ(x) − |x− z|+ dΓ(z)} ≤

lim inf
ε→0+

{

ε loguε−(x) +
dΓ(x)√

λ

}

≤ lim sup
ε→0+

{

ε log uε−(x) +
dΓ(x)√

λ

}

≤ 0.

Now, we take y ∈ Γ such that |y − x| = dΓ(x) and we let z → y. We obtain that
both dΓ(z) and dΓ(x)− |x− z| vanish, and hence we conclude the proof.

For the case of uε+, we proceed similarly. �

In order to obtain uniform estimates, we detail the definition of domain of class
C0,ω outlined in the introduction. Let ω : (0,∞) → (0,∞) be a strictly increasing
continuous function such that ω(0+) = 0. We say that a domain Ω is of class C0,ω,
if there exists a number r > 0 such that, at every point x0 ∈ Γ, there is a coordinate
system (y′, yN) ∈ R

N−1 × R, and a function ζ : RN−1 → R such that

(i) Br(x0) ∩ Ω = {(y′, yN) ∈ Br(x0) : yN < ζ(y′)},
(ii) Br(x0) ∩ Γ = {(y′, yN) ∈ Br(x0) : yN = ζ(y′)},
(iii) |ζ(y′)− ζ(z′)| ≤ ω(|y′ − z′|) for all (y′, ζ(y′)), (z′, ζ(z′)) ∈ Br(x0) ∩ Γ.

We then let ψω : [0,∞) → [0,∞) be the function defined by

(3.4) ψω(σ) = inf
s≥0

√

s2 + [ω(s)− σ]2 for σ ≥ 0.

Proof of Theorem 1.1, part (ii). We fix a compact subset K of Ω and we set

d = max
K

dΓ.

To obtain the uniform convergence in (3.3) we will choose z = zε independently
on x ∈ K, as follows. Since Ω is of class C0,ω , for a fixed x ∈ K, we take y ∈ Γ
minimizing the distance to x, and consider a coordinate system in R

N−1 × R such
that y = (0′, 0). If we take zε = (0′, ε), then zε ∈ R

N \ Ω when ε ≤ d is sufficiently
small. Also, we have that |x− zε| ≤ dΓ(x) + ε ≤ 2d and that dΓ(zε) ≥ ψω(ε).
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Hence, (3.3) reads as

− ε√
λ
+ ε log

[

∫∞
0
e
−2d cosh θ−1

ε
√

λ (sinh θ)
−1+(N−1)Λ/λ

dθ
∫∞
0 e

− cosh θ−1

ε
√

λ
ψω(ε)

(sinh θ)
−1+(N−1)Λ/λ

dθ

]

≤

ε log uε−(x) +
dΓ(x)√

λ
≤ ε log

[

∫ π

0 (sin θ)
N−2

dθ
∫ π

0
e
− d

ε
√

λ
(1−cos θ)

(sin θ)N−2 dθ

]

.

A similar chain of inequalities can be obtained for uε+, by simply switching the roles
of λ and Λ. In any case, from (2.3) in Lemma 2.1, we easily infer that the last term
is O (ε log ε) as ε→ 0+.

Next, to take care of the first term, we consider the quantity

ηε(λ,Λ) =

∫∞
0 e

−2d cosh θ−1

ε
√

λ (sinh θ)
−1+(N−1)Λ/λ

dθ
∫∞
0
e
− cosh θ−1

ε
√

λ
ψω(ε)

(sinh θ)−1+(N−1)Λ/λ dθ
,

for the case of uε−, and apply (2.4) with σ = 2d/(ε
√
λ) at the numerator and

(2.5) with σ = ψω(ε)/(ε
√
λ) at the denominator. In both cases we set a = 1 and

b = −1 + (N − 1)Λ/λ = N − 2 + (N − 1)(Λ/λ− 1) ≥ 0. Notice that b = 0 if and
only if N = 2 and λ = Λ. Hence, if N 6= 2 or λ 6= Λ, from (2.5) with b > 0 we see
that

ηε(λ,Λ) =
Γ
(

b+1
2

)

2Γ (b) d
b+1
2 λ

b−1
4

ε
1−b
2 ψω(ε)

b {1 + o(1)} as ε→ 0+,

which gives that

ε log ηε(λ,Λ) = O (ε logψω(ε)) as ε→ 0+.

If N = 2 and λ = Λ, we apply (2.5) with b = 0 and hence we infer that

ηε(λ,Λ) =
2−

1
2Γ
(

1
2

)

(

2d
ε
√
λ

)− 1
2 {1 + o(1)}

log
(

ε
√
λ

ψω(ε)

)

+O(1)
as ε→ 0+,

which gives that ε log ηε(λ,Λ) = O (ε log | logψω(ε)|) as ε→ 0+.
In the case of uε+, we must work with ηε(Λ, λ), instead. In particular, we must

choose b = −1 + (N − 1)λ/Λ, and this means that b may be positive, zero, and
also negative. The cases b ≥ 0, that correspond to the range Λ ≤ (N − 1)λ, can be
settled by arguing as above.

It only remains to settle the case in which −1 < b < 0, that occurs when
Λ > (N − 1)λ. We can still apply Lemma 2.1 and obtain that

ηε(Λ, λ) =
sin
(

bπ
2

)

Γ(1 + b/2)λ
b+1
4

√
π d

b+1
2

ε
b+1
2 {1 + o(1)} as ε→ 0+,

which gives that ε log ηε(Λ, λ) = O (ε log ε) as ε→ 0+. �

Remark 3.4. Observe that, if we set N+
λ,Λ = 1+(N −1)λ/Λ, part (ii) of Theorem

1.1 can be rephrased as follows:

ε log uε +
dΓ√
Λ

=











O (ε log ε) if N+
λ,Λ < 2,

O (ε log | logψω(ε)|) if N+
λ,Λ = 2,

O (ε logψω(ε)) if N+
λ,Λ > 2.

It is worth noting that N+
λ,Λ comes into play to determine the threshold for the

existence of non-trivial solutions of the problem

M
+
(

∇2u
)

+ up = 0 in R
N , u ≥ 0 in R

N ,
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as shown in [8, 9].

4. Small time asymptotics in general domains

In this section, we consider the solution v = v(x, t) of the initial-boundary value
problem (1.5):

vt −M
±(∇2v) = 0 in Ω× (0,∞), v = 0 on Ω× {0}, v = 1 on Γ× (0,∞).

The following parabolic comparison principle is a corollary of [10, Theorem 2.1]
(see also [4, Theorem A.1]). We stress the fact that the relevant functions need not
be totally bounded.

Lemma 4.1. Let u(x, t) and w(x, t) be a sub-solution and a super-solution in the
viscosity sense of the first equation in (1.5). Assume that u and w are continuous.
Moreover, suppose that u and −w are bounded from above.

Suppose that u ≤ w on Γ× (0,∞) ∪Ω× {0}. Then, u ≤ w on Ω× (0,∞).

4.1. Barriers from above and below. The next lemma provides barriers from
above for v±, based essentially on estimating v± in balls by means of uε±. In [4] the
analog in the case of the game-theoretic p-laplacian was obtained by employing a
version of the Laplace transform (see [4, Lemma 2.8 and formula (2.17)]). We need
here a different proof which relies on an application of Lemma 4.1.

Lemma 4.2 (Parabolic barriers from above). Assume that v± satisfies (1.5).
For any (x, t) ∈ Ω× (0,∞) it holds that

(4.1)

4t log v−(x, t) ≤ −dΓ(x)
2

λ
+ 4t log





∫ π

0
(sin θ)N−2 dθ

∫ π

0 e−
dΓ(x)2

2λt
(1−cos θ) (sin θ)

N−2
dθ



 ,

4t log v+(x, t) ≤ −dΓ(x)
2

Λ
+ 4t log





∫ π

0 (sin θ)
N−2

dθ
∫ π

0 e−
dΓ(x)2

2Λt
(1−cos θ) (sin θ)

N−2
dθ



 .

Proof. We prove (4.1) for the case v−. With obvious adjustments, the proof for
v+ runs similarly. First, we observe that if x ∈ Γ then (4.1) is trivially satisfied.
If x ∈ Ω we argue as follows. Consider the ball B ⊂ Ω centered at x with radius
dΓ(x). Fix the parameter ε > 0. Define, for x′ ∈ B and t > 0,

w(x′, t) = et/ε
2

uε−(x
′),

where uε− is the solution of (1.4) in B. Since M
− is positively one-homogeneous

and uε− solves (1.4), it is a plain inspection to verify that

wt −M
− (∇2w

)

= 0 in B × (0,∞),

w = e
t

ε2 > 1 on ∂B × (0,∞),

w = uε > 0 on B × {0}.
Lemma 4.1 gives that v− ≤ w in B × (0,∞) and in particular at the center of

B, that is v−(x, t) ≤ w(x, t), for any t > 0. By recalling (2.6), we obtain that, for
any t, ε > 0,

4t log v−(x, t) ≤ 4t

(

t

ε2
− dΓ(x)

ε
√
λ

)

+ 4t log





∫ π

0
(sin θ)N−2 dθ

∫ π

0
e
− dΓ(x)

ε
√

λ
(1−cos θ)

(sin θ)N−2 dθ



 .

Hence, after choosing ε = 2
√
λ

dΓ(x)
t, we get (4.1) for v−. �

In the next lemma we present global sub-solutions for the differential equation
in (1.5) that are instrumental to construct barriers from below for v±.
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Lemma 4.3. The functions Φ±, defined for any x ∈ R
N and t > 0 by

(4.2) Φ−(x, t) = t−
NΛ
2λ e−

|x|2
4λt and Φ+(x, t) = t−

1
2−

(N−1)λ
2Λ e−

|x|2
4Λt ,

satisfy

(4.3)
Φ−
t −M

− (∇2Φ−) ≤ 0 in R
N × (0,∞),

Φ+
t −M

+
(

∇2Φ+
)

≤ 0 in R
N × (0,∞).

Proof. Inequalities (4.3) follow from direct computations by taking into considera-
tion (2.1)-(2.2). Indeed, for Φ− we get that

Φ−
t (x, t)−M

− (∇2Φ−(x, t)
)

=















λ− Λ

2λt
Φ−(x, t) if |x|2 ≥ 2λt

|x|2(λ− Λ)

4λ2t
Φ−(x, t) elsewhere.

Analogously, for Φ+ we get that

Φ+
t (x, t) −M

+
(

∇2Φ+(x, t)
)

=











0 if |x|2 ≥ 2Λt

Λ− λ

4Λ2t2
(

|x|2 − 2Λt
)

Φ+(x, t) elsewhere.

The claim than follows by an inspection. �

Lemma 4.4 (Parabolic barriers from below). Assume that v± is the solution of
(1.5). Let z ∈ R

N \ Ω and δ = dΓ(z).
Then, we have that

(4.4)
v−(x, t) ≥ A−t

−NΛ
2λ e−

|x−z|2
4λt in Ω× (0,∞) ,

v+(x, t) ≥ A+t
− 1

2−
(N−1)λ

2Λ e−
|x−z|2

4Λt in Ω× (0,∞),

where

(4.5) A− =

{

δ2e

2NΛ

}
NΛ
2λ

, A+ =

{

δ2e

2 [(N − 1)λ+ Λ]

}

(N−1)λ+Λ
2Λ

.

Proof. We prove (4.4) for the case “−”. The other case follows similarly. We apply
Lemma 4.1 to v− and the function Ω× (0,∞) ∋ (x, t) 7→ A−Φ−(x− z, t), obtained
from Φ− in (4.2) after translating by z and multiplying by the positive real number
A− defined by

1

A−
= max{Φ−(x, t) : x ∈ Ω× (0,∞)} =

{

δ2e

2NΛ

}−NΛ
2λ

.

Since M
− is translation invariant and positively one-homogeneous, from (4.3) it

follows that A−Φ−(x− z, t) is a sub-solution of the first equation in (1.5). A direct
inspection shows that A−Φ−(x − z, t) tends to 0 as t → 0+, for any x ∈ Ω. Also,
we have that A−Φ−(x− z, t) ≤ 1 on Γ× (0,∞) by construction. Then Lemma 4.1
gives (4.4). �

4.2. Asymptotics in general domains. In this subsection, we prove Theorem
1.2.

Proof of Theorem 1.2 part (i). We prove (1.6) only for v−, since the proof for v+

runs similarly with obvious adjustments. For any x ∈ Ω and z ∈ R
N \ Ω, from
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Lemmas 4.2 and 4.4, it follows that

(4.6) 4t logA− − 2
NΛ

λ
t log t− |x− z|2

λ
≤ 4t log v−(x, t) ≤

− dΓ(x)
2

λ
+ 4t log





∫ π

0 (sin θ)
N−2

dθ
∫ π

0
e−

dΓ(x)2

2λt
(1−cos θ) (sin θ)

N−2
dθ



 ,

for any t > 0. Thus, as t→ 0+ we get:

−|x− z|2
λ

≤ 4 lim inf
t→0+

{t log v−(x, t)} ≤ 4 lim sup
t→0+

{t log v−(x, t)} ≤ −dΓ(x)
2

λ
.

Formula (1.6) then follows by letting z → y ∈ Γ, where y ∈ Γ is such that |y− x| =
dΓ(x). �

Recall that, given Ω ∈ C0,ω, the function ψω is defined by (3.4).

Proof of Theorem 1.2 part (ii). We prove (1.7) only for v−, since for v+ we argue
similarly. Let K be a compact subset of Ω and let d be the number already defined
in the proof of Theorem 1.1.

For a given x ∈ K, let y ∈ Γ be a point minimizing the distance from x to Γ
and consider the coordinate system in R

N−1 × R such that y = (0′, 0). In this
coordinate system, for t > 0, we choose zt = (0′, t). Then, zt ∈ R

N \ Ω when
t ≤ d is sufficiently small. This implies that |y − zt| = t, dΓ(zt) ≥ ψω(t) and that

dΓ(x)
2 − |x− zt|2 ≥ dΓ(x)

2 − (dΓ(x) + t)
2 ≥ − (t+ 2d) t.

Hence, from (4.6) it follows that

(4.7) 2
NΛ

λ
t log

{

ψω(t)
2e

2NΛ

}

− 2
NΛ

λ
t log t− (t+ 2d) t

λ
≤

4t log v−(x, t) +
dΓ(x)

2

λ
≤ 4t log

[

∫ π

0
(sin θ)N−2 dθ

∫ π

0
e−

d2

2λt
(1−cos θ) (sin θ)N−2 dθ

]

.

A direct inspection reveals that the left-hand side of (4.7) vanishes uniformly, as
t→ 0+, as O (t logψω(t)). The application of (2.3) in Lemma 2.1 with σ = d2/(2Λt)
gives that the right-hand side of (4.7) vanishes as O (t log t), for t→ 0+. Thus, we
have obtained (1.7). �

5. Formulas for q-means

Before moving on, we recall the definition of q-means on balls. Set 1 ≤ q ≤ ∞.
Consider a continuous function u : B → R over a ball B. The q-mean of u on B is
the unique minimum point of the function R ∋ µ 7→ ‖u− µ‖Lq(B).

In Theorems 5.1 and 5.2 we provide the respective asymptotic profiles as ε→ 0+

and t → 0+ of the q-means of uε± and v± (·, t) on balls touching the boundary Γ.
These formulas extend those obtained by Berti and Magnanini in [3, Theorem 3.5]
and [4, Theorem 3.5] concerning the game-theoretic p-laplacian. Since the proofs
of Theorems 5.1 and 5.2 substantially mimic those in [3] and [4], respectively, we
only summarize here the main steps.

Throughout this section, we assume that Ω is of class C2 and that x ∈ Ω is such
that BR(x) ∩

(

R
N \ Ω

)

= {zx}, for some R > 0 and zx ∈ Γ such that κj(zx) <
1
R

for j = 1, . . . , N − 1. Also, we set

Π0(zx) =
N−1
∏

j=1

[1−Rkj(zx)] .
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Theorem 5.1. Let uε± be the solution of (1.4). For 1 < q ≤ ∞, let µ±
q,ε(x) be the

q-mean of uε± on BR(x).
Then, for any 1 < q <∞, it holds:

(5.1)

lim
ε→0+

(

R

ε

)

N+1
2(q−1)

µ−
q,ε(x) = cN,q

{

Π0(zx)

λ
N+1

2

}− 1
2(q−1)

,

lim
ε→0+

(

R

ε

)

N+1
2(q−1)

µ+
q,ε(x) = cN,q

{

Π0(zx)

Λ
N+1

2

}− 1
2(q−1)

,

where

cN,q =

[

2−
N+1

2 N !

(q − 1)
N+1

2 Γ
(

N+1
2

)

]
1

q−1

.

(Here, Γ
(

N+1
2

)

is the Euler’s gamma function evaluated at N+1
2 .)

In the case q = ∞, we have:

lim
ε→0+

µ±
∞,ε(x) =

1

2
.

Proof. As usual, we only consider the case “−”. As in [3, Lemma 3.1], since Ω is
of class C2 and BR(x) is bounded, we are able to improve the barriers given in
Lemmas 2.2 and 2.3. The restriction of uε− to BR(x) lies between two functions
that spatially depend only on the distance to Γ:

f1
ε

(

dΓ√
ε2λ

)

≤ uε− ≤ f2
ε

(

dΓ√
ε2λ

)

in BR(x).

Here, for σ ≥ 0, f1
ε and f2

ε (which correspond to Uε and V ε in the first part of [3,
Lemma 3.1]) are defined by:

f1
ε (σ) =

∫∞
0 e−σ cosh θ

{

e
− re cosh θ

ε
√

λ (sinh θ)
−1+(N−1)Λ/λ

dθ
}

∫∞
0
e
− re cosh θ

ε
√

λ (sinh θ)−1+(N−1)Λ/λ dθ

and

f2
ε (σ) =

∫ π

0
e−σ cos θ

{

e
ri cos θ

ε
√

λ (sin θ)N−2 dθ
}

∫ π

0 e
ri cos θ

ε
√

λ (sin θ)
N−2

dθ
,

where the positive real numbers ri and re are the radii such that the projection of
BR(x) on Γ satisfies the interior and the exterior sphere condition, respectively.

With these barriers in mind, we just proceed as in [3, Theorem 3.5]. Since
the q-means are monotonic with respect to the pointwise order between functions,
formulas (5.1) and the one in the case q = ∞ result after computing them for

both the functions f1
ε

(

dΓ/
√
ε2λ
)

and f2
ε

(

dΓ/
√
ε2λ
)

. In the case 1 < q < ∞, the

desired asymptotics are a consequence of applications of the co-area formula and
the geometrical lemma [20, Lemma 2.1], which generates the term Π0(zx). The case
q = ∞ plainly follows from the fact that the ∞-mean of a function is the arithmetic
mean of its supremum and its infimum. �

Theorem 5.2. Suppose that v± is the solution of (1.5). For 1 < q ≤ ∞, let
µ±
q (x, t) be the q-mean of v± (·, t) on BR(x).
Then, for 1 < q <∞, it holds that

(5.2)

lim
t→0+

(

R2

t

)

N+1
4(q−1)

µ−
q (x, t) = CN,q

{

Π0(zx)

λ
N+1

2

}− 1
2(q−1)

,

lim
t→0+

(

R2

t

)

N+1
4(q−1)

µ+
q (x, t) = CN,q

{

Π0(zx)

Λ
N+1

2

}− 1
2(q−1)

,



14 R. MAGNANINI AND DIEGO BERTI

where

CN,q =

[

N !
∫∞
0

Erfc(σ)q−1σ
N−1

2 dσ

Γ
(

N+1
2

)2

]
1

q−1

.

Here, Erfc is the complementary error function, defined by

Erfc(σ) =
2√
π

∫ ∞

σ

e−s
2

ds

for σ ∈ R.
In the case q = ∞, we have:

lim
t→0+

µ±
∞(x, t) =

1

2
.

Proof. We follow the proof of [4, Theorem 3.5]. After some manipulations from (1.7)

as in [4, Corollary 2.12 and Theorem 3.5], since Ω is of class C2 and BR(x) ⊂ Ω is

compact we argue that, for any (y, t) ∈ BR(x) × (0,∞),

Erfc

(

dΓ(y)

2
√
λ t

+ η(t)

)

≤ v−(y, t) ≤ Erfc

(

dΓ(y)

2
√
λ t

− η(t)

)

,

where η(t) : (0,∞) → (0,∞) is such that η(t) = O
(√
t log t

)

, as t→ 0+.
As in the elliptic case (Theorem 5.1), the statement follows from the monotonic-

ity of the q-means with respect to the pointwise order between functions and the
computation of the desired asymptotics for both barriers. In particular, the case
1 < q < ∞ descends from applications of the co-area formula and the geometrical
lemma in [20, Theorem 2.1] while the case q = ∞ is given directly by the definition
of ∞-mean.

Formulas for µ+
q (x, t) are treated similarly.
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ica, Probabilità e Applicazioni (GNAMPA) of the Istituto Nazionale di Alta Matem-
atica (INdAM). D.B. was partially supported by the Programa de Excelencia Severo
Ochoa SEV-2015-0554 of the Ministerio de Economia y Competitividad.

�

References

[1] A. Bensoussan, J.-L. Lions. Applications of variational inequalities in stochastic control,
volume 12 of Studies in Mathematics and its Applications. North-Holland Publishing Co.,
Amsterdam-New York, 1982. Translated from the French.

[2] D. Berti. Asymptotic analysis of solutions related to the game-theoretic p-
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H. Poincaré Anal. Non Linéaire, 20(5):843–865, 2003.

https://flore.unifi.it/retrieve/handle/2158/1151352/384413/ThesisBerti2019.pdf


ASYMPTOTICS FOR PUCCI OPERATORS 15

[10] Y. Giga, S. Goto, H. Ishii, M.-H. Sato. Comparison principle and convexity preserving proper-
ties for singular degenerate parabolic equations on unbounded domains. Indiana Univ. Math.
J., 40(2):443–470, 1991.

[11] S. Koike. A beginner’s guide to the theory of viscosity solutions, volume 13 of MSJ Memoirs.
Mathematical Society of Japan, Tokyo, 2004.

[12] P.-L. Lions. Optimal control of diffusion processes and Hamilton-Jacobi-Bellman equations. I.
The dynamic programming principle and applications. Comm. Partial Differential Equations,
8(10):1101–1174, 1983.

[13] P.-L. Lions. Optimal control of diffusion processes and Hamilton-Jacobi-Bellman equations.
II. Viscosity solutions and uniqueness. Comm. Partial Differential Equations, 8(11):1229–
1276, 1983.

[14] P.-L. Lions. Optimal control of diffusion processes and Hamilton-Jacobi-Bellman equations.
III. Regularity of the optimal cost function. In Nonlinear partial differential equations and
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