




Contents

Notation and conventions v

Introduction vii

1 Quantum relativistic statistical mechanics 1
1.1 Space-time foliation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Symmetries and conservation laws . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Local equilibrium . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.4 General global equilibrium . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.5 Thermal vorticity and Lie transported basis . . . . . . . . . . . . . . . . . . . . . 11
1.6 Expansion on thermal vorticity . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

1.6.1 Comparison with Kubo Formulae . . . . . . . . . . . . . . . . . . . . . . . 19

2 Finite temperature filed theory 23
2.1 Path integral for Dirac field . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.2 Fermionic propagator at finite density and chirality . . . . . . . . . . . . . . . . . 27
2.3 Path integral for gauge field . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.4 Homogeneous thermal equilibrium with axial charge . . . . . . . . . . . . . . . . 33

2.4.1 Thermodynamic potential . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
2.4.2 Point-splitting procedure . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
2.4.3 Stress-energy tensor thermal expectation value . . . . . . . . . . . . . . . 37
2.4.4 Electric and axial current thermal expectation value . . . . . . . . . . . . 40

3 Chiral fermions under vorticity 43
3.1 Chiral thermodynamic coefficients . . . . . . . . . . . . . . . . . . . . . . . . . . 43

3.1.1 Stress-energy tensor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.1.2 Electric and axial currents . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.1.3 Spin tensor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

3.2 Landau and β frames in chiral hydrodynamics . . . . . . . . . . . . . . . . . . . . 54
3.3 Free massless Dirac field . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

3.3.1 First order correlators . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
3.3.2 Second order correlators . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
3.3.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

3.4 Axial vortical effect origin . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

4 Chiral fermions under electromagnetic field 71
4.1 Dirac Field in external electromagnetic field . . . . . . . . . . . . . . . . . . . . . 71

4.1.1 Symmetries in constant homogeneous electromagnetic field . . . . . . . . . 72
4.2 Chiral fermions in constant magnetic field . . . . . . . . . . . . . . . . . . . . . . 76

4.2.1 Thermodynamic potential . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
4.2.2 Chiral fermion propagator in magnetic field . . . . . . . . . . . . . . . . . 81
4.2.3 Electric current mean value . . . . . . . . . . . . . . . . . . . . . . . . . . 82

iii



iv

4.2.4 No magnetic field limit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
4.2.5 Axial current mean value . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

4.3 General global equilibrium with electromagnetic field . . . . . . . . . . . . . . . . 87
4.3.1 Expansion on thermal vorticity . . . . . . . . . . . . . . . . . . . . . . . . 91
4.3.2 Currents and chiral anomaly . . . . . . . . . . . . . . . . . . . . . . . . . 92

4.4 Axial vortical effect non-universality . . . . . . . . . . . . . . . . . . . . . . . . . 98

Conclusions 105

A Useful resources 107
A.1 Summary of P, T and C transformations . . . . . . . . . . . . . . . . . . . . . . . 107
A.2 Thermodynamic relations in β frame . . . . . . . . . . . . . . . . . . . . . . . . . 108
A.3 Identities for massless momentum integrals . . . . . . . . . . . . . . . . . . . . . . 108
A.4 Sums on Matsubara frequencies . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

B Stress-energy tensor in external electromagnetic field 111

Acknowledgments 115

Bibliography 124



Notation and conventions

In this work we mostly use the natural unit system in which } = c = G = kB = 1.
The Minkowski metric is defined by the tensor ηµν =diag(1,−1,−1,−1) with greek indices

running on four-vectors components µ = 0, 1, 2, 3; instead we use latin indices for space coordinates
only i = 1, 2, 3 and we adopt the Einstein index summation convention but only if at least one
repeated index is up and the other is down.

The four-vectors and the tensors in general are indicated both with their components (e.g. βµ)
and their symbol (e.g. β), instead the tri-vectors are indicated with their component (e.g. ki)
or with a bold letter (e.g. k). The module of the four-vector is indicated as |β| or

√
β2. The

inner product is generally indicated with “ · ”, the same symbol is used for the contraction of two
indices of two tensors between the most right of the first with the most left of the second (e.g.
(α ·$)µ = αλ$

λµ). We use the symbol “∧” for the wedge product.
The sansserif letters are used to indicate the element of a group (e.g. R ∈ SO(3)). If it is

not explicitly marked, the stress-energy tensor T̂µν is symmetric.
We use Weyl (chiral) basis for Gamma matrices γµ; in imaginary time we denote Euclidean

Gamma matrices with γ̃µ and when it is clear that we switched into imaginary formalism the
tilde symbol is omitted; in curved spacetime we define the coordinate dependent Dirac gamma
matrices as γµ(x) ≡ e µa (x)γa, where e µa (x) is the vierbein field.
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vi Notation and conventions

The following special symbols and abbreviations are used throughout:

i imaginary unit;
e Euler’s number;
∗ complex conjugate;
† or h.c. Hermitian conjugate;
¯ Dirac adjoint (e.g. ψ̄);̂ quantum operator (e.g. T̂µν);
ˆ versor (e.g. û);
Re (Im) real (imaginary) part;
tr, log, det trace, natural logarithm, determinant;
[A,B] commutator AB −BA;
{A,B} anticommutator AB +BA;
: : normal ordering;
a(µ,ν) symmetric sum on index 1

2(aµ,ν + aν,µ);
εµνρσ Levi-Civita symbol such that ε0123 = +1;
∂
∂xµ or ∂µ partial derivative;
gµν , g ≡ det(gµν) curved spacetime metric with inverse metric

gµν ;
Γ λµν = Γ λνµ = 1

2g
λσ (gσν,µ + gµσ,ν − gµν,σ) Christoffel connection;

∇µ covariant derivative;
Rλτµν = Γ λτµ,ν − Γ λτν,µ + Γ λνσΓ

σ
τµ − Γ λµσΓ στν Riemann tensor;

Rµν = Rαµαν Ricci tensor;
' approximately equal to;
∼ order of magnitude estimate;
≈ asymptotically approximate to;
≡ defined to be equal to;
τ =i t, X ≡ (τ, xi) Euclidean coordinates;∫
X ≡

∫ β
0 dτ

∫
x,

∫
x ≡

∫
ddx integral in Euclidean space-times where β ≡

1/T , and d = 3 is the space dimensionality;
K ≡ (kn, ki), sometimes ωn = kn Fourier modes in Matsubara formalism;∑∫
K ≡ T

∑
kn

∫
k,

∫
k ≡

∫
dkk/(2π)d Fourier-analysis in Matsubara formalism;∑∫

{K} ≡ T
∑
{kn}

∫
k antiperiodic (or fermionic) summation ;

nF(x) = 1
eβx+1

Fermi-Dirac distribution function;
nB(x) = 1

eβx−1
Bose-Einstein distribution function;

ζ(z) Riemann zeta function;
Γ (z) Euler gamma function;
Dn(z) parabolic cylinder function.

Other notation is introduced as needed.



Introduction

The quantum behavior of a physical system is usually relevant at microscopic lengths, while the
classical behavior is recovered at macroscopic scales. However, quantum properties may emerge
even at macroscopic scale, giving rise to phenomena not allowed in a classical world. Some notable
instances are superfluidity, superconductivity, ultra-cold atom gases and quantum Hall effects. In
the last decades, these macroscopic quantum phenomena have produced great advances both in
theoretical and in technological fields.

Macroscopic quantities are understood as emergent properties of a system and are obtained
integrating out all the detailed information about microscopic dynamics but retaining collective
behavior. For example, the temperature T measures the mean kinetic energy of the system
constituents, which is roughly given by kBT , where kB is the Boltzmann constant. While
temperature gives the scale of macroscopic quantities, the (reduced) Planck constant ~ sets the
scale for quantum behavior. For instance, consider a Bose-Einstein condensate, which is required
for most of the aforementioned phenomena. In that case, for a fluid with particle density ρ and
consisting of mass m bosons, we can associate a quantum energy ~2ρ2/3/m. Indeed, boson fluids
show quantum behavior (the condensate) when this energy is larger than the thermal energy
kBT . That is why all the aforementioned phenomena require low-temperature environments to
keep the quantum effects dominant.

Since most of the systems in nature are affected by rotation or by acceleration, such as the one
caused by Earth gravitational attraction, we may wonder if an interplay between angular velocity ω,
or acceleration a, and quantum effects may produce macroscopic phenomena. Indicating with c
the speed of light in vacuum, this is likely to occur if the quantum energy associated to angular
velocity ~ω or to acceleration ~ a/c 1 is larger than thermal energy kBT , i.e. when the following
ratios w and α become relevant:

w ≡ ~ω
kBT

, α ≡ ~ a
c kBT

.

When replacing some numbers related to “common” physical systems, we realize that α and w are
usually frighteningly small: α, w ∼ 10−20. However, nature and humans resourcefulness provided
some instances of matter under extreme conditions where those parameters play a significant role.

With the Relativistic Heavy Ion Collider at Brookhaven National Laboratory and with
the Large Hadron Collider at CERN, ions of heavy nuclei (usually Au and Pb) are collided
between themselves at ultra-relativistic speed. As a result, a new state of nuclear matter, dubbed
the Quark-Gluon Plasma (QGP), is created [1]. The QGP phase occurs at extremely high
temperatures and densities when the hadrons dissolve into an asymptotically free state of their
elementary constituents: quarks and gluons. The QGP phase produced in high energy nuclear
collisions lasts for about 5 fm/c ' 10−23 s. During that time it expands and cools down until
it once again forms hadron states, which are then detected by instruments. Even the Universe,
some picoseconds after the Big Bang and lasting for 10 microseconds, is thought to have taken
the form of quark-gluon plasma. This new phase of matter has become a great benchmark for
phase transitions, symmetries breaking, collective behavior and baryonic asymmetry inside the

1Inside the core of the text it would be clear and motivated from where those constant combinations pop out.
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Standard Model of elementary particles, especially for Quantum Chromo-Dynamics (QCD), the
theory that describes nuclear interactions.

QCD possesses the remarkable property of asymptotic freedom, meaning that at short
distances, the QCD running coupling constant is small and quantities can be reliably evaluated in
perturbation theory. However, at strong coupling, we still lack a reliable theoretical method for
performing analytical calculations. As a consequence, despite QCD has well-known symmetries
and established elementary constituents, its emergent behavior remains a mystery to us. For
instance, perturbation theory does not contain confinement of color, i.e. it does not explain how
the asymptotic states of QCD perturbation theory (colored quarks and gluons) transform into the
asymptotic states actually observed in experiments (the color-singlet hadrons). The confinement
scale can be estimated from the proton radius, roughly 1 fm, which corresponds to an energy Λ
of about 200 MeV. Color confinement can be overcome rising the temperature above a critical
value Tc; intuitively when it reaches confinement energy kBTc ∼ Λ (lattice calculations indicate
kBTc = 154± 8 MeV [2]), then one obtains a gas composed by almost free quarks and gluons, the
aforementioned QGP. For the same critical value, the weakly broken chiral symmetry, responsible
for the three light pions, gets restored.

Experiments already revealed and established remarkable properties of the QGP. Regarding
collective behavior, it is found that the QGP is indeed a fluid and what’s more the one with the
lowest viscosity ever observed [3, 4]. Moreover, most of the collisions are not central and so produce
matter with angular momentum of order 1000~. This vorticity couples with quantum behavior
with an energy associated to acceleration of ~ a/c ∼ 10 MeV and to rotation of ~ω ∼ 12 MeV [5].
Compared to the thermal energy of the plasma kBT ∼ 200 MeV, this means a ratios of α = 0.05
and w = 0.06. In agreement with local thermodynamic equilibrium predictions [6], these values
of local vorticity and acceleration are sufficient to induce polarization on the particles produced
by the plasma, as recent measures on Lambda particle polarization have confirmed [5, 7]. This,
beside vesting QGP as the most vorticous fluid ever observed, is the proof that quantum effects
induced by rotation are displayed at a macroscopic level even at extremely high temperatures.

In recent years, studies on the interplay of quantum effects with vorticity and magnetic
field identified several novel non-dissipative transport phenomena [8] similar to the effects that
lead to particle polarization. The phenomenology is even richer in systems possessing chiral
fermions. Elementary particles are classified according to the Lorentz group, which has two
unitarily inequivalent spinor representations related by parity transformation. A particle is said
to have right or left chirality if it belongs to one or the other of such representations. Or, in other
words, a particle is chiral if it is possible to distinguish the particle from its mirror image. The
identification is easier for massless spin 1/2 fermions because in this case chirality corresponds
to particle helicity, which is whether the particle spin is or is not aligned with the particle
momentum.

Among those non-dissipative transport phenomena, the Chiral Magnetic Effect (CME) [9] is
the induced electric current along an external magnetic field driven by chiral imbalance. Since both
the magnetic field and the electric current are odd quantities under time reversal transformation
T, the CME conductivity must be T-even, revealing that its occurrence does not involve any
dissipative process. On the contrary, the magnetic field is even under parity transformation P but
the electric current is P-odd. This is why to connect the two we need a chiral medium: matter
possessing an imbalance between right- and left-handed particles.

An instance of chiral matter is once again found in QGP, where chirality is thought to be
generated in the topological sector of QCD vacuum states. The compactness of SU(3) group, not
addressed in perturbative approaches, allows the existence of nontrivial topological solutions of
gluon configurations. These solutions can possess chirality which can be transferred to quarks
through the chiral anomaly. Indeed, the Atiyah-Singer index theorem relates the topological
charge of the background gauge field configuration to the number of fermionic zero-modes of the
Dirac operator. Since quarks also possess electric charge, we can probe their topology using a
magnetic field.
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In heavy-ion collisions, together with the QGP, a magnetic field is generated with an initial
magnitude of eB ∼ 10m2

π ∼ 1018 G [10–12]. Actually, it is the strongest magnetic field in the
present Universe, thousands of times stronger than those found on the surface of magnetars,
where it may also affect its cold dense nuclear matter. In QGP produced by heavy-ion collisions,
we then have all the ingredients for the generation of CME, and its observable manifestation
would be the proof of the existence of topological structure of QCD. CME is expected to cause a
charge-dependent azimuthal asymmetry on the spectrum of produced particles, which has already
been observed by STAR Collaboration at RHIC [13]. However, mundane backgrounds unrelated
to the CME may be able to explain the observed charge separation and dedicated experiments
with isobar collisions [14] are currently ongoing to asses this possibility. Moreover, contrary to
angular velocity, which persists longer in the plasma due to angular momentum conservation, the
magnetic field has a very short lifetime, about ∼ 10−23 s, and there are still significant theoretical
uncertainties due to its evolution. That is why recently many efforts have been made to develop
a proper chiral magnetohydrodynamics [15–17] to run simulations in which both the medium and
the field are evolved dynamically.

Magnetic field has already been successfully used to probe topological properties, as in the
case of (fractional) quantum Hall effect in condensed matter physics. It is then not surprising
that thanks to the discovery of chiral materials (Dirac and Weyl semimetals), CME has received
its experimental evidence in condensed matter [18]. In those materials, chirality is pumped into
the system with an external parallel magnetic and electric field by leveraging chiral anomaly. This
reinforces the idea that the CME coefficient is entirely dictated by chiral anomaly and, because
of that, is topologically protected. Indeed various computations in severals regime from free
to strongly coupled systems found the same conductivity for CME independently of dynamical
details.

We refer to quantum anomalies when a classical symmetry of a theory is not compatible
with quantum theory. When massless quarks are addressed, QCD is invariant under chiral
transformations and, for Noether’s theorem, the axial current is conserved. However, this
symmetry is explicitly broken by the regularization of quantum processes in background gauge
fields [19]. Among several consequences, chiral anomaly is responsible for the large mass of the
pseudoscalar η′ meson and for the decay of neutral pion into two photons. The salient feature
of quantum anomalies is that they bridge collective motion of particles with arbitrarily large
momenta in the vacuum to the finite momentum world [20]. That is how quantum anomalies can
possibly affect macroscopic phenomena, even though the latter involves a large number of quanta.
Moreover, the strength of anomalies resides on the non-renormalization theorem [19], stating that
the anomaly is exact as an operator relation at one loop.

Quantum anomalies have a primary role in the understanding (and in the discovery) of non-
dissipative phenomena of quantum many-body physics we are discussing. We already mentioned
CME and its role in heavy-ion collisions; in astrophysics transport phenomena induced by
anomalies could explain the sudden acceleration during the birth of neutron stars (neutron star
kicks) [21] and in cosmology the origin of primordial magnetic fields [22]. Chiral anomaly also
induces macroscopic effects when coupling with vorticity. For example, the Chiral Vortical Effect
(CVE) is the generation of an electric current along the global rotation in a chiral medium. This
effect shares many properties with CME and has similar consequences on the phenomenology of
QGP, although, being CVE independent of charge, the two effects can be distinguished.

Connections and similarities between rotation and magnetic field have a long history, starting
from noticing that a charged particle under magnetic force undergoes into a circular motion, to
the Barnett and Einstein-de Hass effects. Spin-orbit coupling can transfer angular momentum
to spin and vice versa. Therefore, in ferromagnetic materials, mechanical rotation can induce
magnetization (Barnett effect) and, due to angular momentum conservation, also a variation on
magnetization induces rotation (Einstein-de Haas effect). It has been suggested that CVE could
be interpreted as an extension of a relativistic Barnett effect, see [23].
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For the sake of understanding, it is important to make a clear distinction between CVE and
another macroscopic quantum phenomena: the Axial Vortical Effect (AVE), which is the induced
axial current along the global rotation. Contrary to electric current, the axial current has a tight
connection with both chirality and spin. In relativistic theories axial current is dual to spin tensor
and in systems consisting of massless fermions and without background gauge fields, the global
chiral charge is defined as the integral of axial current. Other substantial differences with CVE are
that AVE does not require a chiral imbalance and that it is not entirely topologically protected [24],
questioning its possible proposed relation with mixed-axial gravitational anomaly [25].

In this work, we consider thermodynamic properties of systems composed by massless fermions
with a chiral imbalance and subject to global vorticity and external magnetic field. The systematic
derivations of all constitutive equations are carried out using the covariant operator approach [26]
based on Zubarev method of stationary non-equilibrium density operator [27–29]. With this
procedure, the underlying theory has full-quantum properties and does not breaks down when
a kinetic description is no longer valid. Indeed, close to the critical temperature, the QGP
constituents are strongly interacting and the mean free path length is comparable to the quantum
oscillations of the fields, hindering a kinetic description in terms of quasiparticles. Moreover, the
effects of global vorticity in this formalism arise naturally from the covariance properties of the
density matrix.

The arguments in the thesis are divided as follows. An introduction to quantum relativistic
statistical mechanics is provided in Chapter 1. In particular, the key concept for this work is
the global thermal equilibrium in the presence of vorticity, which is given in Section 1.4. The
chiral anomaly is introduced in Section 1.2, where we also define a conserved current via the
Chern-Simons current. A chiral conserved current is needed to reach global equilibrium with chiral
imbalance when dynamic or external gauge fields are considered. The issue of a conserved axial
current is discussed again in Section 4.3 for external electromagnetic field and in Section 4.4 for
dynamical gauge fields. Global equilibrium with both chiral imbalance and vorticity is considered
in Section 1.4. In chapter 2, we review the finite temperature field theory methods for fermions
and gauge fields. In Section 2.4, we address thermodynamics of massless fermions at finite density
and finite chirality.

In chapter 3, we discuss the global equilibrium of massless fermions in a chiral vorticous
medium. We provide thermodynamic constitutive equations at the second-order of thermal
vorticity for relevant physical quantities, such as the stress-energy tensor and both axial and
electric currents. In Section 3.3, we evaluate thermal coefficients up to second order in thermal
vorticity for the case of free fermions.

In chapter 4, we consider global vorticous thermal equilibrium in presence of an external
electromagnetic field. First, in Section 4.1, we review the properties of fermions under external
electromagnetic field; in particular (Section 4.1.1) how translation and Lorentz generators are
affected. Then, in Section 4.2, we provide exact solutions for the thermodynamics of non-
interacting chiral fermions subject to a constant magnetic field but with vanishing thermal
vorticity. Then, in Section 4.3, we discuss the general properties of thermal equilibrium with
both external electromagnetic field and thermal vorticity and we give constitutive equations as
an expansion of only thermal vorticity. In Section 4.3.2, we derive the effects of electromagnetic
field on first order thermal coefficients using the conservation equations of operators. At last,
in Section 4.4, we consider dynamic gauge fields and we show that the AVE receives radiative
corrections.



1
Quantum relativistic statistical mechanics

In this work, we deal with global thermodynamic equilibrium of relativistic quantum systems.
In this chapter, we review how to derive macroscopic behavior at thermal equilibrium using the
methods of statistical mechanics in a full quantum relativistic framework. We are using the
method of non-equilibrium statistical operator introduced by Zubarev [27] and later reworked
by van Weert [30], see [29] for a revision of original arguments. Zubarev’s method provides a
stationary statistical operator, which is then well-suited to be used in relativistic quantum field
theory in Heisenberg representation. Therefore, this method can be used to describe systems that
reached local thermal equilibrium and to derive their hydrodynamic evolution. These are the
main reasons why recently Zubarev’s method has been adopted in [26, 31] and in sequent works
to derive quantum effects on relativistic systems.

Before turning on relativistic system, we briefly summarize how global equilibrium is recovered
in quantum statistical mechanics using the principle of maximum information entropy. Global
thermodynamic equilibrium is described as a static statistical ensembles of systems which are
only defined by the specification of macroscopic variables. The statistical operator (also called
density matrix ) ρ̂ provides the “statistical mixture” and it is given by

ρ̂ =
∑
n

pn|n〉〈n|,
∑
n

pn = 1,

where the pn’s are the statistical weight of nth state and the {|n〉}’s form a complete set. Starting
from the statistical operator one calculates various quantities related to thermal equilibrium, such
as the partition function, the Green’s functions and the Wigner function. Average value of an
observable related to the quantum operator Ô is simply obtained as

〈 Ô 〉 = tr(ρ̂ Ô) =
∑
n

pn〈n|Ô|n〉.

At global equilibrium, the density matrix operator gives the stationary thermal states of the
system; therefore, it can only depend on conserved quantities. In Newtonian physics, there exist
seven first integrals related to the conservation of energy, momentum and angular velocity. To
these constants, other conserved quantities can be added, such as the particle number, the baryon
number and the electric charge.

The maximum entropy principle provides a methods to build the density matrix appropriate
to the system we are considering. For instance, in the canonical ensemble only the Hamiltonian
Ĥ and a conserve charge Q̂ are taken in account. In general, we can add any amount of conserved
quantities as long as the statistical operator remains time-independent. It is postulated [32] that
the equilibrium state maximizes the Von Neumann entropy or information entropy

S[ ρ̂ ] = −tr(ρ̂ log ρ̂)

under the following constraints

〈Ĥ〉 = E = constant, 〈Q̂〉 = Q = constant, tr ( ρ̂ ) = 1.

1



2 Quantum relativistic statistical mechanics

In order to take into account the constraints, we use the method of Lagrange multipliers,
which translates our problem to the extremization of the free energy functional F with respect to
ρ̂:

Fβ,ζ,λ0 [ ρ̂ ] = −tr(ρ̂ log ρ̂)− β[tr(ρ̂ Ĥ)− E] + ζ[tr(ρ̂ Q̂)−Q]− λ0[tr(ρ̂)− 1]

where β, ζ and λ0 are respectively the Lagrange multiplier conjugate of energy E, charge Q and
to normalization. The maximal solution [32] is the well known Gibbs distribution

ρ̂ =
1

Z
e−β(Ĥ−µQ̂), Z = tr

[
e−β(Ĥ−µQ̂)

]
,

where we used the common notation for the chemical potential µ = ζ T and for the inverse
temperature β = 1/T . The functional Z is called partition function. In Heisenberg representation
the density matrix does not evolve, instead in Schrödinger representation evolves with unitary
operator Û(t, t0) = e−iĤ(t−t0), where Ĥ is the hamiltonian of the system:

ρ̂(t) = Û(t, t0)ρ̂(t0)Û †(t, t0).

We now proceed to extend these basic ideas on how to describe local thermal equilibrium
to relativistic systems. As usual in relativity, energy and momentum must be dealt with in the
same footing and in general, all quantities must respect appropriate covariant properties. As a
major consequence of relativity, finite volume does not acquire an invariant definition and only
local quantities have a real meaning. To address this necessity, as the first step of next section,
we introduce the Arnowitt-Deser-Misner (ADM) decomposition of space-time and we review
the symmetries and the conservation of a relativistic quantum system consisting of fermions
(with external forces). After that, we proceed to the construction of the covariant local thermal
equilibrium density operator.

1.1 Space-time foliation

Figure 1.1: The Arnowitt-Deser-Misner (ADM) foliation of the spacetime. Σ(τ) is a space-like
hyper-surface parametrized by τ(x) =const. The normal unit vector to hyper-surfaces is denoted
by nµ. The figure shows the decomposition of the time vector tµ = ∂τx

µ = N nµ+Nµ, with N(x)
the lapse function and Nµ the shift vector. The whole region represents the space-time volume Ω
enclosed by two space-like hyper-surface Σ(τ) and Σ(τ +∆τ) and a time-like boundary Θ.

In a relativistic system the symmetries of space-times are dictated by the Poincaré group,
which has ten generators. To each generator is associated a conserved quantity. The densities of
those conserved quantities are retrieved with a foliation of space-time, slicing it with space-like



1.2. Symmetries and conservation laws 3

hyper-surfaces. In a generic curved space-time with metric gµν , we choose a function τ(x) as a
time which parametrize the space-like hyper-surfaces Σ(τ). We indicate with x̄ = x̄(x) the space
coordinates on Σ(τ). We can now distinguish two future oriented time-like vectors nµ and tµ
(see Fig. 1.1). The unit vector normal to the space-like hyper-surfaces is

nµ(x) = N(x)∂µτ(x) with N(x) ≡ (∂µτ(x)∂µτ(x)))−1/2,

where nµ is normalized as nµnµ = 1 and N > 0 is the lapse function. tµ is the local time direction
in our coordinate system, which we decompose into the parts perpendicular and parallel to nµ:

tµ(x) ≡ ∂τxµ(τ, x̄) = Nnµ +Nµ with nµN
µ = 0,

Nµ is called the shift vector. The unit vector n defines the world lines of observer, while τ in
general does not correspond to the proper time of comoving clock. An other significant distinction
between the two vectors, is that for Frobenius theorem n must fulfill

εµνλσn
µ(∂νnλ − ∂λnν) = 0

meaning that it is irrotational, while, on the contrary, t can posses a vortical distribution.
Denoting with dΣ(τ) = N−1√−g dd−1x̄ the volume element on the hyper-surface at constant

τ(x), we define the hyper-surface vector dΣµ = dΣ(τ)nµ. Let ĵµ(x) be a conserved current of the
system, at a given fixed value of the parametric time τ , the total charge Q̂ is obtained projecting
the current along the normal direction n and integrating over all the hyper-surface Σ(τ):

Q̂ =

∫
Σ(τ)

dΣµ ĵ
µ(x).

The charge Q̂ do not depend on the specific value of τ , indeed consider the difference of the
charge at time τ and at time τ +∆τ

∆Q̂ =

∫
Σ(τ+∆τ)

dΣµ ĵ
µ(x)−

∫
Σ(τ)

dΣµ ĵ
µ(x).

Call Ω the region enclosed by the two hyper-surfaces Σ(τ +∆τ) and Σ(τ) and call Θ the time-like
hyper-surface that surrounds Ω (see Fig. 1.1). Then, the difference of charge is the difference
between the current flux on the boundary ∂Ω of the whole region and on the surface Θ:

∆Q̂ =

∫
∂Ω

dΣµ ĵ
µ(x)−

∫
Θ

dΣµ ĵ
µ(x).

The second term could be sent to zero by a suitable boundary conditions and the first term can
be written by Gauss theorem as the divergence of the current, which is vanishing:

∆Q̂ =

∫
Ω

dΩ∇µ ĵµ(x) = 0.

1.2 Symmetries and conservation laws

Geometry being settled, we are now considering the microscopic description of matter. The most
general situation we are dealing in this work is a Dirac field ψ(x) interacting with an external
gauge field Aµ(x) in a general curved space-time background gµν . The action related to a particle
with spin in curved space-time is not written in terms of the metric, the vierbein vector field
eaµ(x) is used instead. It is defined by [33]:

gµν(x) = ηabe
a
µ(x)ebν(x), e ≡ det eaµ =

√
−g,
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where the Greek letters (µ, ν, . . . ) denote curved space-times indices in the coordinate system
(t,x), while Latin letter (a, b, . . . ) denote the local Lorentz indices. The action is then given by
the following form

S
[
ψ, ψ̄; eaµ, Aµ

]
=

∫
ddx eL

(
ψ(x), ψ̄(x), Dµψ(x), Dµψ̄(x); eaµ(x), Aµ(x)

)
(1.1)

where the covariant derivative acts on the Dirac field as follows:

Dµψ = ∇µ − iAµ = ∂µψ +
1

2
ωabµ σabψ − iAµ,

where σab = 1
4 [γa, γb], γa are the flat space time gamma matrices satisfying {γa, γb} = 2ηab and

ωabµ is the spin connection given by

ωabµ =
1

2
eaν(∂µe

b
ν − ∂νebµ)− 1

2
ebν(∂µe

a
ν − ∂νeaµ) +

1

2
eaνebρ(∂ρe

c
ν − ∂νecρ)ecµ.

As a notable examples the Dirac Lagrangian in curved spacetime is written as

L =
i

2
ψ̄
(
γµ
−→
Dµ −

←−
Dµγ

µ
)
ψ −mψ̄ψ, (1.2)

where we have introduced the coordinate dependent Dirac matrices γµ(x) ≡ e µa (x)γa.
Before moving on considering symmetries of the action, once the form of the action is known

we can define several quantities that would come in handy. The stress-energy tensor and the
electric current are obtained as variation of the action respect to the vierbien and to the guage
field respectively:

Tµa ≡
1

e

δS

δe aµ
, Jµ ≡ 1

e

δS

δAµ
.

The stress-energy tensor with full curved space-times indices is simply derived from the previous
one: Tµν ≡ e aν T

µ
a. For the free Dirac field of the Lagrangian (1.2) the stress-energy tensor is

Tµν =
1

4

[
ψ̄γµ(Dνψ) + ψ̄γν(Dµψ)− (Dνψ̄)γµψ − (Dµψ̄)γνψ

]
. (1.3)

Moreover, the field strength tensor of gauge field is defined as Fµν ≡ ∂µAν − ∂νAµ.
Consider first the internal symmetries of the action. We have explicitly chosen the form in

Eq. (1.1) with a gauged covariant derivative such that the action posses gauge invariance under
the U(1) transformation related to the field Aµ. Upon a transformation with an infinitesimal
parameter α(x), assumed to be vanishing on the boundary, the fields change into

δαAµ = ∂µα, δαψ = iqαψ, δαψ̄ = −iqαψ̄

with q = ±1 or 0 the elementary charge of Dirac field. The variation of the action respect to
this transformation is vanishing because we supposed it invariant. However, we could explicitly
write the form of the variation. Dirac field gives a contribution proportional to the equations of
motions δS/δψ = 0 and δS/δψ̄ = 0, therefore the action variation is written as

δαS =

∫
ddx e JµδαAµ =

∫
ddx e Jµ∂µα

=

∫
ddx e∇µ (Jµα)−

∫
ddx eα∇µJµ.

The first term vanishes because α is vanishing on the boundary and since the action variation is
zero for any function α, this implies that the current Jµ must be a conserved current:

∇µJµ = 0. (1.4)
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The action may posses several internal symmetries, for instance related to electric or baryon
charge conservation. One peculiar case of such charges is chiral charge, also called axial charge.
In the case of massless field (m = 0) the Dirac Lagrangian (1.2) is invariant under the unitary
“chiral” transformation defined by:

ψ → ψ′ = eiαγ5ψ,

where γ5 is obtained from flatspace gamma matrices γ5 = iγ0γ1γ2γ3. This correspond to the
infinitesimal change of the fields:

δαψ = iαγ5ψ, δαψ̄ = iαψ̄γ5.

The explicit variation of the action with Lagrangian (1.2) is

δαS = −
∫

ddx e
[(
ψ̄γµγ5ψ

)
∂µα+ 2imψ̄γ5ψ α

]
,

which upon part integration of the ∂µα term gives the conservation equation

∇µJµA = 2imψ̄γ5ψ, (1.5)

where we defined
JµA ≡ ψ̄γ

µγ5ψ (1.6)

the axial (or chiral) current. The relation (1.5) can also be obtained from equation of motions
starting from the current definition (1.6). What is special about axial current is that, contrary
to electric current, the conservation equation holds only at classical level and may be altered
when quantum processes are considered. When fermions interacts with some gauge fields [19] or
in presence of space-time curvature [34], quantum processes generate axial current and the net
charge is not conserved. The current is said to be anomalous and, in d = 4 dimensions, the axial
current divergence is

∇µJµA = 2imψ̄γ5ψ − 1

8
εµνλσ

q2

2π2
FµνFλσ +

1

8
εµνλσ

1

48π2
RαβµνR

β
αλσ. (1.7)

In this work, we mostly consider Dirac fermions with zero mass and in flat space-time, therefore
the only source of axial non conservation can only come from gauge fields. When gauge fields are
external electromagnetic field, there exist configurations of electric and magnetic fields such that
the second term in Eq. (1.7) is vanishing and the chiral charge is indeed conserved. Replacing the
definitions of strength tensor and of electric E and magnetic B field, we find that term is written
as

1

2
εµνλσFµνFλσ = 4B · E.

We therefore see that this term is vanishing when the electric and magnetic fields are orthogonal
one to an other or simply when one of the two is vanishing. If, on the other hand, this term is
not vanishing or we are dealing with dynamical gauge fields, the right hand side of Eq. (1.7) at
zero mass can be written as the divergence of the so-called Chern-Simons current [35]:

Kµ =
q2

8π2
εµνρσAνFρσ −

1

8
εµνρλ

1

48π2
Γανβ

(
∂ρΓ

β
αλ +

2

3
Γ βρσΓ

σ
αλ

)
,

∇µKµ =
1

8
εµνλσ

q2

2π2
FµνFλσ −

1

8
εµνλσ

1

48π2
RαβµνR

β
αλσ

where Γ ’s are the Christoffel symbols and the integral of Chern-Simons current can be embodied
in the definition of a gauge-invariant overall conserved axial charge including both fermion and
gauge contribution:

JµCS = JµA +Kµ, ∂µJ
µ
CS = 0.
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Moving to other symmetries, we also want our action to be compatible with relativity principles,
therefore we ask that our description is unaffected by the local inertial frame chosen. The action
is then invariant under Lorentz transformations:

δΩ e
a
µ = Ωa

b(x)e bµ , δΩψ = − i

2
Ωab(x)Σabψ, δΩψ̄ =

i

2
Ωab(x)ψ̄Σab,

where Ωab = −Ωba denotes an infinitesimal local rotation angle and Σab are the generators of
Lorentz group. Again, taking advantage of the Eq.s of motions, the action variation is given by

δΩ S =

∫
ddx e Tµa δΩ e

a
µ = −

∫
ddx e T abΩab

=−
∫

ddx e
1

2

(
T ab − T ba

)
Ωab.

Therefore, Lorentz invariance requires that the stress-energy-tensor is symmetric under the
exchange of local Lorentz indices:

T ab − T ba = 0. (1.8)

At last, the action must be invariant under diffeomorphism transformations. Consider then
the general infinitesimal coordinate transformation

xµ → x′µ = xµ − ξµ(x)

where ξ is chosen such that it is vanishing on the boundary region. Under this transformation,
the variation of the fields are given by the Lie derivative along ξµ

Lξeaµ ≡ e′aµ(x)− eaµ(x) = ξν∇νeaµ + eaν∇µξν

LξAµ ≡ A′µ(x)−Aµ(x) = ξν∇νAµ +Aν∇µξν

Lξψ ≡ ψ′(x)− ψ(x) = ξν∂νψ

Lξψ̄ ≡ ψ̄′(x)− ψ̄(x) = ξν∂νψ̄.

Consequently, the action transforms as follows

δξS =

∫
ddx e

[
TµaLξe aµ + JµLξAµ

]
=

∫
ddx e

[
Tµa
(
ξν∇νe aµ + e aν ∇µξν

)
+ Jµ (ξν∇νAµ +Aν∇µξν)

]
=−

∫
ddx e

[(
∇µTµν − FνλJλ

)
ξν
]

+

∫
ddx e Tab ω

ab
ν ξν

+

∫
ddx e∇µ [(Tµν + JµAν) ξν ]−

∫
ddx e ξνAν∇µJµ,

where we used the identity [33]

Dµe
a
ν = ∇µe aν + ω a

µ be
b
ν = 0.

The last term in the action variation vanishes because J is a conserved current, the third term
because ξ is vanishing on the boundary and the second term because the stress-energy tensor is
symmetric, while spin-connection is anti-symmetric. Therefore, diffeomorphism invariance impose
the following conservation Eq.s for the stress-energy tensor:

∇µTµν = FνλJ
λ. (1.9)

If J is an electric current, then FνλJλ is the external Lorentz force which drives the energy and
the momentum of the system. It is trivial to notice that in absence of external gauge (force) the
stress-energy tensor is conserved.
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1.3 Local equilibrium

In the previous sections we provided a space-time foliation in order to access local covariant
quantities and we derived the conserved quantities related to the invariance of coordinate, Lorentz
and U(1) transformations. We can now proceed to define the covariant local equilibrium density
operator.

Choose a foliation of space-time and suppose that the system in consideration thermalize
faster than the evolution of “time” τ in which we are interested. Then, at each step of evolution
dτ , the system is at local thermal equilibrium and the macroscopic behavior of the system is
described by a stress-energy density Tµν(x) and a current density jµ(x) lying on the space-like
hyper-surface Σ(τ). Now, we want to describe the system based on the density operator which
lives on Σ(τ). As in the non-relativistic case, the local density operator at local equilibrium ρ̂LE
is defined as the operator which maximizes the entropy S = −tr(ρ̂ log ρ̂). As for the constraints,
since we want to reproduce the thermodynamics on the hyper-surface, we impose that the mean
values of the stress-energy tensor and of the current on Σ(τ) corresponds to the actual values of
the densities Tµν(x) and jµ(x). To obtain these densities, we project the stress–energy tensor
and the current mean values onto the normalized vector perpendicular to Σ:

nµ(x)tr(ρ̂ T̂µν(x)) =nµ(x)〈T̂µν(x)〉 ≡ nµ(x)Tµν(x),

nµ(x)tr(ρ̂ ĵµ(x)) =nµ(x)〈ĵµ(x)〉 ≡ nµ(x)jµ(x).
(1.10)

In addition to the energy, momentum, and charge densities, one should include the angular
momentum density, but if the stress–energy tensor is the Belinfante, this further constraint is
redundant and can be disregarded [36]. Therefore, from now on, the stress-energy tensor is
considered to be symmetric.

At any fixed τ , the maximization of entropy is obtained introducing the Lagrange multiplier
functions βν(x) and ζ(x) and finding the extreme with respect to ρ̂ for the functional F :

F [ ρ̂ ] =− tr ( ρ̂ log ρ̂ ) +

+

∫
Σ(τ)

dΣ nµ(x)
[(
〈T̂µν(x)〉 − Tµν(x)

)
βν(x)−

(
〈ĵµ(x)〉 − jµ(x)

)
ζ(x)

]
.

The maximum solution ρ̂LE gives the Local Equilibrium Density Operator (LEDO) [26, 31]:

ρ̂LE =
1

ZLE
exp

[
−
∫
Σ(τ)

dΣ nµ(x)
(
T̂µν(x)βν(x)− ĵµ(x)ζ(x)

)]
, (1.11)

where ZLE is chosen such that the density operator is normalized, i.e. tr( ρ̂LE) = 1. The physical
meaning of the four-vector β and the scalar ζ are respectively those of the temperature four-vector
and the ratio between local chemical potential and temperature. They are obtained as solution of
the constraints (1.10) with ρ̂ = ρ̂LE:

nµ(x)TµνLE[β, ζ, n] = nµ(x)Tµν(x), nµ(x)jµLE[β, ζ, n] = nµ(x)jµ(x).

These equations identify a time-like four-vector β which in turn can be used as hydrodynamic
frame by choosing the unitary fluid four-velocity u as

u =
β√
β2

= Tβ,

referred as β-frame [26] or thermodynamic frame [37].
It should be noted that ρ̂LE is not the true density operator. Indeed, the true density operator

in Heisenberg picture is time-independent, while the operator in Eq. (1.11) is explicitly dependent
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on time through the time dependence of the operators. The true density operator can be derived
from ρ̂LE assuming that at a certain time τ0 the system is at local thermal equilibrium. This
means that at that particular time the true density operator coincides with the LEDO. Then the
true statistical operator is obtained evolving the system in τ [26, 29].

We are instead interested in the system when it reaches the global thermal equilibrium. This
is obtained when the LEDO is time-independent and do not depend on the parametrization
chosen for the foliation.

1.4 General global equilibrium

We want to make the LEDO (1.11) independent of time parametrization and consequently
stationary. There exist peculiar configurations of the β and ζ fields which make the exponent
of Eq. (1.11) divergent free [38]. As we are now proving, this is sufficient to keep the statistical
operator independent of the foliation.

Choose any foliation and consider two space-like hyper-surfaces at different time: Σ(τ) and
Σ(τ +∆τ). As in figure 1.1, we call Ω the region of space-time enclosed by those hyper-surfaces
and by Θ the time-like part of the boundary ∂Ω. We integrate the four-divergence of the local
operator in the exponent of the LEDO (1.11) over the region Ω; the integral can be turned by
Gauss theorem into the flux through the boundary:∫

Ω
dΩ ∇µ

(
T̂µν(x)βν(x)− ĵµ(x)ζ(x)

)
=

∫
∂Ω

dΣµ

(
T̂µν(x)βν(x)− ĵµ(x)ζ(x)

)
.

The whole flux can be decomposed into the sum of the single fluxes over each boundary surface
of region Ω:∫

∂Ω
dΣµ

(
T̂µν(x)βν(x)− ĵµ(x)ζ(x)

)
=

∫
Θ

dΣµ

(
T̂µν(x)βν(x)− ĵµ(x)ζ(x)

)
+

∫
Σ(τ+∆τ)

dΣµ

(
T̂µν(x)βν(x)− ĵµ(x)ζ(x)

)
−
∫
Σ(τ)

dΣµ

(
T̂µν(x)βν(x)− ĵµ(x)ζ(x)

)
.

The first term is vanishing for a suitable boundary condition of the fields β and ζ. As found
in section 1.1 for a charge of a system, the shift by time evolution of the local operator in the
exponent is given by the integral of a divergence:∫

Ω
dΩ ∇µ

(
T̂µν(x)βν(x)− ĵµ(x)ζ(x)

)
= +

∫
Σ(τ+∆τ)

dΣµ

(
T̂µν(x)βν(x)− ĵµ(x)ζ(x)

)
−
∫
Σ(τ)

dΣµ

(
T̂µν(x)βν(x)− ĵµ(x)ζ(x)

)
.

It follows that the vanishing of the integrand on the l.h.s is a sufficient condition for the exponent
of the LEDO to be time independent. Once it is time independent, it does not matter at which
time τ are evaluating your local operator and by extensions it does not matter which time
functions τ(x) you picked for space-time foliation. In other words, it is also independent on the
foliation chosen.

The specific configurations of the β and ζ fields that make the four-divergence vanishing
are obtained taking advantage of the conservation equation of stress-energy tensor (1.9) and
current (1.4). In the following derivation, we are also including a conserved axial current ĵA with
a corresponding Lagrange multiplier ζA(x). As discussed in Sec. 1.2, for a massless Dirac field,
even in the presence of anomalies, we can always define a conserved current ĵCS related to chiralty
by means of Chern-Simons current. Therefore, when we are considering massless fermions affected
by external or dynamic gauge fields, we always implicitly refer to global equilibrium with chiral
imbalance related to conserved current ĵCS. In the case of massive field, or more generally when



1.4. General global equilibrium 9

a conserved axial current can not be defined, global thermal equilibrium with a non-vanishing
Lagrange multiplier can not be reached because the axial current will make the statistical operator
dependent on time. In that case, we can simply set ζA = 0 so that the following expressions and
arguments remain valid. To enforce a vanishing four-divergence the β, ζ and ζA field must satisfy

0 =∇µ
(
T̂µν(x)βν(x)− ĵµ(x)ζ(x)− ĵµA(x)ζA(x)

)
=βν(x)∇µT̂µν(x) + T̂µν(x)∇µβν(x)

− ĵµ(x)∇µζ(x)− ζ(x)∇µĵµ(x)− ĵµA(x)∇µζA(x)− ζA(x)∇µĵµA(x)

=T̂µν(x)∇µβν(x)− [∇µζ(x)− F νµ(x)βν(x)] ĵµ(x)−∇µζA(x)ĵµA(x) = 0

Then, using the fact that stress-energy tensor is symmetric, we see that the previous quantity is
vanishing if the β, ζ and ζA fields satisfy:

∇µβν(x) +∇νβµ(x) = 0, ∇µζ(x) = F νµ(x)βν(x), ∇µζA(x) = 0.

The first equation impose that β is a Killing vector field. The second equation has a simple
physical interpretation. In the beta frame, the fluid velocity u is the unit four vector directed
along the four inverse-temperature β. Starting from that time-like vector we can define the
comoving electric and magnetic fields:

Eµ = Fµλuλ, Bµ =
1

2
εµνρσFνρuσ; Fµν = Eµuν − Eνuµ − εµνρσBρuσ. (1.12)

Indicating with T (x) the temperature 1/T (x) =
√
β2(x), the second condition can be written as

T (x)∇µ
(
µ(x)

T (x)

)
− Eµ(x) = 0,

meaning that a system subject to an external electric field will develop a gradient of µ/T in
order to compensate the applied field and ensure that the equilibrium is maintained. It is also
worth noticing that even in presence of a comoving magnetic field if the comoving electric field
is vanishing, equilibrium is reached only with a constant ζ filed. The condition on ζA simply
states that the ratio between chiral chemical potential and temperature ζA = µA(x)/T (x) must
be constant.

In flat space-time, the general solution for the Killing equation ∂µβν + ∂µβµ = 0 is given in
terms of a constant vector bν and a constant anti-symmetric tensor $µν :

βµ(x) = bµ +$µνx
ν . (1.13)

The anti-symmetric tensor $µν is dubbed thermal vorticity and can be expressed by means of
Eq. (1.13) as an exterior derivative of the β field:

$µν = −1

2
(∂µβν − ∂νβµ) .

Since in this chapter we are introducing global equilibrium with vorticity, in order to not overburden
the chapter, we now deal with a vanishing electromagnetic field. The global equilibrium with
both vorticity and external electromagnetic field is discussed in Sec. 4.3. Consider then a system
without an external gauge field. In this case, at global equilibrium the ζ field must be a constant.
Inserting the configurations (1.13), ζ =const. and ζA =const. into the LEDO (1.11), we find the
general global equilibrium density operator:

ρ̂GE =
1

ZGE
exp

[
−
∫
Σ(τ)

dΣ nµ(x)
(
T̂µν(x) (bν +$νρx

ρ)− ĵµ(x)ζ − ĵµA(x)ζA

)]
.
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The quantities b, $, ζ and ζA are constant and can be taken outside the integral. The integration
in the exponential reproduce the Poincaré generators, which are conserved quantities. The term
linear in b reproduces the four-momentum of the system which is the generator of translation and
is given by:

P̂ ν =

∫
Σ(τ)

dΣµ(x)T̂µν(x).

Using the antisymmetry of $, the term in vorticity is written as

T̂µν$νρx
ρ =

1

2

(
T̂µνxρ − T̂µρxν

)
$νρ

and upon integration, it reproduces the Lorentz generators:

Ĵµν =

∫
Σ

dΣλ(xµT̂ λν − xν T̂ λµ). (1.14)

The term proportional to ζ (ζA) gives the electric (axial) charge:

Q̂ =

∫
Σ(τ)

dΣµ(x)ĵµ(x), Q̂A =

∫
Σ(τ)

dΣµ(x)ĵµA(x). (1.15)

The whole global equilibrium density operator is therefore written in terms of conserved quantities
of the system:

ρ̂GE =
1

ZGE
exp

[
−bµP̂µ +

1

2
$ : Ĵ + ζQ̂+ ζAQ̂A

]
. (1.16)

This general global equilibrium can be regarded both as a local equilibrium with a specific local
temperature β(x) or as a true global equilibrium with time independent entropy. Excluding the
parameters ζ and ζA which correspond to internal symmetries, the density operator depends on
10 parameters, corresponding to the 4 components of bµ and the 6 independent components of
the anti-symmetric tensor $µν . This is the maximum number of first integrals for a relativistic
system, each one corresponding to a generator of the Poincaré group.

Given a fixed point in space-time x, we can write the general equilibrium density operator in
terms of the inverse temperature evaluated at that point. First, taking advantage of Poincaré
algebra identities [39], we evaluate the angular momentum operator at x by using the translational
operator T̂(x) = exp[ ix · P̂ ]:

Ĵµνx ≡T̂(x)ĴµνT̂−1(x) = Ĵµν − xµP̂ ν + xνP̂µ

=

∫
Σ

dΣλ

[
(yµ − xµ)T̂ λν(y)− (yν − xν)T̂ λµ(y)

]
.

(1.17)

With this definition and writing b in terms of β(x) thanks to Eq. (1.13), the density matrix takes
the form

ρ̂GE =
1

ZGE
exp

[
−βµ(x)P̂µ +

1

2
$ : Ĵx + ζQ̂+ ζAQ̂A

]
. (1.18)

This form will be useful for evaluating mean values of observables around the point in x as a
perturbative expansion in thermal vorticity.

The statistical operator (1.16) describes a stationary global equilibrium that in presence of
vorticity and it is not homogeneous. Indeed, the four-temperature β in Eq. (1.13) depends linearly
on the coordinate x. However for a vanishing thermal vorticity $ the inverse temperature is a
constant β = b and the usual homogeneous global thermal equilibrium is recovered:

ρ̂ =
1

Z
exp

[
−βµP̂µ + ζQ̂+ ζAQ̂A

]
.
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Moreover, specializing the thermal vorticity into the values bµ = (1/T,0) and $µν = ω/T (δ1
µδ

2
ν −

δ2
µδ

1
ν) we recover the covariant form of the statistical operator used for rotating systems in [40]:

ρ̂ω =
1

Zω
exp

(
−Ĥ/T + ωĴz/T + µQ̂/T

)
,

where Ĵz is the angular momentum of the system along the z axis. This operator has been used
to address quantum effects in relativistic matter under rotation [41, 42]. Similarly, indicating
with K̂z the generator of a Lorentz boost along the z axis, the parameter choice

bµ = (1/T, 0, 0, 0), $µν = (a/T )(g0µg3ν − g3µg0ν)

reproduces an ensemble representing the equilibrium of a relativistic fluid with constant comoving
acceleration a along the z direction [43]:

ρ̂a =
1

Za
exp

(
−Ĥ/T + aK̂z/T

)
.

1.5 Thermal vorticity and Lie transported basis

Here we show that the anti-symmetric tensor $, coming from the Killing solution of inverse
temperature, has indeed the physical meaning of fluid acceleration and rotation. If the β four-
vector (1.13) is a time-like vector, then we can choose the β-frame as hydrodynamic frame [38,
44]. The unitary four-vector fluid velocity u is therefore identified with the direction of β:

uµ(x) =
βµ(x)√
βρ(x)βρ(x)

.

As long as we are considering physical observables in a region where the coordinate x are such
that β(x) is a time-like vector, this choice is perfectly legit and free of issues.

We can decompose the thermal vorticity into two space-like vector fields, each having three
independent components, by projecting along the time-like fluid velocity u. This is analogous to
the decomposition of the also anti-symmetric electromagnetic strength tensor F into an electric
and magnetic part. For the thermal vorticity $, the decomposition

$µν = εµνρσwρuσ + αµuν − ανuµ

defines the four-vectors α and w which are explicitly written inverting the previous relation:

αµ(x) ≡ $µνuν , wµ(x) ≡ −1

2
εµνρσ$νρuσ. (1.19)

Notice that w has a minus sign compared to comoving magnetic field in Eq. (1.12). The vectors
α and w depends on the coordinate and are space-like and orthogonal to u. All the quantity
u, $, α, w are dimensionless. A physical interpretation is easily assigned to the vectors α and w
if we express them as derivative of the fluid velocity.

First, notice that, at global equilibrium, the thermal vorticity is just the derivative of β
four-vector: $µν = ∂νβµ. Then, it easily realized that comoving temperature along the flow lines
does not changes:

uν∂
ν
√
β2 =

uνβ
ρ∂νβρ√
β2

=
uνβ

ρ$ν
ρ√

β2
= uραρ = 0.

The α vector is then written as

αµ =$µνuν = uν∂
νβµ = uµuν∂

ν
√
β2 +

√
β2uν∂

νuµ

=
√
β2uν∂

νuµ =
1

T
aµ,
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where T = 1/
√
β2 is the proper temperature and aµ = uν∂

νuµ is the acceleration field of the
fluid. Therefore, the vector α is the local acceleration of the fluid divided by the temperature.
The four-vector w is instead expressed as the local rotation of the fluid ω, sometimes called local
vorticity,

ωµ ≡ 1

2
εµνρσuσ∂νuρ.

From the definition of w we indeed recover ω

wµ = −1

2
εµνρσ$νρuσ =

1

2
εµνρσ∂νβρuσ

=
1

2
εµνρσ

√
β2uσ∂νuρ =

1

T
ωµ,

and we see that w is the local rotation divided by comoving temperature.
It also proves useful to define the projector into orthogonal space of fluid velocity:

∆µν ≡ gµν − uµuν ,

and the four vector γ orthogonal to the other ones: u, α,w

γµ = εµνρσwναρuσ = (α ·$)λ∆
λµ. (1.20)

The $ decomposition therefore defines a tetrad {u, α,w, γ} that can be used as a basis. It must
be noticed, however, that the tetrad is neither unitary nor orthonormal, indeed in general we
have α · w 6= 0.

To asses the order of magnitude of thermal vorticity in several physical systems, we express
the previous four-vectors in the local rest frame where local acceleration is a and local angular
velocity is ω:

α =
(

0,
a

T

)
, w =

(
0,
ω

T

)
, γ =

(
0,

a ∧ ω
T

)
and hence restoring the physical constants

|α| = } |a|
c kB T

, |w| = } |ω|
kB T

, |γ| = }2 |a ∧ ω|
c k2

B T
2
.

At human scales, an estimate of these parameters are obtained replacing room temperature
T = 300K, an acceleration equal to earth’s gravitational acceleration and an angular velocity of
1Hz. In this situation the modulus of α and w are

|α| ' 8× 10−22, |w| ' 2× 10−14.

Therefore, we aspect the corrections from α and w to be negligible for most common systems in
nature. However, in quark-gluon plasma produced by heavy ion collisions measures of thermal
vorticity indicate that it posses the values |α| = 0.05 and |w| = 0.06 which are sufficient to induce
observable effects [5, 7]. Nevertheless, the value of α and w remains significantly smaller than 1,
which validate the use of perturbative expansion on thermal vorticity adopted in the following
sections.

Now that we have defined the vectors α and w, we can write the global thermal equilibrium
statistical operator with explicit dependence of angular momenta and boost generators. This is
accomplished decomposing the Lorentz generator Ĵµν , which is also antisymmetric, in the same
fashion as the thermal vorticity:

Ĵµν = uµK̂ν − uνK̂µ − uρερµνσĴσ;

as before this operation define the following conserved operators

K̂µ = uλĴ
λµ, Ĵµ =

1

2
εαβγµuαĴβγ . (1.21)
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These are easily recognized as the local boost generators K̂µ and as the local angular momenta
Ĵµ. The contraction with thermal vorticity reproduce the vectors related to acceleration and
rotation

1

2
$µν Ĵ

µν = −αρK̂ρ − wρĴρ

and the statistical operator (1.16) has the form

ρ̂GE =
1

ZGE
exp

[
−bµP̂µ − αρK̂ρ − wρĴρ + ζQ̂+ ζAQ̂A

]
.

To conclude this section, we analyze the tetrad {u, α,w, γ} and when it really forms a basis.
More precisely, we are now building a tetrad from the β field which is a Lie transported basis
along β, i.e. a basis composed by four-vectors that are Lie transported along β. We remind that
the Lie derivative of a four-vector Vµ along another four-vector β is defined as:

Lβ (Vµ) = βλ∂λVµ + Vλ∂µβ
λ.

We are interested in the case of non-vanishing vorticity, where the β four-vector has the Killing
form (1.13). While it is known that the eigenvectors of a symmetric non-singular matrix form a
basis; the same statement is not true for an anti-symmetric matrix such as $. However, it is still
possible to build a basis if we distinguish between two cases: rotational and irrotational.

We start building the basis from the four vector β, given in terms of the constant time-like
four-vector bµ, the constant anti-symmetric tensor $ and the coordinate vector x:

βµ = bµ +$µνxν , $µν =


0 −a1 −a2 −a3

a1 0 Ω3 −Ω2

a2 −Ω3 0 Ω1

a3 Ω2 −Ω1 0

 ,

with a1, a2, a3, Ω1, Ω2, Ω3 real constants. To simplify the notation we can choose a reference frame
such that bµ = (1,0). Then, the first vector that compose the basis is β itself (or its direction u),
for which we know that Lβ(uµ) = 0. As second vector, we can always choose the acceleration
vector

αµ = $µνuν .

As long as $ is not vanishing, the vector α has at least one component and it is well defined.
This vector is both orthogonal to u and has a vanishing Lie derivative along β, Lβ(αµ) = 0. We
can then always pick α as second vector of the Lie transported basis.

Then we consider the rotation vector w

wµ = −1

2
εµνρσ$νρuσ.

We can not always pick w as a basis vector because it is vanishing if all the three constant
Ω1, Ω2, Ω3 are zero. We refer to the latter case as the irrotational case. On the other hand, if at
least one of Ω1, Ω2, Ω3 is non-vanishing we are in the rotational case and w is different from zero.

For the rotational case, we can pick w, which is Lie transported along β and orthogonal to u,
albeit not to α. Once we have three vectors, we can find a fourth vector that is orthogonal to all
the previous ones using Levi-Civita tensor:

γµ = εµνρσwναρuσ.

Thanks to Leibniz rule, it follows from the definition that Lβ(γµ) = 0. As last step, since four
vectors only form a basis if they are linearly independent, we check that u, α,w, γ are actually
linear independent by solving the equations

c1 u+ c2 α+ c3w + c4 γ = 0
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for c1, c2, c3, c4. We find that, unless Ω1, Ω2, Ω3 are all vanishing, the solution is indeed c1 =
c2 = c3 = c4 = 0 and thus they are linear independent. The four-vectors u, α,w, γ form a
Lie transported basis in the rotational case. With a Lie transported basis it is easy to give a
four-vector that is Lie transported, indeed all the vectors V

V µ = c1(x)uµ + c2(x)αµ + c3(x)wµ + c4(x) γµ

have vanishing Lie derivative along β if Lβ(c1(x)) = Lβ(c2(x)) = Lβ(c3(x)) = Lβ(c4(x)) = 0.
In the irrotational case (Ω1 = Ω2 = Ω3 = 0), there is not a special choice of vectors that

forms a Lie transported basis. Here, we provide one possible choice and we check that it satisfy
all the requirements. We introduce the vectors VIrr and γIrr

V µ
Irr =

(
0,

−a2√
a2

1 + a2
2

,
a1√
a2

1 + a2
2

, 0

)
,

γµIrr =

√
a2

1

(a2
1 + a2

2)(a2
1 + a2

2 + a2
3)

(
0, −a3, −

a2a3

a1
,
a2

1 + a2
2

a1

)
.

It is straightforward to check that they are unitary VIrr · VIrr = γIrr · γIrr = −1 and that they are
orthogonal to u and α and between themselves. By direct computation we can also verify that
the vectors VIrr and γIrr have vanishing Lie derivative along β and together with u and α forms a
linear independent set of four-vectors. Therefore {u, α, VIrr, γIrr} is an orthogonal Lie transported
basis. It is important to stress-out that in the rotational case the vectors VIrr and γIrr loose both
the properties of orthogonality with u and α and the vanishing of Lie derivative along β; only the
previous rotational basis is a Lie transported basis in the rotational case. Back to the irrotational
case, a four-vector V can be decomposed in

V µ = c1(x)uµ + c2(x)αµ + c3(x)V µ
Irr + c4(x) γµIrr

and it is Lie transported along β if Lβ(c1(x)) = Lβ(c2(x)) = Lβ(c3(x)) = Lβ(c4(x)) = 0.

1.6 Expansion on thermal vorticity

The main reason we have derived the statistical operator of a system at thermal equilibrium is
that it connects a local operator Ô with its thermal mean value. Indeed, the mean value of a
local operator Ô is obtained tracing it with the statistical operator:

〈 Ô(x) 〉GE = tr(ρ̂GE Ô(x))ren,

where the subscript indicates that non-physical divergences must be subtracted with a proper
renormalization procedure; for instance in the case of free fields it is sufficient to subtract the
vacuum expectation values.

One significant difference between generalized global equilibrium and global equilibrium
without vorticity is the lack of translational invariance of the former. Using the identity in (1.17),
we can indeed show that the generalized global statistical operator (1.18) transforms under
translation as following:

T̂(a) ρ̂GET̂−1(a) =
1

ZGE
exp

[
−βµ(x− a)P̂µ +

1

2
$ : Ĵx + ζQ̂+ ζAQ̂A

]
.

This is a consequence of the temperature not being homogeneous even if the system is at thermal
equilibrium; indeed, the temperature depends on the point according to Eq. (1.13). This situation
is exactly what happens at thermal equilibrium in the case of gravitation, where the temperature
measured by a local observer depends on the gravitational potential where the measure is made. In
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that case, temperature follows the Tolman-Ehrenfest law [45], which states that for a static metric
with a time-like Killing vector ξ the product T ·

√
gµνξµξν remains constant. The temperature

we provided for a system with vorticity satisfy the Tolman-Ehrenfest law.
From the translated statistical operator we can still write the mean value of the operator Ô

at the point x as a mean value of the operator at the point x = 0:

〈 Ô(x) 〉GE =tr
(
ρ̂GE Ô(x)

)
=tr

(
T̂−1(x) ρ̂GET̂(x)T̂−1(x) Ô(x)T̂(x)

)
=tr

(
T̂−1(x) ρ̂GET̂(x) Ô(0)

)
=

1

ZGE
tr
(

exp

[
−βµ(x)P̂µ +

1

2
$ : Ĵ + ζQ̂+ ζAQ̂A

]
Ô(0)

)
.

From this relation, we see that, at small thermal vorticity, the leading term of the mean value of
the local operator at the point x is equivalent to the thermal expectation values for homogeneous
thermal equilibrium with four-temperature given at point x. Since the solutions of thermal
states for a homogeneous canonical system are known, and thermal vorticity assumes only small
values, we can derive the effects of thermal vorticity on mean values of local operators adopting
a perturbative series in thermal vorticity and expressing each term as a mean value made with
homogeneous statistical operator.

To develop an expansion on thermal perturbation we factorize the statistical operator into a
homogeneous part and into a part that contains thermal vorticity. We adopt the factorization
adopted in [30], which explicitly preserve time-order products and which enables a straightforward
use of imaginary-time thermal field theory techniques. We consider the statistical operator in the
form (1.18) and we define the operator Â and B̂ as:

ρ̂GE =
1

ZGE
exp

[
Â+ B̂

]
, Â ≡ −βµ(x)P̂µ + ζQ̂+ ζAQ̂A, B̂ ≡ 1

2
$ : Ĵx.

Then, even if Â and B̂ do not commute, the statistical operator can be factorized as

ρ̂GE =
1

ZGE
eÂ+B̂ =

1

ZGE
eÂ
[
1 +

∞∑
n=1

B̂n

]
,

where we denoted

B̂n ≡
∫ 1

0
dλ1

∫ λ1

0
dλ2· · ·

∫ λn−1

0
dλn B̂(λ1) . . . B̂(λn),

B̂(λ) ≡ e−λÂ B̂ eλÂ.

The angular momentum Ĵµν commutes with the electric and the axial charge, therefore we can
see the quantity B̂(λ) as the translation of B̂ along β, except that the translation is made of an
imaginary quantity. We already know how a translation transforms the angular momentum, see
(1.17), we can then write B̂(λ) as

B̂(λ) =
1

2
$µνeλβ(x)·P̂ Ĵµνx e−λβ(x)·P̂

=
1

2
$µνT̂−1

(
iλβ(x)

)
Ĵµνx T̂

(
iλβ(x)

)
=

1

2
$µν Ĵ

µν
x−iλβ.

The integrals in Bn can be rearranged such that they are given by the path-ordered products on
λ. path-ordered products sort the ordinary products according to the values of λ and they are
defined by

Tλ
(
Ô1(λ1)Ô2(λ2) · · · ÔN (λN )

)
≡ Ôp1(λp1)Ôp2(λp2) · · · ÔpN (λpN )
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with p the permutation that orders λ by value:

p : {1, 2, . . . , N} → {1, 2, . . . , N}
λp1 ≤ λp2 ≤ · · · ≤ λpN .

Explicitly, the integrals are turned into

B̂n =
1

n!

∫ 1

0
dλ1· · ·

∫ 1

0
dλn Tλ

(
B̂(λ1) . . . B̂(λn)

)
and the statistical operator becomes

ρ̂GE =
1

ZGE
exp

[
− β(x) · P̂ + ξ Q̂

]
Tλ

[
exp

(∫ 1

0
dλ

1

2
$µν Ĵ

µν(x− iλβ)
)]
.

Now, we indicate with a subscript β the partition function and the mean value made with
homogeneous statistical operator

〈Ô 〉β(x) ≡
tr
[
exp

(
−β(x) · P̂ + ζQ̂+ ζAQ̂A

)
Ô
]

tr
[
exp

(
−β(x) · P̂ + ζQ̂+ ζAQ̂A

)] =
1

Zβ
tr
[
eÂ Ô

]
, (1.22)

and we remind that the connected correlators are defined as following

〈Ô〉c = 〈Ô〉,

〈ĴÔ〉c = 〈ĴÔ〉 − 〈Ĵ〉〈Ô〉,

〈Ĵ1Ĵ2Ô〉c = 〈Ĵ1Ĵ2Ô〉 − 〈Ĵ1〉〈Ĵ2Ô〉c − 〈Ĵ2〉〈Ĵ1Ô〉c − 〈Ô〉〈Ĵ1Ĵ2〉c − 〈J1〉〈J2〉〈Ô〉,

and similarly for higher numbers of products.
We can use the derived product expansion to express thermal quantities at generalized global

equilibrium as expansion in thermal vorticity where thermal averages are made with homogeneous
statistical operator. As first example, consider the expansion on thermal vorticity of the logarithm
of the partition function; it is given by

logZGE = log
(
tr
[
eÂ+B̂

])
= log

(
Zβ
Zβ

tr
[
eÂ+B̂

])
= logZβ + log

(
1 +

∞∑
n=1

〈B̂n〉β(x)

)

and the partition function itself is

ZGE = elogZGE = Zβ

(
1 +

∞∑
n=1

〈B̂n〉β(x)

)
.

Then, expanding the logarithm in Taylor series, we recover the connected correlators

logZGE = logZβ +
∞∑
r=1

(−1)r+1

r

[ ∞∑
n=1

〈B̂n〉β(x)

]r
= logZβ +

∞∑
N=1

〈B̂N 〉β(x),c

N !
.

Replacing all the definitions, the partition function is explicitly given by the series

logZGE = logZβ +
∞∑
N=1

1

2NN !

N∏
n=1

[∫ 1

0
dλn$µnνn

]
〈Tλ
( N∏
n=1

Ĵµnνnx−iλnβ

)
〉β(x),c,
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or changing the integration variables into τn = λn |β|

logZGE=logZβ+

∞∑
N=1

1

2NN !

N∏
n=1

[
1

|β|

∫ |β|
0

dτn$µnνn

]
〈Tτ
( N∏
n=1

Ĵµnνnx−iτnu

)
〉β(x),c.

The same argument is applied to find an expansion of the mean value of a local operator Ô:

〈Ô(x)〉GE =
1

ZGE
tr
[
eÂ+B̂Ô(x)

]
;

using the partition functional expansion obtained before and expanding the operator exponent,
we obtain

〈Ô(x)〉GE =
1

ZGE
tr
[
eÂ
(
1 +

∞∑
n=1

B̂n
)
Ô(x)

]
=

1

1 +
∑∞

n=2〈B̂n〉β(x)

1

Zβ
tr
[
eÂ
(
1 +

∞∑
n=1

B̂n
)
Ô(x)

]
=
〈Ô(x)〉β(x) +

∑∞
n=1〈B̂nÔ(x)〉β(x)

1 +
∑∞

n=2〈B̂n〉β(x)

.

To complete the series we expand the denominator with the Taylor series (1 +x)−1 =
∑

n(−1)nxn

and we recover again the connected correlators:

〈Ô(x)〉GE = 〈Ô(x)〉β(x) +
∞∑
N=1

〈B̂N Ô(x)〉c
N !

.

The explicit form of the series is

〈Ô(x)〉GE =
∞∑
N=0

1

2NN !

N∏
n=1

[
1

|β|

∫ |β|
0

dτn$µnνn

]
〈Tτ
( N∏
n=1

Ĵµnνnx−iτnu
Ô(x)

)
〉β(x),c. (1.23)

Moreover, by taking advantage of translation properties, we can remove the x dependence inside
the argument of the mean value:

〈Ô(x)〉GE =

∞∑
N=0

1

2NN !

N∏
n=1

[
1

|β|

∫ |β|
0

dτn$µnνn

]
〈Tτ
( N∏
n=1

Ĵµnνn−iτnu
Ô(0)

)
〉β(x),c.

At the second order in thermal vorticity, we obtain [46]

〈Ô(x)〉 =〈Ô(0)〉β(x) +
$µν

2|β|

∫ |β|
0

dτ〈Tτ

(
Ĵµν−iτuÔ(0)

)
〉β(x),c

+
$µν$ρσ

8|β|2

∫ |β|
0

dτ1dτ2〈Tτ

(
Ĵµν−iτ1u

Ĵρσ−iτ2u
Ô(0)

)
〉β(x),c +O($3).

(1.24)

Making use of the decomposition with the tetrad {u, α,w, γ}, the contraction of angular
momentum with thermal vorticity is written in terms of comoving boost and rotation generators:

1

2
$µν Ĵ

µν = −αρK̂ρ − wρĴρ

$µν$ρσĴ
µν Ĵρσ = 2αµαν{K̂µ, K̂ν}+ 2wµwν{Ĵµ, Ĵν}+ 4αµwν{K̂µ, Ĵν}.



18 Quantum relativistic statistical mechanics

The mean value expansion is then decomposed into

〈Ô(x)〉 = 〈Ô(0)〉β(x) −
αρ
|β|

∫ |β|
0

dτ 〈Tτ

(
K̂ρ
−iτuÔ(0)

)
〉β(x),c

− wρ
|β|

∫ |β|
0

dτ 〈Tτ

(
Ĵρ−iτuÔ(0)

)
〉β(x),c

+
αρασ
2|β|2

∫ |β|
0

dτ1dτ2 〈Tτ

(
K̂ρ
−iτ1u

K̂σ
−iτ2uÔ(0)

)
〉β(x),c

+
wρwσ
2|β|2

∫ |β|
0

dτ1dτ2 〈Tτ

(
Ĵρ−iτ1u

Ĵσ−iτ2uÔ(0)
)
〉β(x),c

+
αρwσ
2|β|2

∫ |β|
0

dτ1dτ2 〈Tτ

(
{K̂ρ
−iτ1u

, Ĵσ−iτ2u}Ô(0)
)
〉β(x),c +O($3)

or, after defining the correlators

〈〈K̂ρ1 · · · K̂ρn Ĵσ1 · · · ĴσmÔ〉〉 ≡
∫ |β|

0

dτ1 · · · dτn+m

|β|n+m
×

× 〈Tτ

(
K̂ρ1
−iτ1u

· · · K̂ρn
−iτnu

Ĵσ1−iτn+1u
· · · Ĵσm−iτn+mu

Ô(0)
)
〉β(x),c

(1.25)

the expansion in thermal vorticity of the mean value of a local operator Ô(x) can be written as:

〈Ô(x)〉 =〈Ô(0)〉β(x) − αρ〈〈 K̂ρÔ 〉〉 − wρ〈〈 ĴρÔ 〉〉+
αρασ

2
〈〈 K̂ρK̂σÔ 〉〉

+
wρwσ

2
〈〈 ĴρĴσÔ 〉〉+

αρwσ
2
〈〈 {K̂ρ, Ĵσ}Ô 〉〉+O($3).

(1.26)

Note that the above expansion applies to any local operator Ô, whether it is a scalar or a
component of a tensor of any rank.

Once a specific form of the local operator is chosen, we can further simplify the expression (1.26)
taking advantage of rotational invariance of homogeneous statistical operator. This is achieved
taking into account the symmetries of the operator and selecting only the relevant components in
the decomposition. For instance, in the case of homogeneous equilibrium without vorticity the
stress-energy tensor mean value is decomposed into the so-called ideal form, which only contains
two thermodynamic scalar quantities: pressure p and energy density ρ [47]:

〈 T̂µν 〉β = ρ uµuν − p∆µν

where pressure and energy density are obtained as

ρ ≡ uµuν〈 T̂µν 〉β, p = −1

3
∆µν〈 T̂µν 〉β.

In the more general case of equilibrium with vorticity, the decomposition contains more terms
than the ideal case because the symmetries allow the thermal expectation value to be dependent
on scalars and tensors built with the tetrad {u, α,w, γ}. In general, the global equilibrium mean
value of an operator Ôµ···ν(x) is decomposed in

〈Ôµ···ν(x)〉 =
∑
l

C(l)V
(l)
µ···ν ,

where C(l) are a finite number of thermodynamic functions obtained averaging with homogeneous
statistical operator and not depending on thermal vorticity and V (l)

µ···ν is an appropriate tensor
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built with the tetrad {u, α,w, γ}. For instance, the stress-energy tensor for parity even fluid at
second order in thermal vorticity is decomposed as [46, 48]:

〈T̂µν〉 =(ρ− α2Uα − w2Uw)uµuν − (p− α2Dα − w2Dw)∆µν

+Aαµαν +Wwµwν +G (uµγν + uνγµ) +O($3).

For details on how this decomposition is made we refer to [48] and to an explicit example in
Sec. 3.1.3. At each new term appearing in this way corresponds a new thermodynamical functions
C(l) which represents a quantum correction induced by rotation if the term is coupled with vector
w, or to acceleration if it couples with α. In the example above Uα, Dα and A are thermodynamic
coefficients representing the response of acceleration, Uw, Dw and W are the response of rotation
and G is the response to their combined effect. Every thermodynamic function C(l) introduced
with this decomposition is a Lorentz scalar and therefore it is always possible to evaluate it in
the rest frame of thermal bath. For instance, one of the aforementioned thermal coefficient of
stress-energy tensor is

Uα =
1

2

∫ |β|=1/T

0

dτ1dτ2

|β|2
〈Tτ

(
K̂3
−iτ1K̂

3
−iτ2 T̂

00
)
〉T,c,

where we denoted the mean values in rest frame with a subscript T , that is:

〈Ô(x)〉T ≡
tr
[
exp

(
−Ĥ/T + ζQ̂+ ζAQ̂A

)
Ô(0)

]
tr
[
exp

(
−Ĥ/T + ζQ̂+ ζAQ̂A

)] ,

and Ĥ is the Hamiltonian. In the rest frame, by construction the four-temperature direction
u has only the time component, consequently the translation on the argument of the Lorentz
generators is only a time shift. Thus, imaginary time and euclidean space in the rest frame is well
defined and is particularly convenient because the time-ordered features of the correlators are
automatically satisfied. In the next chapter, we review thermal field theory in imaginary-time,
which we use to evaluate the before mentioned thermodynamic quantities.

1.6.1 Comparison with Kubo Formulae

Thermal coefficients and, more generally, transport coefficients are usually given as Kubo Formulae.
The previous terms on the expansion (1.26) are Kubo Formulae in the broad sense, as they are
obtained as a linear response. We gave these thermal coefficients as spatial and imaginary-time
integrals of euclidean correlators, see Eq. (1.25). However, Kubo formulae are more commonly
provided as Green functions in the Fourier space. We show here how to turn first order correlators
of the form (1.25) into Green function relations. This procedure, also used in Ref. [49], can be
also extended to higher orders.

Consider the first order term of the thermal vorticity expansion (1.24). Suppose the operator
Ô is a scalar, then we can evaluate it in the rest frame of thermal bath, in which u = (1,0).
Therefore, the first term reads:

〈 Ô 〉(1) = $ρσ

∫ |β|
0

dτ

2|β|
〈 Ĵρσ−iτ Ô(0) 〉T,c.

We then replace the Lorentz generators Ĵρσ with their definition (1.14) in terms of symmetric
stress-energy tensor. Once this is done, we translate the stress-energy tensor operator in imaginary
time as required by the correlator, see Eq. (1.17). After that, we find:

〈 Ô 〉(1) = $ρσ

∫ |β|
0

dτ

|β|

∫
d3xxρ 〈 T̂ 0σ(−iτ,x)Ô(0) 〉T,c.
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Remind that, since we are dealing with connected correlators, it is fair to assume that

lim
t→−∞

〈 T̂ 0σ(t− iτ,x)Ô(0) 〉T,c = 0,

taking advantage of which, we can write the correlator inserting also a real time integration:

〈 Ô 〉(1) =$ρσ

∫ |β|
0

dτ

|β|

∫
d3xxρ

[
〈 T̂ 0σ(−iτ,x)Ô(0) 〉T − 〈 T̂ 0σ(−iτ,x)〉T 〈Ô(0) 〉T

]
=$ρσ

∫ |β|
0

dτ

|β|

∫
d3xxρ

∫ 0

−∞
dt

d

dt

[
〈 T̂ 0σ(t− iτ,x)Ô(0) 〉T

− 〈 T̂ 0σ(t− iτ,x)〉T 〈Ô(0) 〉T
]
.

Notice that we can replace the derivative on t with derivative on τ :

d

dt
= i

d

dτ
.

Then, we can easily integrate over τ and, using the Kubo-Martin-Schwinger relation

〈 T̂ 0σ(t− iβ,x)Ô(0) 〉T = 〈 Ô(0)T̂ 0σ(t,x) 〉T ,

we obtain

〈 Ô 〉(1) =− i$ρσ

|β|

∫ 0

−∞
dt

∫
d3xxρ 〈

[
T̂ 0σ(t,x), Ô(0)

]
〉T,c.

We can now replace the spectral function [50] in Fourier space

ρAB(p0,p) ≡
∫

d4x eip·x〈
[
Â(t,x), B̂(0)

]
〉T ,

〈
[
Â(t,x), B̂(0)

]
〉T =

∫
d4p

(2π)4
e−ip·xρAB(p0,p),

in the previous equation:

〈 Ô 〉(1) =− i$ρσ

|β|

∫ ∞
−∞

dt θ(−t)
∫

d3xxρ
∫

d4p

(2π)4
e−ip·xρT

0σO(p0,p).

Then, using the integral representation of the Heaviside theta

θ(−t) = i

∫ ∞
−∞

dω

2π

eiωt

ω + i0+

we write

〈 Ô 〉(1) =
$ρσ

|β|

∫ ∞
−∞

dω

2π

∫
d4p

(2π)4

ρT
0σO(p0,p)

ω + i0+

∫
d4xxρe−ip·x+iωt.

Noticing that

xρe−ip·x+iωt = i
∂

∂pρ
e−ip·x+iωt

and integrating by parts, we obtain

〈 Ô 〉(1) =− i$ρσ

|β|

∫ ∞
−∞

dω

2π

∫
d4p

(2π)4

1

ω + i0+

∂

∂pρ
ρT

0σO(p0,p)

∫
d4x e−ip·x+iωt

=− i$ρσ

|β|

∫ ∞
−∞

dω

2π

1

ω + i0+

∂

∂pρ
ρT

0σO(ω,p)
∣∣∣
p=0

.
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Making use of
1

ω + i0+
= PV

(
1

ω

)
− iπδ(ω)

with PV the principal value, and assuming that the spectral functions is real, we obtain

〈 Ô 〉(1) = −$ρσ

2|β|
lim
ω→0

lim
p→0

∂

∂pρ
ρT

0σO(ω,p).

The spectral function is the imaginary part of retarded Green function [50], then we have the
connection between first order correlators and Kubo Formule with retarded Green functions:

〈 Ô 〉(1) = −$ρσ

2|β|
lim
ω→0

lim
p→0

∂

∂pρ
ImGT

0σO
R (ω,p). (1.27)
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2
Finite temperature filed theory

In this chapter, we review the finite temperature and finite density field theory techniques [50–52]
and we extend them to include the effects of a conserved axial charge in the statistical operator.
Finite temperature field theory methods allow to write thermal expectation values as expectation
values in ordinary quantum field theory. Once this connection is accomplished, we are able to use
similar tools used in quantum field theory, such as Green functions and Feynman diagrams for
perturbative calculations. At the end of this chapter (Sec. 2.4), we use the methods described here
to derive essential thermodynamic functions, such as thermodynamic potential, energy, pressure,
electric and axial charge density of a free Dirac gas at homogeneous equilibrium with a chiral
imbalance.

In the previous chapter, we proved that effects of thermal vorticity are given in terms of
Lorentz scalar functions, each one of these obtained with a thermal expectation value made with
the statistical operator of homogeneous thermal equilibrium:

ρ̂h =
1

Zh
e−βµP̂

µ+ζQ̂+ζAQ̂A , (2.1)

with β a constant four-vector. Since the thermal quantities are Lorenz scalars, it is convenient to
evaluate them in the rest frame of thermal bath, where the inverse four-temperature assumes the
form βµ = β(1,0) with β = 1/T , and the statistical operator is simply given by:

ρ̂h =
1

Zh
e−β(Ĥ−µQ̂−µAQ̂A)

and the partition function is

Zh = tr
[
e−β(Ĥ−µQ̂−µAQ̂A)

]
. (2.2)

Several important thermal quantities can be derived directly from the partition function, for
example in the infinite-volume V limit, pressure, electric and axial charge, entropy, free energy
and grand thermodynamic potential are given by:

p =
∂(T logZ)

∂V
, Q =

∂(T logZ)

∂µ
, QA =

∂(T logZ)

∂µA
,

S =
∂(T logZ)

∂T
, E = −PV + TS + µQ+ µAQA, Ω = −T

V
logZ.

Other quantities, such as the ones that gives vorticity corrections, can not be obtained as derivative
of the homogeneous partition function. However, partition functions in statistical mechanics
have the same role of generating functions in quantum field theory. Indeed, the starting point to
develop a finite temperature filed theory is a path integral evaluation of partition function.

23
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2.1 Path integral for Dirac field

Path integral in both quantum field theory and in finite temperature field theory is a well-known
subject and we refer to textbooks for details and reference [50–52]. Here we retrace the basic
steps on how path integral formulation of statistical mechanics is obtained with the aim of setting
the notation, providing and motivating the modifications brought by the conserved axial charge
inside the statistical operator. We begin by reminding the Lagrangian density of a free Dirac
field (1.2) in flat space-time:

L =
i

2
[ψ̄γµ(∂µψ)− (∂µψ̄)γµψ]−mψ̄ψ. (2.3)

We already discussed symmetries of this theory in Sec. 1.2. The conserved currents in flat-space
time are simply given by1:

ĵµ = ̂̄ψγµψ̂, Q̂ =

∫
x
ĵ 0(x)

ĵµA = ̂̄ψγµγ5ψ̂, Q̂A =

∫
x
ĵ 0
A(x),

where we have introduced the symbol ∫
x
≡
∫

dx.

From the Lagrangian, the conjugate momenta of the Dirac fields is

π =
∂L

∂(∂0ψ)
=

i

2
ψ†, π† =

∂L
∂(∂0ψ†)

=
i

2
ψ,

and by Legendre transformation we obtain the Hamiltonian density

H = − i

2
[ψ̄γk(∂kψ)− (∂kψ̄)γkψ] +mψ̄ψ.

Fermionic quantization imposes anti-commutating relations on canonical variables:{
ψ̂a(x, t), ψ̂

†
b(y, t)

}
=δabδ(x− y),{

ψ̂a(x, t), ψ̂b(y, t)
}

=
{
ψ̂†a(x, t), ψ̂

†
b(y, t)

}
= 0.

The Hamiltonian is now a time independent functional of the field operator and its conjugate
momentum and it is given by the spatial integral of Hamiltonian density

Ĥ =

∫
x
H
(
ψ̂, π̂

)
.

The Hamiltonian controls the time evolution of the system through the evolution operator
exp(−iĤt). Indicating with ψ̂(x, 0) the Schrödinger-picture field at time t = 0 and with π̂(x, 0)
its conjugate momentum operator, the eigenvectors |ψ〉 and |π〉, defined by

ψ̂(x, 0)|ψ〉 = ψ(x)|ψ〉, π̂(x, 0)|π〉 = π(x)|π〉,

form a complete orthogonal basis of the field operators ψ̂ and π̂. If the system is in the state |ψ〉
at the time t = 0, it then evolves to the states e−iĤ∆t|ψ〉 after an interval of time ∆t.

1We do not remove the mass term in the Lagrangian to keep track of it and to provide an expression valid in
the limit of vanishing µA even though it must not be considered if we want a conserved axial current.
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Consider a system of free Dirac particles at global thermal equilibrium with an imbalance
of electric and chiral current described by the statistical operator in Eq. (2.1). The associated
partition function (2.2) is given by the trace of a quantum operator, therefore it is obtained as
the following sum over all states represented by the basis |ψ〉:

Zh = tr
[
e−β(Ĥ−µQ̂−µAQ̂A)

]
=
∑
a

∫
dψa〈ψa|e−β(Ĥ−µQ̂−µAQ̂A)|ψa〉.

In this expression, we can still use the exponential of the Hamiltonian as it was the evolution
operator, we just have to turn the inverse temperature β into an imaginary time interval
β ≡ itf . The Gibbs operator exp(−βĤ) is then formally equivalent to the time evolution operator
exp(−itf Ĥ). This operation is analogous to performing a Wick rotation and to switch to the
imaginary time τ ≡ it. In this way, the partition function reads

Zh =
∑
a

∫
dψa〈ψa|e−itf (Ĥ−µQ̂−µAQ̂A)|ψa〉.

In this form, the partition function is similar to the generating functional of quantum field theory
but the time here is fictional and limited to the interval [0, tf ], where the upper limit is bounded
by the inverse-temperature.

Before addressing the transition amplitude inside the sum over the states, we give some
important properties of thermal fields. We define the two-point thermal Green function for the
fermionic field as

G(x, y) ≡ 〈Tτ
{
ψ̂(x)ψ̂(y)

}
〉β = tr

[
ρ̂h Tτ

{
ψ̂(x)ψ̂(y)

}]
where Tτ denotes the time-τ ordered-product

Tτ

{
ψ̂(τ1)ψ̂(τ2)

}
= ψ̂(τ1)ψ̂(τ2)θ(τ1 − τ2)− ψ̂(τ2)ψ̂(τ1)θ(τ2 − τ1)

with θ the Heaviside theta function. Since ρ̂h is invariant under translation transformation we
can show that the thermal Green function is only depending on the relative distance of the two
field: G(x, y) = G(x− y) and we can simply indicate G = G(τ,x). From translation invariance it
also follows that the thermal Green function is anti-periodic on time translation of period β [51]:

G(τ,x) = −G(τ − β,x)

which in turn also implies ψ̂(x, 0) = −ψ̂(x, β). Therefore, in evaluating the partition function, we
require that at the time tf the system must return to the starting state at t = 0 and in particular
that the fermionic field is anti-periodic in imaginary time β.

The path integral formulation of partition function is then obtained dividing the amplitude
〈ψa|e−itf (Ĥ−µQ̂−µAQ̂A)|ψa〉 into N equal time interval ε covering the full period [0, tf]. At each
step we insert a complete set of state and we send N to infinity. The transition amplitude is then
written as

〈ψa|e−itf(Ĥ−µQ̂−µAQ̂A)|ψa〉 = lim
N→∞

∫ ( N∏
i=1

dπi
2π

dψi

)
×

× 〈ψa|πN 〉〈πN |e−i(Ĥ−µQ̂−µAQ̂A)ε|ψN 〉 . . . 〈ψ1|ψa〉.

The electric charge can be included inside a new definition of the state

|Ψi(τ)〉 ≡ eµQ̂τ |ψi〉 = eiµQ̂t|ψi〉.
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The action of the electric charge on the states is simply given by Q̂|ψ〉 = |ψ〉 and Q̂|ψ̄〉 = −|ψ̄〉,
therefore the relations between the evolved new and old states are

|Ψ(τ)〉 = eµτ |ψ〉, |Ψ̄(τ)〉 = e−µτ |ψ̄〉.

The axial charge Q̂A can not be included in the same way in a state because the states |ψ〉 and
|ψ̄〉 are not eigenstates of Q̂A. After evaluating the transition amplitude, we obtain the path
integral form of partition function

Z = C

∫
Ψ(β,x)=−Ψ(0,x)

DΨ̄ DΨ exp
{
−SE(Ψ, Ψ̄ , µA)

}
where C is a constant that can be ignored and SE is the Euclidean thermal action defined by

SE(Ψ, Ψ̄ , µA) =

∫ β

0
dτ

∫
x
LE(Ψ, Ψ̄ , µA).

The Euclidean Lagrangian, denoted by LE, is obtained from regular Lagrangian with the cor-
respondence LE(X) = −L(τ = it,x, µA) where we introduced the symbol X = (τ,x) and we
denote ∫

X
≡
∫ β

0
dτ

∫
x
.

The Eucldean Lagrangian is easily written noticing that i∂0 = i∂t = −∂τ and introducing the so
called Euclidean Dirac matrices through

γ̃0 ≡ γ0, γ̃k ≡ −iγk.

According to traditional gamma matrix algebra, Euclidean gamma matrices satisfy

{γ̃µ, γ̃ν} = 2δµν , and γ̃†µ = γ̃µ.

Thereby, the Euclidean Lagrangian for the free Dirac field at finite axial density is written as

LE(X) =
1

2

[
ψ̄γ̃µ(∂µψ)− (∂µψ̄)γ̃µψ

]
− µAψ̄γ̃0γ

5ψ +mψ̄ψ.

From now on, to simplify notation, we drop tildes from the euclidean γ̃µ’s and two identical
repeated indices down imply the use of Euclidean metric and Euclidean matrices.

It is usually more convenient to work in momentum space. We already noticed that fermionic
field are antiperiodic in the imaginary time period β. The antiperiodicity implies that momenta
ωn related to imaginary time are discrete and they are known as fermionic Matsubara frequencies :

ωn = 2πT

(
n+

1

2

)
, n ∈ Z.

The fields in momentum space are then written as

ψ(X) =
∑∫
{P}

eiP+·X ψ̃(P ), ψ̄(X) =
∑∫
{P}

e−iP+·X ˜̄ψ(P ), (2.4)

with the introduction fo the symbols

P+ = (ωn + iµ,p),
∑∫
{P}

≡
∫

d3p

(2π)3
T
∑
{ωn}

,

where the curly brackets ({ωn}) are included to remind that the Matsubara frequencies are of
fermionic nature and they stand for the sum of n from −∞ to ∞. The additional imaginary shift
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of momentum time component proportional to chemical potential is the result of the electric
charge that we previously included inside the definition of the field states |Ψ〉. To account for
discrete Matsubara frequencies, we define a modified delta function:

δ̄(P −Q)=

∫
X

ei(P+Q)·X =

∫
dx eix(p−q)

∫ β

0
dτ eiτ(pn−qn) =βδpn+qn,0 (2π)3δ(3)(p + q).

Using the introduced notation, we express the Euclidean action in terms of momentum modes of
fields:

SE =

∫
X

1

2

[
ψ̄(X)γµ∂µψ(X)− (∂µψ̄(X))γµψ(X)

]
− µAψ̄(X)γ0γ5ψ(X) +mψ̄(X)ψ(X)

=

∫
X

∑∫
{P}

∑∫
{Q}

ei(P+−Q+)·X ˜̄ψ(Q)

[
iγµ

P+
µ +Q+

µ

2
+m− µAγ0γ5

]
ψ̃(P )

=
∑∫
{P}

∑∫
{Q}

δ̄(P −Q) ˜̄ψ(Q)

[
iγµ

P+
µ +Q+

µ

2
+m− µAγ0γ5

]
ψ̃(P )

=
∑∫
{P}

˜̄ψ(P )
[
i/P

+
+m− µAγ0γ5

]
ψ̃(P ).

In the path integral formulation of partition function, we can switch from coordinate space to
momentum space just by changing integration variables. As usual, the measure is modified
according to the determinant of the transformation:

DΨ =

∣∣∣∣det

[
δΨ(X)

δΨ̃(P )

]∣∣∣∣DΨ̃ .
However, this change is purely kinematic and the determinant can be absorbed inside the factor
C defining a new unknown coefficient C ′:

C ′ ≡ C
∣∣∣∣det

[
δΨ(X)

δΨ̃(P )

]∣∣∣∣
∣∣∣∣∣det

[
δΨ̄(X)

δ ˜̄Ψ(P )

]∣∣∣∣∣ .
We thus obtained the partition function path integral in terms of Fourier modes:

Z = C ′
∫
D ˜̄Ψ DΨ̃ exp

−
∑∫
{P}

˜̄ψ(P )
[
i/P

+
+m− µAγ0γ5

]
ψ̃(P )

 . (2.5)

2.2 Fermionic propagator at finite density and chirality

With the path integral completely set up, it is straightforward to evaluate the thermal propagator

〈ψa(X)ψ̄b(Y )〉T = tr
[
ρ̂h Tτ

{
ψ̂a(X)̂̄ψb(Y )

}]
,

where a and b are spinorial indices. Notice that we denoted the thermal expectation value with
the subscript T instead of the subscript β to remind that we are carrying out our quantities in a
specific reference system, the one where the thermal bath is at rest: u = (1,0). As first step, we
expand the fermionic propagator in momentum modes:

〈ψa(X)ψ̄b(Y )〉T =
∑
{P}

∑
{Q}

Tτ

{
eiP+·Xe−iQ+·Y

}
〈ψ̃a(P )

¯̃
ψb(Q)〉T .
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Then, we can use the path integral formulation to obtain the thermal propagator of momentum
modes, which is given by the correlation of the two modes weighted with the Euclidean action:

〈ψ̃a(P )
¯̃
ψb(Q)〉T =

∫
DΨ̃ D ˜̄Ψ exp (−SE) ψ̃a(P )

¯̃
ψb(Q)∫

DΨ̃ D ˜̄Ψ exp (−SE)
.

The integral is a well-known result of Grassmann variables θ [51]:∫ (∏
i dθ†idθi

)
θkθl exp(−θ†Aθ)∫ (∏

i dθ†idθi

)
exp(−θ†Aθ)

= (A−1)kl

Therefore, the fermionic propagator in momentum space is

〈ψ̃a(P )
¯̃
ψb(Q)〉T = δ̄(P −Q)[i/P

+
+m− µAγ0γ5]−1

ab .

At this point, we just need to find the inverse matrix S(P )ab:

S(P )ab ≡M(P )−1 ≡ [i/P
+

+m− µAγ0γ5]−1
ab .

When there is no axial chemical potential, the propagator is the usual free propagator:

S(P )ab =

(
−i/P

+
+m

)
ab

P+2 +m2
.

For the case m = 0 and µA 6= 0, we first show that the matrix is invertible. Notice that i/P and
γ0γ5 are anti-Hermitian, so the eigenvalues ofM = i/P

+ − µAγ0γ5 are of the form iλn, where λn
are reals numbers. Because γ5 anticommutes withM, all eigenvalues come in pairs, which means
that if iλn is an eigenvalue, then −iλn is also an eigenvalue. The determinant is the product of
all eigenvalues and is therefore given by detM =

∏
n λ

2
n. This proof that the determinant is real

and positive semidefinite and hence it exist the inverse matrixM−1. The inverse matrixM−1 is

S(P ) =

[
1

(P 0 + iµ− iµA)2 + P2

1− γ5

2
+

+
1

(P 0 + iµ+ iµA)2 + P2

1 + γ5

2

]
(−i/P

+ − µAγ0γ5).

This can be proved by explicit checking the identity M(P )S(P ) = 1. We first define some
auxiliary quantities

P+(±µA) ≡ (P0 + iµ± iµA,p), P+(±µA)2 = (P0 + iµ± iµA)2 + p2,

I1 ≡
1

P+(−µA)2

1− γ5

2
(−i/P

+ − µAγ0γ5),

I2 ≡
1

P+(+µA)2

1 + γ5

2
(−i/P

+ − µAγ0γ5),

from which the matrix S is written as S(P ) = I1 + I2. Taking advantage of the following gamma
matrix identities

γ2
0 = 1, γ2

5 = 1, (γ0γ5)2 = −1, {γµ, γν} = 2δµ,ν , {γµ, γ5} = 0,

γ5
1 + γ5

2
=

1 + γ5

2
, γ5

1− γ5

2
=
γ5 − 1

2
,
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we find that for I1 we have

[i/P
+ − µAγ0γ5]I1P

+(−µA)2 =
1 + γ5

2

(
P+2 − iµAP

+
µ γµγ0γ5 + iµAP

+
µ γ0γ5γµ − µ2

A
)

=
1 + γ5

2

[
P+2 − iµAP

+
µ (γµγ0 + γ0γµ) γ5 − µ2

A
]

=
1 + γ5

2

[
P+2 − iµAP

+
µ (γµγ0 + 2δµ,0 − γµγ0) γ5 − µ2

A
]

=
1 + γ5

2

[
P+2 − 2iµAP

+
0 γ5 − µ2

A
]

=
1 + γ5

2

[
P+2 − 2iµAP

+
0 − µ

2
A
]

=
1 + γ5

2
P+(−µA)2.

Similarly, for I2 we have

[i/P
+ − µAγ0γ5]I2P

+(+µA)2 =
1− γ5

2

(
P+2 − iµAP

+
µ γµγ0γ5 + iµAP

+
µ γ0γ5γµ − µ2

A
)

=
1− γ5

2

[
P+2 − 2iµAP

+
0 γ5 − µ2

A
]

=
1− γ5

2

[
P+2 + 2iµAP

+
0 − µ

2
A
]

=
1− γ5

2
P+(+µA)2.

Together they give the needed identity:

[i/P
+ − µAγ0γ5][I1 + I2] =

1 + γ5

2
+

1− γ5

2
= 1.

The matrix S(P ) can be written in compact notation using right and left chemical potential
and the chiral projector. The chiral projector transforms a spinor into its right or left chirality
components and it is defined by:

PR =
1 + γ5

2
, PL =

1− γ5

2
;

while right and left chemical potential are defined by a linear combination of electric and axial
chemical potential:

µR ≡ µ+ µA, µL ≡ µ− µA.
In terms of right and left chemical potentials, we define the right or left charged momenta by

P±R/L ≡ (ωn ± iµR/L,p)

and the matrix S(P ) can be written as

S(P ) = PR
−i/P

+
R

P+
R

2 + PL
−i/P

+
L

P+
L

2 ≡
∑
χ

Pχ
−i/P

+
χ

P+
χ

2

where the sum is on the chirality χ =R,L which correspond to χ = +1,−1 respectively. To
conclude, the thermal propagator in momentum space is given by

〈ψa(P )ψ̄b(Q)〉T = δ̄(P −Q)
∑
χ

(
Pχ
−i/P

+
χ

P+
χ

2

)
ab

or in the coordinate space

〈ψa(X)ψ̄b(Y )〉T =
∑∫
{P}

∑
χ

eiP+
χ ·(X−Y )

(
Pχ
−i/P

+
χ

P+
χ

2

)
ab

.

We can formally put together the expression of the propagator for massive Dirac field in a
non-chiral medium and a massless Dirac field in a chiral medium with

〈ψa(X)ψ̄b(Y )〉T =
∑∫
{P}

∑
χ

eiP+
χ ·(X−Y )

(
Pχ
−i/P

+
χ +m

P+
χ

2
+m2

)
ab

. (2.6)
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2.3 Path integral for gauge field

In Sec. 1.2 we have seen that conservation of electric current requires a gauge invariant theory.
Gauge invariance for fermionic action is obtained through the covariant derivative that introduces
a coupling between fermionic field and a four-vector bosonic gauge field. This coupling describes
quantum electrodynamics and quantum chromodynamics when the gauge fields considered are
respectively Abelian and non-Abelian gauge fields. In both cases also the dynamical description
of the gauge fields must be added in the action of the theory and must be properly quantized.
The dynamical part of a SU(Nc) non-Abelian gauge field has Lagrangian

L = −1

4
F aµνF

aµν , F aµν = ∂µA
a
ν − ∂νAaµ + gfabcAbµA

c
ν ,

where g is the gauge coupling. The gauge strength tensor can also be written in terms of the
covariant derivative in the adjoint representation Dacµ

Dacµ = ∂µδ
ac + gfabcAbµ, F aµν = ∂µA

a
ν −Dacν Acµ = Dacµ Acν − ∂νAaµ.

Calling T a the Hermitean generators of SU(Nc), which satisfy the algebra [T a, T b] = ifabcT c and
normalized to tr[T a, T b] = δab/2, we define U ≡ exp(igαa(x)T a). The Lagrangian is invariant
under the gauge transformation:

Aµ →A′µ = A′µ
a
T a = UAµU

−1 +
i

g
U∂µU

−1,

Aaµ →A′µ
a

= Aaµ +Dacµ αc +O(α2).

Although physical quantities are gauge invariant, we need to break gauge invariance to carry
on the quantization of the gauge field. The connection with physical states is to be addressed
after we provide a quantization in a specific gauge. We choose a gauge fixing such that it provides

Aa0 ≡ 0,

and we treat the spatial components Aai as canonical variables. This choice corresponds to a “soft”
breaking of gauge invariance, since time-independent gauge transformation are still allowed. The
Lagrangian then becomes

L =
1

2
∂0A

a
i ∂0A

a
i −

1

4
F aijF

a
ij ,

from which we derive the canonical conjugate momentum

Eai ≡
∂L

∂(∂0Aai )
= ∂0A

a
i ,

and consequently the Hamiltonian density expressed with canonical fields and their conjugate
momentum is

H = Eai ∂0A
a
i − L =

1

2
Eai E

a
i +

1

4
F qijF

a
ij .

Then, quantization of gauge field is achieved promoting the canonical variables to operator such
that they satisfy the equal time commutation relation:

[Âai (t,x), Êbj (t,y)] = iδabδijδ(x− y).

The Hamiltonian of the system is now written in terms of the field operators:

Ĥ =

∫
x

(
1

2
Êai Ê

a
i +

1

4
F̂ aijF̂

a
ij

)
.
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The electric charge and axial charge operator in the statistical operator involve only fermionic
fields and we can ignore them completely when we deal with gauge fields.

We previously chose a specific gauge without providing an identification of physical states.
We now need to identify physical states that are gauge invariant. To that purpose, we introduce
the operator Û which parametrize the time-independent gauge transformations:

Ĝa ≡ D̂abi Êbi , Û ≡ exp

{
−i

∫
x
αa(x)Ĝa(x)

}
.

It can be shown that Ĝa commutes with the Hamiltonian and that indeed the operator Û
transforms eigenstates Aai of the field operator Âai into eigenstates A′i

a of the gauge transformed
operator Â′ai . In this way physical, i.e. gauge invariant, states “|phys〉” are identified as those
who satisfy Û−1|phys〉 = |phys〉, which formalize gauge invariance into an equation for the state.
Expanding the operators Û at first order in gauge transformation parameter α we see that physical
states correspond to states satisfying the condition

Ĝa|phys〉 = 0.

Since Ĥ and Ĝ commutes, it exist a vector basis of Hilbert space |Eq, q〉, which is composed
by simultaneous eigenvectors of the Hamiltonian and the operator Ĝ: Ĥ|Eq, q〉 = Eq|Eq, q〉 and
Ĝa|Eq, q〉 = q|Eq, q〉. It follows that only the eigenvectors with vanishing eigeinvalue q are physical
states. This observation allows us to evaluate the physical partition function expanding the trace
in |Eq, q〉 basis and selecting only the states with vanishing q:

Zphys =
∑
E0

〈E0, 0|eβE0 |E0, 0〉 =
∑
Eq ,q

〈Eq, q|δq,0eβEq |Eq, q〉 = tr
[
δ
Ĝa,0̂

e−βĤ
]
.

As done for the fermionic field we can turn to the imaginary time and divide the interval in N
pieces. In the N → ∞ limit, after the evaluation of transition amplitude and the integration
on conjugate momenta, we eventually arrive at the path integral representation of partition
function [50]:

Zphys = C

∫
DAao

∫
Aai (β,x)=Aai (0,x)

DAai exp

{
−
∫
X
LE
}
, (2.7)

where, being the gauge field a bosonic field, the boundary condition are periodic and the Eucldean
Lagrangian is

LE =
1

4
F aµνF

a
µν , F a0i = ∂τA

a
i −Dabi Ab0.

The previous expression for partition function is gauge invariant but it is not suitable for
perturbation theory as the Euclidean Lagrangian contains a non-invertible matrix as quadratic
term and we can not define a propagator. This problem is overcome breaking again the gauge
invariance. Consider a generic function of integration variables Ga. An insertion of a term of the
type ∏

X,Y,a,b

δ(Ga) det

∣∣∣∣δGa(X)

δαb(Y )

∣∣∣∣
inside the integral of Eq. (2.7) does not change results for gauge independent quantities. To see
that, we divide the integration variables according to the gauge fixing Ga, splitting the gauge
integration variables into gauge fields Āµ, not connected with transformation Ga, and those
connected with it, parametrized with α. We then find∫

DAµδ(Ga) det

∣∣∣∣δGaδαb

∣∣∣∣ e− ∫
X LE(Aµ) =

∫
DĀµ

∫
Dαbδ(Ga) det

∣∣∣∣δGaδαb

∣∣∣∣ e− ∫
X LE(Āµ)

=

∫
DĀµ

∫
DGaδ(Ga)e−

∫
X LE(Āµ) =

∫
DĀµe−

∫
X LE(Āµ),
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where we took advantage of Lagrangian gauge invariance. We can then exploit the fact that
integration is independent on the choice of Ga and we replace δ(Ga) with δ(Ga− fa), where fa is
a general function independent of Aaµ. Then we can average over the fa’s with a Gaussian weight:∫

Dfaδ(Ga − fa) exp

(
− 1

2ξ

∫
X
fa fa

)
= exp

(
− 1

2ξ

∫
X
GaGa

)
,

with ξ a real parameter. Instead, the determinant det |δGa/δαb| can be written with auxiliary
fields c taking advantage of the identity

det

∣∣∣∣δGaδαb

∣∣∣∣ =

∫
Dc̄Dc exp

(
−c̄a δG

a

δαb
cb
)
.

The fields c are known as Faddeev-Popov ghosts and despite being Grassmann variables they
must satisfy periodic boundary conditions because of the bosonic nature of Ga. In conclusion,
the path integral form of partition function for gauge fields is

Zphys =C

∫
DAao

∫
Periodic

DAai
∫
Periodic

Dc̄aDca×

× exp

{
−
∫
X

[
1

4
F aµνF

a
µν +

1

2ξ
GaGa + c̄a

δGa

δαb
cb
]}

.

(2.8)

In this thesis, we are using the covariant gauge Ga ≡ −∂µAaµ for which we have

1

2ξ
GaGa =

1

2ξ
∂µA

a
µ∂νA

a
ν ,

δGa

δαb
=
←−
∂ µ

δAaµ
δαb

=
←−
∂ µ

(−→
∂ µδ

ab + gfabcAcµ

)
,

c̄a
δGa

δαb
cb = ∂µc̄

a∂µc
a + gfabc∂µc̄

aAbµc
c.

We can now find the thermal propagator. First, we expand the fields in momentum modes.
Both the gauge field and the ghost field are periodic in imaginary-time translation β and
consequently the time component modes are given by the discrete bosonic Matsubara frequencies :

ωn = 2πT n, n ∈ Z.

The expansion in momenta modes are then written as

Aaµ(X) =
∑∫
P

eiP ·XÃaµ(P ), ca(X) =
∑∫
P

eiP ·X c̃a(P ).

In covariant gauge, the quadratic part of Euclidean action inside the partition function expressed
in momentum modes is:∫

X

1

4
F aµνF

a
µν =

∑∫
P,Q

δ̄(P +Q)
1

2
Ãµ(P )Ãν(Q)

[
δµνP

2 − PµPν
]

+ non-quadratic terms,

∫
X

1

2ξ
GaGa =

∑∫
P,Q

δ̄(P +Q)
1

2ξ
PµPνÃµ(P )Ãν(Q),

∫
X
c̄a
δGa

δαb
cb =

∑∫
P,Q

δ̄(P −Q)P 2˜̄ca(P )c̃a(Q) + non-quadratic terms,

SE(Ãaµ, ˜̄c
a, c̃a) =

∑∫
P,Q

δ̄(P +Q)
1

2
Ãµ(P )Ãν(Q)

[
δµνP

2 −
(

1− 1

ξ

)
PµPν

]
+
∑∫
P,Q

δ̄(P −Q)P 2˜̄ca(P )c̃a(Q) + non-quadratic terms.
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The thermal propagators are obtained as inverse matrix of the quadratic part. For gauge field we
obtain

〈Ãaµ(P )Ãaν(Q)〉T = δ̄(P +Q)δab
1

P 2

[
δµν − (1− ξ)PµPν

P 2

]
and for ghost field we have:

〈˜̄ca(P )c̃b(Q)〉T = δ̄(P −Q)δab
1

P 2
.

In coordinate space the gauge thermal propagator is

〈Aaµ(X)Abν(Y )〉T =
∑∫
P

eiP (X−Y )δab
Gµν(P )

P 2

where:
Gµν(P ) = δµν − (1− ξ)PµPν

P 2
. (2.9)

2.4 Homogeneous thermal equilibrium with axial charge

In this section, we carry out the calculations for thermal mean values of stress-energy tensor,
electric current, axial current and thermodynamical potential for a free gas of fermions at thermal
equilibrium with a conserved axial charge. This serves to illustrate the methods used in the other
parts of the thesis and as a reference point for the other cases considered.

2.4.1 Thermodynamic potential

We start by the thermodynamic potential Ω , for which we remind the definition:

Ω ≡ lim
V→∞

−T
V

logZh.

In Sec. 2.1 we derived the path integral functional for the fermionic part of the partition
function (2.5), which we report here:

Zh = C ′
∫
D ˜̄Ψ DΨ̃ exp

−
∑∫
{P}

˜̄ψ(P )S−1
F (P )Ψ̃(P )


with S−1

F (P ) the inverse propagator matrix. We can explicitly write the spinorial component of
the inverse propagator as 2× 2 block matrix using the chiral representation of Eucldean gamma
matrices:

S−1
F (P ) ≡ i/P

+
+m− γ0γ

5µA =

(
m i(ωn + iµ) + σipi − µA

i(ωn + iµ)− σipi + µA m

)
,

where the σi are the Pauli matrices. As mentioned in the sections above, the partition function
is an integral over Grassmann variables with a quadratic exponential weight. The result of
integration is simply the determinant of the inverse propagator [51]. The determinant of the
spinorial components are carried out using determinant properties of block matrices:

Z = det
∣∣S−1

F (P )
∣∣ = det

∣∣∣∣ A B
C D

∣∣∣∣ = det
∣∣AD −BD−1CD

∣∣ .
The multiplication of the matrices is straightforward and we find:

Z = det
∣∣∣(P+2

+m2 + µ2
A

)
12×2 − 2σipiµA

∣∣∣ = det

∣∣∣∣(P+2
+m2 + µ2

A

)2
− 4p2µ2

A

∣∣∣∣ .
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The functional determinant is found as the product of all the eigenvalues of the matrix which
simply results in the product over the momentum modes P = {ωn,p}:

Z =
∏
P

[(
P+2

+m2 + µ2
A

)2
− 4p2µ2

A

]
.

The thermodynamic potential is defined as the logarithm of the partition function, therefore the
previous products become sums of the logarithms:

logZ =
∑
P

log

[(
P+2

+m2 + µ2
A

)2
− 4p2µ2

A

]
.

At last, the thermodynamic potential Ω is obtained in the infinite volume as Ω = −T logZ/V
and it is therefore given by:

Ω = lim
V→∞

−T
V

∑
P

log

[(
P+2

+m2 + µ2
A

)2
− 4p2µ2

A

]
.

The large volume limit exactly reproduces the sums on momenta we introduced for the Fourier
transform of fermionic fields in Eq. (2.4). Using that same notation, the thermodynamic potential
is written as:

Ω =−
∑∫
{P}

log

[(
P+2

+m2 + µ2
A

)2
− 4p2µ2

A

]

=−
∫

d3p

(2π)3
T
∑
{ωn}

log

[(
P+2

+m2 + µ2
A

)2
− 4p2µ2

A

]
.

This expression would acquire a clearer physical interpretation if we perform the sum on Matsubara
frequencies. Since the sums of logarithmic functions are hardly addressed we perform the sum
with the help of an auxiliary function. First, we define the function

j(y) ≡ T
∑
{ωn}

log

[(
P+2

+m2 + µ2
A

)2
− y2

]
;

the thermodynamic potential is obtained from j(y) by the equation

Ω = −
∫

d3p

(2π)3
j(y0),

where we denoted y0 ≡ 2µA|p|. Then, from j(y) we derive an additional function i(y):

i(y) ≡ 1

2y

d

dy
j(y) = T

∑
{ωn}

1[
(ωn + iµ)2 + p2 +m2 + µ2

A
]2 − y2

.

It is easier to perform the sum on i(y). Once we have the closed form of i(y) we obtain j(y)
inverting their relation, i.e. integrating i(y).

We now proceed to evaluate the sum inside i(y). Using standard techniques (see Appendix A.4)
we transform the sum on ωn to a complex integral:

i(y) = T
∑
{ωn}

f(ωn) =

∫ ∞−i0+

−∞−i0+

dz

2π
{f(z)[1− nF(iz)]− f(−z)nF(iz)}

where nF(x) is the Fermi-Dirac distribution function and the function f is

f(z) = [(z + i(E+ + µ))(z + i(E− + µ))(z − i(E+ − µ))(z − i(E− − µ)]−1
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and we defined
E2
± = E2 ± y = p2 +m2 + µ2

A ± y = (|p|2 ± µA)2 +m2.

The complex integral is computed with residue theorem closing the path in the lower half-plane.
In that region2 f(z) has two poles in z = −i(E±+µ) and f(−z) has two poles in z = −i(E±−µ),
while nF(iz) has poles only on the real axis. Therefore the residues theorem states that the result
of the integral is the sum of the following residues:

i(y) =
∑
s=±

{
−iRes[f(z)]z=−i(Es+µ)(1− nF(Es + µ))

+iRes[f(−z)]z=−i(Es−µ)nF(ES − µ)
}
.

The residues are easily computed:

iRes (f(z))z=−i(E++µ) =
1

4y E+
, iRes (f(z))z=−i(E−+µ) = − 1

4y E−
,

iRes (f(−z))z=−i(E+−µ) =
1

4y E+
, iRes (f(−z))z=−i(E−−µ) = − 1

4y E−
,

and in total the function i(y) is

i(y) =
1

4y

[
1

E−
− 1

E+
+
nF(E+ − µ)

E+
− nF(E− − µ)

E−
+
nF(E+ + µ)

E+
− nF(E− + µ)

E−

]
.

The function j(y) is obtained with the integration:

j(y) =

∫ y0

2y i(y)dy.

Noticing that∫ y0 dy

2
√
E2 ± y

= ±
√
E2 ± y0,

d

dy
log
(

1 + e−β(E±±µ)
)

=
∓β
2E±

nF(E± ± µ)

we can verify that the integration gives

j(y0) =− E− − E+ −
1

β
log
(

1 + e−β(E−+µ)
)
− 1

β
log
(

1 + e−β(E++µ)
)

− 1

β
log
(

1 + e−β(E+−µ)
)
− 1

β
log
(

1 + e−β(E−−µ)
)
.

Finally the thermodynamic potential is

Ω =

∫
d3p

(2π)3

∑
s=±

{
Es +

∑
±
T log

(
1 + e−β(Es±µ)

)}
with

E2
± = p2 +m2 + µ2

A ± 2µA|p|2.
From the thermodynamic potential we can derive electric charge density and axial charge density
by means of a simple derivative:

nc = −∂Ω
∂µ

, nA = − ∂Ω

∂µA
,

but we are instead calculating them by the evaluation of thermal expectation values of the electric
and axial current operators. The same is done for the stress-energy tensor in the next section in
order to illustrate the methods used for vorticous thermal function in the next chapters.

2Here we considered the case of a massive field where µ, µA < m, hence E± > µ for every value of p, µ, µA. For
a vanishing mass several cases can be distinguished when computing the complex integral, however the final result
coincides with the massive case in the m→ 0 limit.
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2.4.2 Point-splitting procedure

Here we review how the mean value of local observables are obtained with the point-splitting
procedure. Let Ô(x) be a local operator in Schrödinger-representation and let Ô(x) be Hermitian
and quadratic in the fermionic field, such as ψ̄ψ, ∂µψ̄∂νψ and so on. Many operators of physical
interest satisfy these properties and it is certainly the case for stress-energy tensor, electric and
axial currents. Since we chosen the imaginary time representation of thermal functions we first
transform the operator in the Euclidean space. Consider the operator Ô(0,x) at the time t = 0,
then the operator in the imaginary time is obtained with the imaginary time-translation:

Ô(X) = Ô(τ,x) = T̂((−iτ,0))Ô(0,x)T̂−1((−iτ,0)). (2.10)

Now, since it is quadratic, the operators can be written as

Ô(X) = ̂̄ψ(X)Ô ψ̂(X),

where Ô is a linear operator, such as a derivative or a multiplication by a scalar, who act on either
ψ̄ and ψ field. The point-splitting procedure prescribes to take the two fields ψ̄ and ψ in two
different point X1 and X2 and to split the action of the linear operator Ô in the two separated
fields in a way that the splitting is symmetric and that the original operator is recovered when
the two points are again pinched together, i.e. when X1, X2 → X. The operator is then written
as a linear operator O acting on the fields in two separate points:

Ô(X) = lim
X1,X2→X

∑
ab

O(X1, X2)ab ψ̄a(X1)ψb(X2),

where a, b are spinor indices and from now on we omit the symbol “ ˆ ” in the operators.
The previous expression has the advantage that thermal expectation values are immediately

given as the operator O acting on thermal propagator of the fields that we already have derived:

〈Ô(X)〉β = lim
X1,X2→X

∑
ab

O(X1, X2)ab 〈ψ̄a(X1)ψb(X2)〉β

= lim
X1,X2→X

∑
ab

−O(X1, X2)ab 〈ψb(X2)ψ̄a(X1)〉β,

where in the last step we took advantage of fermionic properties to invert the order of the
fields; in this way the sum on spinor index forms the trace of the product of the two operators.
Then, the thermal expectation value simplifies further when expanding the fields propagator
in momentum modes since the operator O acts only on the coordinates that are now located
only at the exponential. In the reference frame where the thermal bath is at rest, the fermion
propagator is given by Eq. (2.6), replacing its expression the local operator thermal expectation
value becomes

〈Ô(X)〉T = lim
X1,X2→X

∑
ab

∑∫
{P}

∑
χ

−
[
O(X1, X2)e−iP+

χ ·(X1−X2)
]
ab

(
Pχ
−i/P

+
χ

P+
χ

2

)
ba

= lim
X1,X2→X

∑∫
{P}

∑
χ

−tr

[(
O(X1, X2)e−iP+

χ ·(X1−X2)
)(

Pχ
−i/P

+
χ

P+
χ

2

)]
.

We use this method in next sections for the mean values of the stress-energy tensor, the
electric current and the axial current with the homogeneous statistical operator (2.1). Then, the
same method is used in later chapters to evaluate vorticity corrections to the same observables.
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2.4.3 Stress-energy tensor thermal expectation value

The stress-energy tensor can be derived in curved space-time as the variation of Dirac action
respect to the metric, or equivalently by Eq. (1.3); then turning again in flat space-time we obtain
the symmetric stress-energy tensor:

T̂µν(x) =
1

4

{[̂̄ψγµ∂νψ̂ − (∂ν
̂̄ψ)γµψ̂

]
+
[̂̄ψγν∂µψ̂ − (∂µ

̂̄ψ)γνψ̂
]}

.

More commonly, the stress-energy tensor is derived in flat space-time from the Dirac Lagrangian
as the Noether current resulting from translational invariance; in that case we would obtain the
canonical stress-energy tensor:

T̂µν(x) =
1

2

[̂̄ψγµ∂νψ̂ − (∂ν
̂̄ψ)γµψ̂

]
.

The obvious main difference is that only the symmetric stress-energy tensor is symmetric under
the exchange of Lorentz index µ↔ ν. However, they both provide the same Noether charge P̂ :

P̂µ =

∫
Σ

dΣλT̂
λµ.

Indeed, they both belong to a class of stress-energy tensors related one to another by a so-called
pseudo-gauge transformation that leaves the generator of translations unchanged. The pseudo-
gauge transformation is given in terms of a rank three tensor field Φ̂ antisymmetric in the last
two indices known as superpotential:

T̂ ′µν = T̂µν +
1

2
∇λ
(
Φ̂λ,µν − Φ̂µ,λν − Φ̂ν,λµ

)
.

As mentioned in Sec. (1.3), when representing the statistical operator of a system at thermal
equilibrium, either including or excluding thermal vorticity, we always chose the symmetric
stress-energy tensor. On the other hand, this choice does not hinder the possibility to consider
the mean value of other stress-energy tensors like the canonical one. As we are now showing the
mean value for the two operators are identical in the case of homogeneous equilibrium while they
provide different results in presence of vorticity [46, 53, 54].

Using the transformation in (2.10), we build the Dirac field stress-energy tensor in Euclidean
space-time. Both the canonical and symmetric stress-energy tensor can be written in a single
expression

T̂µν(X) =
(i)nµ+nν

4

{
(2− ξ)

[̂̄ψγµ∂νψ̂ − (∂ν
̂̄ψ)γµψ̂

]
+ ξ

[̂̄ψγν∂µψ̂ − (∂µ
̂̄ψ)γνψ̂

]}
(2.11)

where nµ = δ0,α and for ξ = 0 we recover the canonical non-symmetric tensor, while for ξ = 1 we
recover the symmetric one. The point-splitting procedure applied to the previous stress-energy
tensor gives

T̂µν(X) = lim
X1X2→X

∑
a,b

Dµν(∂X1 , ∂X2)ab
̂̄ψa(X1)ψ̂b(X2)

where
Dµν(X,Y )ab =

(i)nµ+nν

4

[
(2− ξ)γµab(Y −X)ν + ξγνab(Y −X)µ

]
.

It is not necessary to evaluate the thermal mean value for all the components of the tensor 〈T̂µν〉β ,
but we can reduce to consider only two scalar functions. Since the statistical operator ρh of
Eq. (2.1) is invariant under translations and rotations, the stress-energy tensor mean value takes
the ideal form:

〈T̂µν(X)〉β = ρ uµuν − p∆µν
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where ρ is the energy density and p is the pressure. Since the two thermodynamic functions
are Lorentz invariant they can be evaluated without loss of generality in the local rest frame of
thermal bath. In that frame the two thermodynamic functions are obtained with the thermal
expectation values of the following components:

ρ = 〈T̂00〉T , p =
∑
i

〈T̂ii〉T
3

.

Following the point-splitting procedure, the thermal expectation value of stress-energy tensor
at the rest frame is obtained from

〈T̂µν〉T = lim
X1X2→X

−tr
[
Dµν(∂X1 , ∂X2)〈ψ(X2)ψ̄(X1)〉T

]
.

The operator D acts on the Dirac thermal propagator only through derivatives, which from
Eq. (2.6) are given by

∂X2〈ψ(X2)ψ̄(X1)〉T =
∑∫
{P}

∑
χ

eiP+
χ ·(X2−X1)iP+

χ

(
Pχ
−i/P

+
χ +m

P+
χ

2
+m2

)

∂X1〈ψ(X2)ψ̄(X1)〉T =
∑∫
{P}

∑
χ

eiP+
χ ·(X2−X1)(−iP+

χ )

(
Pχ
−i/P

+
χ +m

P+
χ

2
+m2

)
.

The coordinate dependence is all gathered in the exponential which goes to one after we perform
the limit X1, X2 → X, hence the results is homogeneous. We are then left with

〈T̂µν(X)〉T = − inµ+nν+1

2

∑∫
{P}

∑
χ

tr

[(
(2− ξ)γµP+

χ ν
+ ξγνP

+
χ µ

)(
Pχ
−i/P

+
χ +m

P+
χ

2
+m2

)]
.

The trace on gamma matrices gives

tr
[
γµPχ

(
−i/P +m

)]
=

1

2
tr [γµ (−iγλPλ +m)] +

χ

2
tr
[
γµγ

5 (−iγλPλ +m)
]

= −2iPµ.

We replace the trace and we simplify the terms:

〈T̂µν(X)〉T = − inµ+nν

2

∑∫
{P}

∑
χ

2[(2− ξ)P+
χ µ
P+
χ ν

+ ξP+
χ ν
P+
χ µ

]

P+
χ

2
+m2

= −2 inµ+nν
∑∫
{P}

∑
χ

P+
χ µ
P+
χ ν

P+
χ

2
+m2

= −2 inµ+nν

∫
d3p

(2π)3

∑
χ

T
∑
{ωn}

P+
χ µ
P+
χ ν

P+
χ

2
+m2

.

Note that the result does not depend on ξ, meaning that it does not depend whether we choose
canonical or symmetric stress-energy tensor. We do not have to compute all the components but
just the energy density and pressure.

Let’s start with the energy; in the rest frame it is given by the time-time component

ρ = −2(i)2

∫
d3p

(2π)3

∑
χ

T
∑
{ωn}

(ωn + iµχ)2

P+
χ

2
+m2

= 2

∫
d3p

(2π)3

∑
χ

T
∑
{ωn}

(ωn + iµχ)2

(ωn + iµ)2 + E2
= 2

∫
d3p

(2π)3

∑
χ

T
∑
{ωn}

f(ωn)
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where we have denoted the energy E2 = p2 +m2 and f the integrand function. Then, using (A.4)
for the Matsubara frequencies sum, we obtain

ρ = 2

∫
d3p

(2π)3

∑
χ

[∫ +∞

−∞

dz

2π
f(z)−

∫ +∞−i0+

−∞−i0+

dz

2π
[f(z) + f(−z)]nF(iz)

]
.

The integral in z can be solved with the residue theorem closing the contour in the lower half-plane.
Since for the relativistic chemical potential yields 0 < µχ < m < E, f(z) has only a pole in the
lower half-plane at z = −i(E + µχ); the value at the residue is

Res (f(z)nF(iz))z=−i(E+µχ) =

= lim
z→−i(E+µχ)

i(z + iµχ)2nF(iz)

2E

[
1

z + i(µχ + E)
− 1

z + i(µχ − E)

]
(z + i(E + µχ))

=
inF(E + µχ)(−iE)2

2E
= − iE

2
nF(E + µχ).

Instead f(−z) has a pole in z = −i(E − µχ) giving

Res (f(−z)nF(iz))z=−i(E−µχ) =

= lim
z→−i(E−µχ)

i(iµχ − z)2nF(iz)

2E

[
1

z + i(E − µχ)
− 1

z − i(µχ + E)

]
(z + i(E − µχ))

= − iE

2
nF(E − µχ).

In total, the energy density is

ρ =2

∫
d3p

(2π)3

∑
χ

−2πi

2π

[
Res [f(z)− f(z)nF(iz)]z=−i(E+µχ) +

−Res [f(−z)nF(iz)]z=−i(E−µχ)

]
=2

∫
d3p

(2π)3

∑
χ

E [nF(E − µχ) + nF(E + µχ)− 1] .

The last term of the integrand does not depend on temperature and is therefore canceled when
we subtract the vacuum expectation value. The renormalized energy density value is then

ρ =
1

2π2

∫ ∞
0

dpp2E [nF(E − µR) + nF(E + µR) + nF(E − µL) + nF(E + µL)] . (2.12)

The energy density is obtained from the time-time component of the stress energy tensor which
is a parity even operator and it also not affected by charge conjugation transformations. This
properties are reflected in the expression (2.12) which is even on both the exchanges µ → −µ
and µA → −µA, which corresponds to {µR → −µL, µL → −µR} and {µR → µL, µL → µR}
respectively. For a massless field the integral can be carried out exactly (see Appendix A.3) and
it gives:

ρ = 3p =
30π2

(
ζ2 + ζ2

A
)

+ 15
(
ζ4 + 6ζ2ζ2

A + ζ4
A
)

+ 7π4

60π2|β|4
,

where we replaced the chemical potential with ζR/L = |β|µR/L. Instead, for a massive field and
vanishing axial chemical potential we have

ρ =
1

π2

∫ ∞
0

dpp2E [nF(E − µ) + nF(E + µ)] .
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Similarly, the pressure is obtain by the following combinations of stress-energy tensor compo-
nents

p =
1

3

3∑
i=1

〈T̂ii〉T = −2

3

∑∫
{P}

∑
χ

P2

P+
χ

2
+m2

= −2

3

∫
d3p

(2π)3

∑
χ

T
∑
{ωn}

p2

(ωn + iµχ)2 + E2
.

Again we compute the sum on Matsubara frequencies with a complex integral∫ +∞

−∞

dz

2π

1

(z + iµχ)2 + E2
−
∫ +∞−i0+

−∞−i0+

dz

2π

[
1

(z + iµχ)2 + E2
+

1

(z − iµχ)2 + E2

]
nF(iz) =

=
1

2E
− 1

E
(nF(E − µχ) + nF(E + µχ))

that, after renormalization, provides

p =
1

6π2

∫
dp

p4

E
[nF(E − µR) + nF(E + µR) + nF(E − µL) + nF(E + µL)] . (2.13)

The pressure is invariant under parity and charge transformation as it was the energy density.
For massless field, in accordance with conformal invariance, the pressure is one third the energy
p = ρ/3. For a massive field with vanishing axial chemical potential the pressure is

p =
1

3π2

∫
dp

p4

E
[nF(E − µ) + nF(E + µ)] .

2.4.4 Electric and axial current thermal expectation value

Consider now the mean value of electric and axial current. In the homogeneous thermal equilibrium,
we only have one physical macroscopic four-vector, the fluid velocity u. Therefore, electric and
axial current can only by directed along that velocity:

〈 ĵµ 〉β = nc u
µ, 〈 ĵµA 〉β = nA u

µ,

where nc and nA are two scalar thermodynamic functions representing electric charge density
and axial charge density. Since we have expressed the Dirac thermal propagator in terms of right
and left chemical potential, it is more convenient to evaluate the mean values for right and left
currents, which are defined similarly to the chemical potentials as follow:

ĵ R
µ =

ĵµ + ĵAµ
2

, ĵ L
µ =

ĵµ − ĵAµ
2

.

Using the point-splitting method, the two currents in the euclidean space read

ĵ R
µ (X) =(−i)1−nµ ̂̄ψ(X)γµ

1 + γ5

2
ψ̂(X)

= lim
X1,X2→X

∑
a,b

(−i)1−nµ
(
γµ

1 + γ5

2

)
ab

̂̄ψa(X)ψ̂b(X)

and

ĵ L
µ (X) =(−i)1−nµ ̂̄ψ(X)γµ

1− γ5

2
ψ̂(X)

= lim
X1,X2→X

∑
a,b

(−i)1−nµ
(
γµ

1− γ5

2

)
ab

̂̄ψa(X)ψ̂b(X).
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Consider the left current; its mean value at rest frame is obtained using the propagator (2.6) and
proceeding as previous section we obtain

〈ĵ L
µ (X)〉T = lim

X1,X2→X
−(−i)1−nµtr

[(
γµ

1− γ5

2

)
〈ψ(X2)ψ̄(X1)〉T

]
= lim

X1,X2→X
−(−i)1−nµ

∑∫
{P}

∑
χ

eiP+
χ ·(X1−X2)tr

[(
γµ

1− γ5

2

)(
Pχ
−i/P

+
χ +m

P+
χ

2
+m2

)]

= −(−i)1−nµ
∑∫
{P}

∑
χ

tr

[(
γµ

1− γ5

2

)(
Pχ
−i/P

+
χ +m

P+
χ

2
+m2

)]
.

It is no surprise that the non vanishing contribution of the trace comes only from the left projector,
indeed we find

tr
[
γµ

1− γ5

2

1 + γ5

2

(
−iγλP

+
R λ +m

)]
= 0,

tr
[
γµ

1− γ5

2

1− γ5

2

(
−iγλP

+
L λ +m

)]
= tr

[
1 + γ5

2
γµ
(
−iγλP

+
L λ +m

)]
= −2 iP+

L µ.

Hence, the mean value is

〈ĵ L
µ (X)〉T = i(−i)1−nµ

∑∫
{P}

2P+
L µ

P+
L

2
+m2

= i(−i)1−nµ
∫

d3p

(2π)3
T
∑
{ωn}

2P+
L µ

(ωn + iµL)2 + p2 +m2

= 2 i δµ,0

∫
d3p

(2π)3
σL(β,p) = δµ,0 nL,

where we identified the thermodynamic function nL which is the left-handed particle density. The
sum over frequencies is done with the correspondence in Eq. (A.4). Introducing E2 = p2 +m2,
after subtraction of vacuum expectation value, we find

σL(β,p) =
1

β

∑
{ωn}

P+
L µ

P+
L

2 =
i

2
[nF(E + µL)− nF(E − µL)]

giving the final result

nL =
1

2π2

∫ ∞
0

dp p2 [nF(E − µL)− nF(E + µL)] .

The same can be done for right current, giving

〈ĵ R
µ (X)〉T = δµ,0 nR, nR =

1

2π2

∫ ∞
0

dp p2 [nF(E − µR)− nF(E + µR)] .

From these results it is straightforward to obtain the axial and vectorial current

〈ĵµ〉β = 〈ĵ R
µ 〉β + 〈ĵ L

µ 〉β = nc uµ, 〈ĵAµ 〉β = 〈ĵ R
µ 〉β − 〈ĵ L

µ 〉β = nA uµ.

with

nc =
1

2π2

∫ ∞
0

dp p2 [nF(E − µR)− nF(E + µR) + nF(E − µL)− nF(E + µL)]

nA =
1

2π2

∫ ∞
0

dp p2 [nF(E − µR)− nF(E + µR)− nF(E − µL) + nF(E + µL)] .
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The operator ĵ0 is odd by charge conjugation but even for parity transformation and indeed the
function nc is odd if we flip the sign of electric chemical potential and is even if we flip the axial
chemical potential sign. The opposite scenario occurs for the axial current. The momentum
integral can be done exactly for m = 0 (see Appendix A.3) and denoting ζR/L = βµR/L we have

nR/L =
ζR/L

6π2|β|3
(
π2 + ζ2

R/L

)
.

From previous equation, it immediately follows that

nc =
ζ

3π2|β|3
(
π2 + ζ2 + 3ζ2

A
)
,

nA =
ζA

3π2|β|3
(
π2 + 3ζ2 + ζ2

A
)
.

For massive field and vanishing chemical potential axial, the charge density is vanishing and
charge density becomes

nc =
1

π2

∫ ∞
0

dp p2 [nF(E − µ)− nF(E + µ)] . (2.14)



3
Chiral fermions under vorticity

Physics of relativistic chiral matter under the effects of vorticity is relevant in several applications,
such as the investigation of nuclear matter properties through relativistic heavy ion collisions [8],
the study of Weyl semi-metals [18] in condensed matter and in the evolution of neutron stars [21].
In the last decade, much efforts have been dedicated to the realization and development of
several different theoretical frameworks and approaches to the description of transport phenomena
in chiral relativistic matter. Most of the studies of chiral and vorticous fluids were aimed at
determining both thermodynamic equilibrium and non-equilibrium coefficients (either dissipative
or non-dissipative according to the classification of ref. [55]) within different theoretical frameworks:
with Wigner function [56–65]; with finite temperature field theory [66–70]; withe hydrostatic
partition function method and extensions [71–75]; within relativistic hydrodynamics [76–78]; with
effective field theory [79, 80]; with kinetic theory [81–89]; with the fluid/gravity correspondence [25,
90–94]; and with Zubarev non-equilibrium statistical operator [46, 48, 95–97].

In this chapter, based on [54], we use the latter method, introduced in Chapter 1, to analyze
thermodynamic properties of vorticous chiral matter and we identify thermodynamic coefficients
at second order in thermal vorticity. In Sec. 3.3 we evaluate those coefficients for free massless
Dirac field.

3.1 Chiral thermodynamic coefficients

Consider a system at thermal equilibrium with thermal vorticity and a conserved axial charge.
Thermal states are described by the generalized global equilibrium statistical operator of Eq. (1.18):

ρ̂GE =
1

ZGE
exp

[
−βµ(x)P̂µ +

1

2
$ : Ĵx + ζQ̂+ ζAQ̂A

]
.

Note that, in this chapter, we consider the axial current to be conserved. This is indeed the case
for a free massless field, which we discuss in Sec. 3.3. The consequences of having a non conserved
axial current, because of the particle mass, are discussed in Sec. 3.1.2. In Sec. 1.6 we showed
how thermal expectation values of local observables made with the previous statistical operator
can be expanded in thermal vorticity using linear response theory. The expansion up to second
order (1.26) is reported here again:

〈Ô(x)〉 =〈Ô(x)〉β(x) − αρ〈〈 K̂ρÔ 〉〉 − wρ〈〈 ĴρÔ 〉〉+
αρασ

2
〈〈 K̂ρK̂σÔ 〉〉

+
wρwσ

2
〈〈 ĴρĴσÔ 〉〉+

αρwσ
2
〈〈 {K̂ρ, Ĵσ}Ô 〉〉+O($3).

Starting from this expansion, we can identify several thermodynamic coefficients related to the
operator Ô [46]. A general procedure to identify those thermal coefficients is give in Sec. 1.6.
Among those thermal coefficients, in the case of equilibrium with axial charge, new thermodynamic

43
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coefficients arise as consequence of the breaking of parity symmetry inside the statistical operator.
We refer to these as chiral thermodynamic coefficients, which we are now defining more clearly.

Each term of the thermal vorticity expansion involves a connected correlator between the
observables and the Lorentz group generators and it is given by (1.25):

〈〈K̂ρ1 · · · K̂ρn Ĵσ1 · · · ĴσmÔ〉〉 ≡
∫ |β|

0

dτ1 · · · dτn+m

|β|n+m
×

× 〈Tτ

(
K̂ρ1
−iτ1u

· · · K̂ρn
−iτnu

Ĵσ1−iτn+1u
· · · Ĵσm−iτn+mu

Ô(0)
)
〉β(x),c.

(3.1)

Since this correlator is the result of the expansion on thermal vorticity, the connected thermal
expectation value 〈· · ·〉β(x),c is not calculated with the statistical operator containing the thermal
vorticity ρ̂GE but with the homogeneous statistical operator ρ̂h (1.22)

ρ̂h =
1

Zh
exp

(
−β(x) · P̂ + ζQ̂+ ζAQ̂A

)
. (3.2)

This operator is symmetric under: translations, rotations in the hyperplane perpendicular to
β(x), and time-reversal T in the β(x) rest frame. However, as Q̂ is odd under charge conjugation
C and Q̂A is odd under parity P (see Table 3.1), ρ̂h is not invariant under C and P.

The symmetries of the density operator have direct consequences on the value of the aforemen-
tioned correlators and, more generally, on mean values of operators. For instance, time-reversal
invariance of ρ̂h implies that any mean value of 〈Ô(x)〉β(x), such as the ones in (3.1), vanishes if
the operator Ô(x) is odd under time-reversal:

TÔT = −Ô.

Similarly, rotational invariance implies that correlators in (3.1) will be non-vanishing only if the
involved operators transform like the same irreducible vectors of the same representations of the
rotation group. To study the impact of symmetries on the correlators (3.1) it is convenient to
indicate with the operator Â the products of

Â ≡ K̂ρ1 · · · K̂ρn Ĵσ1 · · · Ĵσm

and to decompose both Â and Ô in irreducible components under rotation: scalar, vector,
symmetric traceless tensor, etc. The only non-vanishing correlators will be those matching
corresponding components of the same kind and with the same transformation property under
time-reversal.

In the homogeneous equilibrium density operator (3.2), if the Hamiltionian is parity invariant
the term µAQ̂A is the only responsible for parity breaking. For this reason, all correlators (3.1)
in which Â and Ô transform with different sign under parity will be proportional to odd powers
of µA, because:

tr( ρ̂h Â Ô ) = tr( P ρ̂h Â Ô P−1) = tr( ρ̂h(−µA)PÂ Ô P−1) = −tr( ρ̂h(−µA)Â Ô ).

These correlators will be henceforth dubbed as chiral correlators, and the corresponding coefficients
chiral coefficients (see Table 3.1).

As explained in Sec. 1.6, the coefficients can be expressed as thermal expectation values in
the rest frame, i.e. the frame where βµ = (1/T (x),0). This coefficients are Lorentz scalar and
they are function of T , ζ = µ/T and ζA = µA/T . If we denote the mean values in rest frame with
a subscript T , that is:

〈Ô(x)〉T ≡
tr
[
exp

(
−Ĥ/T + ζQ̂+ ζAQ̂A

)
Ô(0)

]
tr
[
exp

(
−Ĥ/T + ζQ̂+ ζAQ̂A

)] ,
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Table 3.1: Transformation properties under discrete transformation for various operators in
the rest frame of four-temperature. P is parity, T is time-reversal and C is charge conjugation
transformation. T̂µν is the stress-energy tensor, ĵµV is an (electric) vector current, ĵµA is an axial
current, ϕ is a scalar and ϕA is a pseudo-scalar, K̂µ and Ĵµ are the Lorentz generators, Q̂ and
Q̂A are vector and axial charge respectively.

T̂ 00 T̂ 0i T̂ ij ĵ0
V ĵV ĵ0

A ĵA ϕ̂ ϕ̂A K̂ Ĵ (K̂K̂, Ĵ Ĵ) K̂Ĵ Q̂ Q̂A
P + − + + − − + + − − + + − + −
T + − + + − + − + − + − + − + +
C + + + − − + + + + + + + + − +

where Ĥ is the Hamiltonian, then the correlators (3.1) in the rest frame are written as:

〈〈K̂ρ1 · · · K̂ρn Ĵσ1 · · · ĴσmÔ〉〉T ≡
∫ |β|=1/T

0

dτ1 · · · dτn+m

|β|n+m
×

× 〈Tτ

(
K̂ρ1
−iτ1
· · · K̂ρn

−iτn
Ĵσ1−iτn+1

· · · Ĵσm−iτn+m
Ô(0)

)
〉T,c .

(3.3)

All the thermodynamic coefficients are linear combination of correlators (3.3) with an appropriate
K̂, Ĵ and Ô components choice, and such expressions can be considered as “Kubo formulae” for
the corresponding coefficients. From the Lorentz generators definition (1.14), it follows that
the (3.3) are given by means of correlators of the symmetric stress-energy tensor and the operator
Ô. In this work, we work out the (3.3) by using the imaginary time formalism. The shifted boost
and angular momentum generators, here obtained by definition (1.21) in the rest frame, are given
by Eq. (1.17)

Ĵµν−iτ = T̂((−iτ,0))ĴµνT̂−1((−iτ,0))

and, according to definition (1.14), arise from the spatial integration of the time evolved stress-
energy tensor operator

T̂µν(τ,x) = T̂((−iτ,0))T̂µν(0,x)T̂−1((−iτ,0)). (3.4)

Thus, the correlators (3.3) are expressed as a linear combination of the following basic structure
with suitable indices:

Cµ1ν1|···|µnνn|i1···in ≡
∫ |β|

0

dτ1 · · · dτn
|β|n

∫
d3x1 · · · d3xn×

× 〈Tτ

(
T̂µ1ν1(X1) · · · T̂µnνn(Xn)Ô(0)

)
〉T ,c xi · · ·xn,

(3.5)

where Xn = (τn,xn).
We are now in a position to determine the expansion in thermal vorticity of conserved currents

including the axial chemical potential µA = ζAT . But before that, it should be pointed out
that any scalar or a pseudo-scalar operator, denoted as ϕ̂ and ϕ̂A in Table 3.1, does not have
chiral corrections up to second order. Indeed, the correlator between ϕ̂ or ϕ̂A and Ĵ or K̂ simply
vanish at first-order because the latter are both vectors under rotation. Besides, it can be readily
seen again from Table 3.1, that no second-order correlator can be formed with K̂ and Ĵ that is
simultaneously even under time reversal and odd under parity. Hence, there are no chiral-vortical
corrections at second order for scalar and pseudo-scalar operators.
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3.1.1 Stress-energy tensor

The expansion up to second order in thermal vorticity of the stress-energy tensor with axial
chemical potential features additional terms with respect to the case ζA = 0 [46, 48]. Indeed,
three new chiral coefficients appear at the first order in thermal vorticity, A,W1 and W2:

〈T̂µν〉 = A εµνκλακuλ + W1w
µuν + W2w

νuµ

+ (ρ− α2Uα − w2Uw)uµuν − (p− α2Dα − w2Dw)∆µν

+Aαµαν +Wwµwν +G1u
µγν +G2u

νγµ +O($3)

(3.6)

which can be obtained as:

A = 〈〈 K̂3 T̂
12 − T̂ 21

2
〉〉T , W1 = 〈〈 Ĵ3 T̂ 30〉〉T , W2 = 〈〈 Ĵ3 T̂ 03〉〉T , (3.7)

while for non chiral coefficients we found [46]1

Uα =
1

2
〈〈 K̂3 K̂3 T̂ 00〉〉T , Uw =

1

2
〈〈 Ĵ3 Ĵ3 T̂ 00〉〉T ,

Dα =
1

2
〈〈 K̂3 K̂3 T̂ 11〉〉T −

1

3
〈〈 K̂1 K̂2 T̂

12 + T̂ 21

2
〉〉T ,

Dw =
1

2
〈〈 Ĵ3 Ĵ3 T̂ 11〉〉T −

1

3
〈〈 Ĵ1 Ĵ2 T̂

12 + T̂ 21

2
〉〉T ,

A = 〈〈 K̂1 K̂2 T̂
12 + T̂ 21

2
〉〉T , W = 〈〈 Ĵ1 Ĵ2 T̂

12 + T̂ 21

2
〉〉T ,

G1 = −1

2
〈〈 {K̂1, Ĵ2} T̂ 03〉〉T , G2 = −1

2
〈〈 {K̂1, Ĵ2} T̂ 30〉〉T .

(3.8)

The most evident consequence of parity breaking induced by ζA is an energy flux qµ along the
vorticity wµ, see Eq. (3.6):

qµ = ∆µ
ρ uσ 〈T̂ σρ〉 = W2w

µ +G1 γ
µ.

The energy flux along γ is not chiral but it is second order in thermal vorticity. The chiral
coefficients W1 and W1 were already addressed in literature [25, 69, 85, 94, 98–100]. The coefficient
A has never been reported because usually we are interested in symmetric stress-energy tensor,
where it is vanishing. Second order thermodynamic coefficients were classified in [101–103] using
the Landau frame and contained Uα, Dα, Uw, Dw, A, W . For a comparison of the two notations
see [46]; the hydrodynamic frame change is discussed later in Sec. 3.2. Using the relation in
Eq. (1.27) we verified that the coefficients given in (3.7) coincide with Kubo Formulae in [25, 69,
94].

The above coefficients are not all independent, in fact there are relations between them
stemming from the conservation equation of stress-energy tensor. In the case of global equilibrium,
which we are discussing, the statistical operator is actually stationary. As a consequence the
conservation equations for operators, and in general all their relations, translate directly to
mean values of the corresponding operators. For example, the conservation equation for the
stress-energy tensor becomes:

∂µ〈T̂µν〉 = ∂µtr
[
ρ̂ T̂µν

]
= tr

[
ρ̂ ∂µT̂

µν
]

= 〈∂µT̂µν〉 = 0. (3.9)

These conservation equations for mean values can be used together with decomposition in Eq. (3.6)
to find relations between thermal coefficients. All thermodynamic coefficients are scalars quantity

1Differently from [46] here the stress-energy tensor is taken to be the canonical Dirac stress-energy tensor,
which is non-symmetric. The symmetric case is recovered with A = 0, W1 = W1 and G1 = G2.
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and are obtained with a statistical average and integrating out all the microscopic details. As
a result those coefficients can only depend on scalars built with thermodynamic fields and, if
any, on the scales of the systems, such as the mass of constituents, some characteristic length
of the system, scales from interactions and so on. We are now considering a system without
relevant scales other than the thermodynamic fields β, ζ and ζA. Since only β is not constant,
the coordinate dependence of those coefficients is contained only in β2(x). The value of a generic
thermal coefficient can be then expressed as a function f(|β|(x), ζ, ζA) and its derivative is

∂µf(|β|, ζ, ζA) = ∂µ|β|
∂f(|β|, ζ, ζA)

∂|β|
= −αµ

∂f(|β|, ζ, ζA)

∂|β|
,

where the derivative on |β| is to be taken with fixed ζ and ζA. This holds for what concern the
thermodynamic coefficients itself, but the conservations equation are also written in terms of the
four-vectors composing the tetrad {u, α, w, γ}. It must be mentioned that coordinate dependence
of these four-vectors at global equilibrium is fixed once the form of the inverse four-temperature
is given. Therefore, in writing the conservative equations for mean values, those dependence can
be carried out explicitly. Many properties of the derivatives of those four-vectors and some of
their combination, which are used to derive the following results, are reported in Appendix A.2.
Furthermore, we can show that thanks to linear independence of the tetrad, all conservation
equations contains several independent pieces each one pertaining to only one particular order on
thermal vorticity. Therefore, the perturbative expansions used to derive mean values does not
hinder the validity of the following relations between thermal coefficients.

General case being settled, we now move to the specific equations. If we replace the decom-
position (3.6) in Eq. (3.9) and we carry out the derivatives we find that five relations between
thermal coefficients must be satisfied. The first one relates zeroth order coefficients:

∂µ [(ρ+ p)uµuν ] = ∂νp,

and is nothing than the ideal hydro-dynamic equation for energy conservation. In the case of
global equilibrium with fluid velocity u = β/

√
β2, that equation can also be written simply as

ρ+ p+ |β| ∂p
∂|β|

= 0.

For second order non-chiral coefficients conservation equation also gives the following relations [46]

Uα = −|β| ∂
∂|β|

(
Dα +A

)
−
(
Dα +A

)
,

Uw = −|β| ∂
∂|β|

(
Dw +W

)
−Dw + 2A− 3W,

G1 +G2 = 2
(
Dα +Dw

)
+A+ |β| ∂

∂|β|
W + 3W,

(3.10)

and for the first-order chiral coefficients it requires that

− 2A = |β|∂W1

∂|β|
+ 3W1 + W2. (3.11)

From the previous relations we see that out of the 13 (10 for symmetric stress-energy tensor)
thermodynamic coefficient, at thermal global equilibrium only 8 of them (5 for symmetric stress-
energy tensor) are independent. In this work, however, we have evaluated all the thermal
coefficients for a massless Dirac field by explicitly computing the correlators and afterward we
used the previous relations as a consistency check. In the case of massless fields, when no other
physical scales are relevant, dimensional analysis requires that all the coefficients related to
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stress-energy tensor must be proportional to β(x)−4. All the previous relations then simplify in
the following linear equations:

ρ = 3p, A =
W1 −W2

2
, Uα = 3 (Dα +A) ,

Uw = 3Dw +W + 2A, G1 +G2 = 2 (Dα +Dw) +A−W.
(3.12)

For massless field we also have an additional constraints that must be satisfied. Indeed, the
trace of stress-energy tensor is proportional to the mass of the fields, and so is vanishing in the
conformal case. Also the vanishing trace translate directly from operators to mean values and
using decomposition (3.6) we readily obtain

〈T̂µµ〉 = ρ− α2Uα − w2Uw − 3
(
p− α2Dα − w2Dw

)
+ α2A+ w2W = 0;

this is realized only when the following relations are satisfied:

ρ = 3p, Uα = 3Dα +A, Uw = 3Dw +W. (3.13)

Comparing the two relations we found for Uα, one in (3.12) and the other in (3.13), we realize
that thermal coefficient A for a massless field must be vanishing, as also advocated in [104].

In order to compute their values, it is useful to express the previous first order chiral
coefficients (3.7) in terms of the quantity derived from Eq. (3.5),

Cse
µν|αβ|i ≡

∫ |β|
0

dτ

|β|

∫
d3x〈Tτ

(
T̂µν(X) T̂αβ(0)

)
〉T ,c xi.

Reminding the definition for Lorentz generators (1.14) the chiral coefficients (3.7) are written as

A =
1

2

(
Cse

00|21|3 − C
se
00|12|3

)
, W1 = Cse

02|30|1 − C
se
01|30|2, W2 = Cse

02|03|1 − C
se
01|03|2. (3.14)

In the same way second order non chiral coefficients (3.8) are obtained with the auxiliary quantity

Cse
µν|γδ|αβ|ij =

∫ |β|
0

dτ1

|β|

∫ |β|
0

dτ2

|β|

∫
d3x

∫
d3y 〈Tτ

(
T̂µν(X) T̂γδ(Y ) T̂αβ(0)

)
〉T ,c xiyj ,

through

Uα =
1

2
Cse

00|00|00|33, Uw =
1

2

(
Cse

01|01|00|22 − C
se
01|02|00|21 − C

se
02|01|00|12 + Cse

02|02|00|11

)
,

Dα =
1

2
Cse

00|00|11|33 −
1

6
Cse

00|00|12|12 −
1

6
Cse

00|00|21|12,

Dw =
1

2

(
Cse

01|01|11|22 − C
se
01|02|11|21 − C

se
02|01|11|12 + Cse

02|02|11|11

)
− 1

6

(
Cse

02|03|12|31 − C
se
03|03|12|21 − C

se
02|01|12|33 + Cse

03|01|12|23

)
,

− 1

6

(
Cse

02|03|21|31 − C
se
03|03|21|21 − C

se
02|01|21|33 + Cse

03|01|21|23

)
,

A =
1

2
Cse

00|00|12|12 +
1

2
Cse

00|00|21|12,

W =
1

2

(
Cse

02|03|12|31 − C
se
03|03|12|21 − C

se
02|01|12|33 + Cse

03|01|12|23

)
+

1

2

(
Cse

02|03|21|31 − C
se
03|03|21|21 − C

se
02|01|21|33 + Cse

03|01|21|23

)
,

G1 =− 1

2

(
Cse

00|03|03|11 − C
se
00|01|03|13 + Cse

03|00|03|11 − C
se
01|00|03|31

)
,

G2 =− 1

2

(
Cse

00|03|30|11 − C
se
00|01|30|13 + Cse

03|00|30|11 − C
se
01|00|30|31

)
.

(3.15)

The decompositions in Eq. (3.14) and Eq. (3.15) are used in Section 3.3 to compute the thermo-
dynamic coefficients for the massless Dirac field.
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3.1.2 Electric and axial currents

Consider now the conserved current ĵµV related to the charge Q̂ (1.15) and its transformation
properties in Table 3.1. The only non vanishing terms up to the second order in thermal vorticity
expansion turn out to be:

〈ĵµV〉 = nV u
µ +

(
α2NV

α + w2NV
ω

)
uµ +WVwµ +GVγµ +O($3), (3.16)

where [46]

NV
α =

〈〈 K̂3 K̂3 ĵ0
V〉〉T

2
, NV

w =
〈〈 Ĵ3 Ĵ3 ĵ0

V〉〉T
2

, GV =
〈〈 {K̂1, Ĵ2} ĵ3

V〉〉T
2

, (3.17)

and the chiral coefficient W V reads:

WV = 〈〈 Ĵ3 ĵ3
V 〉〉T , (3.18)

which is the conductivity of the so-called Chiral Vortical Effect (CVE). Second order corrections
of electric current were first identified and evaluated in [46].

Taking the divergence of (3.16), one realizes that the mean vector current is conserved
∂µ〈ĵµV〉 = 0 if the WV coefficient fulfills the relation:

|β|∂W
V

∂|β|
+ 3WV = 0. (3.19)

There are no constraints for the the other thermal coefficients. Solution of Eq. (3.19) imposes
that the coefficient must be proportional to the cube of temperature:

WV =
f (ζ, ζA)

|β|3
,

where f is an arbitrary smooth function. For a massless field this is the form we expect just by
dimensional analysis argument and the constraint does not add any additional information. In
the massive case we can not define a conserved axial current and global equilibrium of chiral
matter, hence CVE, can not be addressed. However, for massless fields even with interactions,
and consequently anomalies, we can use Chern-Simon current to define axial charge and global
equilibrium is well defined. Since electric current is not anomalous, the previous relation (3.19) is
unmodified. It must be noted that conservation equation does not constraints the conductivity of
CVE to be any particular value, it just need to be proportional to |β|−3. In the case of global
equilibrium with external electromagnetic field, the same analysis reveals that the coefficient WV

is related with the chiral magnetic effect, this is discussed in Sec. 4.3.2.
When we want to evaluate WV, we write it by means of the general correlator:

CV
µν|α|i ≡

∫ |β|
0

dτ

|β|

∫
d3x〈Tτ

(
T̂µν(X) ĵVα (0)

)
〉T ,c xi,

an it reads:
WV = CV

02|3|1 − C
V
01|3|2. (3.20)

Instead, second oder coefficients are expressed as

NV
α =

1

2
CV

00|00|0|33,

NV
w =

1

2

(
Cv

01|01|0|22 − C
V
01|02|0|21 − C

V
02|01|0|12 + CV

02|02|0|11

)
,

Gv =
1

2

(
CV

00|03|3|11 − C
V
00|01|3|13 + CV

03|00|3|11 − C
V
01|00|3|31

)
.

(3.21)
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where we denoted

CV
µν|γδ|α|ij =

∫ |β|
0

dτ1

|β|

∫ |β|
0

dτ2

|β|

∫
d3x

∫
d3y〈Tτ

(
T̂µν(X) T̂γδ(Y ) ĵα(0)

)
〉T ,c xi yj .

Consider now the axial current. Similarly to electric current, taking into account its transfor-
mation properties, the conserved axial current ĵµA has the following thermal vorticity expansion:

〈ĵµA〉 = nA u
µ +

(
α2NA

α + w2NA
ω

)
uµ +WAwµ +GAγµ +O($3). (3.22)

The so-called Axial Vortical Effect (AVE) shows up in the non chiral coefficient WA

WA = 〈〈 Ĵ3 ĵ3
A 〉〉T . (3.23)

On the other hand, the properly chiral terms are given by the coefficients:

nA = 〈 ĵ0
A 〉T , NA

α =
1

2
〈〈 K̂3 K̂3 ĵ0

A 〉〉T ,

NA
ω =

1

2
〈〈 Ĵ3 Ĵ3 ĵ0

A 〉〉T , GA =
1

2
〈〈{K̂1, Ĵ2 } ĵ3

A 〉〉T ,
(3.24)

The second order coefficients NA
α , N

A
w and GA, see eqs (3.22) and (3.24) are indeed newly obtained

and they appear as quantum corrections of the axial current in presence of acceleration and
rotation. They are the axial counterpart of the second-order equilibrium corrections of the vector
current discussed in [46]. NA

α , N
A
w are corrections along the fluid velocity and hence modify the

axial charge density, while GA yields a chiral flow along the four-vector γµ defined in Eq. (1.20).
Since axial current has opposite parity of electric current, despite their decomposition are

identical chirality in the coefficients unfolds in the opposite way: the response to rotation is not
chiral for axial current, while the other coefficients are. Conservation equation of the mean axial
current only entails a condition for WA

|β|∂W
A

∂|β|
+ 3WA = 0. (3.25)

The same considerations we made for electric current coefficient WV applies to WA in the case of
massless free fields. In the framework we use to evaluate all the thermal coefficient in Sec. 3.3,
anomalies are not considered simply because we choose to not include them and consequently
they could not play any role here. There are no interactions with gauge fields, the space-time
is flat and axial current is conserved both at classical and quantum level. Moreover, all the
coefficients reported here are pertaining the global thermal equilibrium and are automatically
satisfying a vanishing entropy production. This means that other additional constraints could
not arise from entropy conservation, which is instead a consequence of global thermal equilibrium
and conservation of stress-energy tensor and currents. Despite this onset, the AVE is still present.

To understand the constraint (3.25) and the relation between axial vortical effect and anomalies,
we also consider the case of free massive field. In that case, axial current is not conserved, see
Eq. (1.5), but it is given by

∂µĵ
µ
A = 2miψ̄γ5ψ.

It follows that global equilibrium with a conserved axial charge can not be reached. Then, to still
use the global equilibrium analysis to massive field, we simply set the axial chemical potential
to zero and we consider global equilibrium with thermal vorticity and finite electric charge. As
a consequence, the symmetries impose that all chiral coefficients must be vanishing. However,
the term in WA of axial current decomposition is not chiral and could be non-vanishing. Since
the conservation equation is changed we expect that also the condition (3.25) will be modified.
We then have to consider the pseudo-scalar operator iψ̄γ5ψ that appears on divergence of axial
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current. Pseudoscalar thermal expectation value can be decomposed at second order in thermal
vorticity in the same way as other local operators and we find that it is given by a single term:

〈iψ̄γ5ψ〉 = (α · w)Lα·w

where the non chiral thermal coefficient is given by

Lα·w =
1

2
〈〈{K̂3, Ĵ3}iψ̄γ5ψ〉〉.

With this definition we find that the condition on axial vortical effect conductivity becomes:

|β|∂W
A

∂|β|
+ 3WA = −2mLα·w. (3.26)

It is now no more constrained to be proportional to the third power of temperature and could
acquire terms which depends on the mass of the fields. The value and the behavior of this
coefficients for free fields is discussed in Sec. 3.3.3.

For the evaluation of WA we introduce the correlator:

CA
µν|α|i ≡

∫ |β|
0

dτ

|β|

∫
d3x〈Tτ

(
T̂µν(X) ĵAα (0)

)
〉T ,c xi,

an we write it as
WA = CA

02|3|1 − C
A
01|3|2.

The others coefficients are written in terms of the auxiliary correlators

CA
µν|γδ|α|ij =

∫ |β|
0

dτ1

|β|

∫ |β|
0

dτ2

|β|

∫
d3x

∫
d3y〈Tτ

(
T̂µν(X) T̂γδ(Y ) ĵAα (0)

)
〉T ,c xiyj

as:

NA
α =

1

2
CA

00|00|0|33,

NA
w =

1

2

(
CA

01|01|0|22 − C
A
01|02|0|21 − C

A
02|01|0|12 + CA

02|02|0|11

)
,

GA =
1

2

(
CA

00|03|3|11 − C
A
00|01|3|13 + CA

03|00|3|11 − C
A
01|00|3|31

)
.

(3.27)

By turning the correlators of CVE (3.18) and of AVE (3.23) into Kubo Formulae via the relation
in Eq. (1.27) we also verified that they coincide with those commonly used in literature.

3.1.3 Spin tensor

An interesting link between spin, chirality and vorticity can be established if we consider the
canonical spin tensor for the Dirac field, defined as

Ŝλ,µν ≡ i

8
ψ̄ {γλ, [γµ, γν ] }ψ. (3.28)

This part is related to internal (spin) symmetries of the Dirac field undergoing a Lorentz
transformation and it is the super-potential gauge we had to choose to symmetrize the stress-
energy tensor using the Belinfante procedure. It has also been recently suggested that spin tensor
may have a relevant role in out of equilibrium dynamics for quantum relativistic fluid with thermal
vorticity [36]. As it is evident from Eq. (3.28), the spin tenor is a bilinear local observable and as
such its mean value can be determined with the same methods used for stress-energy tensor and
for the currents.
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As a first step, we provide its decomposition in thermal vorticity. Notice that the spin tensor
is antisymmetric in the last two indices, then also its thermal expectation value Sλ,µν is a rank
three tensor antisymmetric in the last two indices. The decomposition in the tetrad {u, α,w, γ}
up to the second order in thermal vorticity of Sλ,µν is therefore given by:

Sλ,µν =S ελµνρuρ + Fα u
λ(αµuν − ανuµ) + Fw u

λ(wµuν − wνuµ) + Fγ u
λ(γµuν − γνuµ)

+ Γα ε
µνρσuλαρuσ + Γw ε

µνρσuλwρuσ + Γγ ε
µνρσuλγρuσ + Γαw u

λ(αµwν − ανwµ)

+ Sα (ελµρσαρuσu
ν − ελνρσαρuσuµ) + Sw (ελµρσwρuσu

ν − ελνρσwρuσuµ)

+ Sγ (ελµρσγρuσu
ν − ελνρσγρuσuµ) +Σα (αλαµuν − αλανuµ)

+Σw (wλwµuν − wλwνuµ) +ΣA [(αλwµ − αµwλ)uν − (αλwν − ανwλ)uµ]

+ΣS [(αλwµ + αµwλ)uν − (αλwν + ανwλ)uµ) +O($3).

Each coefficient in front of the four-vectors combination could be a thermodynamic function.
First, noticing that

Ŝ0,12 = Ŝ1,02, Ŝ0,i0 = 0,

we conclude that
Γw = Sw, Fα = Fw = Fγ = 0.

Comparing this decomposition with linear response theory expansion (1.26), we can write each
thermodynamic function as a combination of the correlators in the form of Eq. (3.1) in the
local rest frame of inverse four-temperature. Moreover, using the spin tensor properties under
discrete transformation (that can be found in Table A.1 of Appendix A.1) we can select only the
non-vanishing contributions.

Consider first an even parity thermal equilibrium, i.e. with vanishing axial chemical potential.
In this case, chiral coefficients are not allowed and from Table A.1 we obtain the first order
decomposition of spin tensor expectation value:

Sλ,µν = Γw

(
εµνρσuλwρuσ + ελµρσwρuσu

ν − ελνρσwρuσuµ
)

+O($2).

Moreover, after some manipulation we can show that

uλ$µν + uν$λµ + uµ$νλ = εµνρσuλwρuσ + ελµρσwρuσu
ν − ελνρσwρuσuµ

and the spin tensor can be cast into

Sλ,µν = Γw

(
uλ$µν + uν$λµ + uµ$νλ

)
+O($2).

This form was also obtained in [57] starting from an ansatz for the Wigner function of fermions
with thermal vorticity.

Consider now the case of a parity violating fluid. In this case, an additional zero order
thermodynamic function is allowed:

Sλ,µν = S ελµνρuρ + Γw

(
uλ$µν + uν$λµ + uµ$νλ

)
+O($2), (3.29)

where
S = 〈〈Ŝ3,21〉〉T, Γw = 〈〈Ĵ3Ŝ0,12〉〉T = Cst

01|012|2 − C
st
02|012|1

and we have defined the correlators

Cst
µν|λαβ|i ≡

∫ |β|
0

dτ

|β|

∫
d3x〈Tτ

(
T̂µν(X) Ŝλ,αβ(0)

)
〉T ,c xi.
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Consider now the operatorial relations related to spin tensor. This case is particularly
interesting because it tight together axial current thermal coefficients, i.e. chirality, and stress-
energy tensor coefficients. The key observation to link spin tensor with chirality is to notice that
the axial current is dual to the spin tensor:

ĵAτ = −1

3
ετλµν Ŝ

λ,µν .

The same relation is transported without modification to expectation values

〈ĵAτ 〉 = −1

3
ετλµν〈Ŝλ,µν〉.

We can then replace the decomposition (3.29) and (3.22) at first order in thermal vorticity in
the previous identity to establish relations between thermal coefficients of spin tensor and axial
current. Taking advantage of the identities

γµγνγρ = ηµνγρ + ηνργµ − ηµργν − iεσµνργσγ
5,

ετλµνε
λµνρ = 6δ ρτ , wµ = −1

2
εµνρσ$

νρuσ,

we can show that

ετλµνγ
λγµγν = 6iγτγ

5, ετλµνε
λµνρuρ = 6uτ , ετλµνu

λ$µν = −2wτ ,

from which follows that

ερλµνSλ,µν = −3〈ĵAρ 〉 = −6Suρ − 6Γw wρ

or equivalently
〈ĵAµ 〉 = 2Suµ + 2Γw wµ = nA uµ +WAwµ.

We have then found that the chiral thermodynamic coefficient of spin tensor is proportional to
axial charge density and that the thermal expectation related to the response of spin tensor to
rotation is proportional to the axial vortical effect conductivity:

S =
1

2
nA, Γw =

1

2
WA. (3.30)

We can also relate those coefficients to those of stress-energy tensor. Spin tensor divergence is
equivalent to the antisymmetric part of canonical stress-energy tensor

∂λŜλ,µν = T̂µνCan − T̂
νµ
Can.

As we now show these thermal coefficients can also be made proportional to the coefficient of
canonical stress-energy tensor. The spin tensor satisfy the conservation equation

∂λSλ,µν = 〈T̂µνCan〉 − 〈T̂
νµ
Can〉,

where if we choose the spin tensor to be defined by Eq. (3.28) the stress-energy tensor T̂µνCan in
the previous equation can only be the canonical stress-energy tensor. From their decomposition
we can show that

∂λ

(
Sελµνρuρ

)
= −

(
S
|β|

+
∂S
∂|β|

)
εµνκλαkuλ + 2

S
|β|

(uµγν − uνγµ) ,

∂λ

(
Γα(εµνρσuλαρuσ + ελµρσαρuσu

ν − ελνρσαρuσuµ)
)

= 0,

∂λ

(
Γw

(
uλ$µν + uν$λµ + uµ$νλ

))
=

(
Γw
|β|
− ∂Γw
∂|β|

)
(uµγν − uνγµ) ,
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and hence

∂λSλ,µν = −
(

S
|β|

+
∂S
∂|β|

)
εµνκλαkuλ + 2

S
|β|

(uµγν − uνγµ) +

(
Γw
|β|
− ∂Γw
∂|β|

)
(uµγν − uνγµ)

whereas

〈T̂µνCan〉 − 〈T̂
νµ
Can〉 =2ACanεµνκλαkuλ + (WCan

1 −WCan
2 ) (uµγν − uνγµ) +

+ (GCan
1 −GCan

2 ) (uµγν − uνγµ) .

By comparison, it is straightforward to obtain the following relations

−
(

S
|β|

+
∂S
∂|β|

)
= 2ACan,

2
S
|β|

= WCan
1 −WCan

2 ,

Γw
|β|
− ∂Γw
∂|β|

= 4
Γw
|β|

= GCan
1 −GCan

2 .

(3.31)

Then combining Eq.s (3.30) and (3.31), the coefficients of canonical stress-energy tensor and axial
current are related by:

ACan =−
(
nA
|β|

+
∂nA
∂|β|

)
,

nA
|β|

=WCan
1 −WCan

2 ,

WA

|β|
=
GCan

1 −GCan
2

2
.

3.2 Landau and β frames in chiral hydrodynamics

Before proceeding to the explicit calculation of the thermodynamic coefficients for free fields,
it is worth discussing the choice of the hydrodynamic frame. This choice is relevant for the
hydrodynamics of chiral fluids, which can be defined in general as fluids where the axial current
is relevant. We remind that hydrodynamic frame refers to the choice made on the definition of
temperature, fluid velocity and chemical potentials. When those quantities have non vanishing
derivatives, several definitions can be adopted as long as they all agree on the value of temperature,
fluid velocity and of chemical potentials at homogeneous thermal equilibrium. As has been
introduced in Chapter 1, the four-velocity of the fluid, appearing in our formulae as u, has been
defined starting from the four-temperature vector β which is a Killing vector in global equilibrium.
This frame is called β or thermodynamic frame [26, 105]. While this is a natural frame for the
generalized equilibrium, this is not the most common choice in literature and it is not the frame
typically used in numerical codes. It is then of interest to translate the constitutive equations of
previous sections into the more used Landau frame.

Indeed, in general Landau frame and β-frame do not coincide. In Landau frame the fluid
velocity u is by definition an eigenvector of the (symmetrized) stress-energy tensor. Instead, we
clearly seen from Eq. (3.6) that stress-energy tensor in β-frame is not diagonal in fluid velocity.
In the non-chiral case the difference between Landau frame velocity and β-frame velocity shows
up only at second order in the gradients of u or β [46] owing to the terms in uνγµ. However, in
chiral fluids, as we are going to show, the difference between the two velocities shows up at first
order in the gradients because of the chiral terms in uνwµ in Eq. (3.6).

This is especially important for chiral hydrodynamics because it implies that one cannot
formulate it at first order without taking these equilibrium non-dissipative terms in uνwµ into
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account. Even if one tried to eliminate them in the stress-energy tensor by going to the Landau
frame, they would reappear in the constitutive equations of the axial current at first order in
the gradients; this is just what happens, see Eq.s (3.42) and (3.43) below. For chiral-magneto-
hydrodynamics, with dynamical electro-magnetic fields, the transition to Landau frame would be
even more complicated because a change of the velocity definition implies a change of definition
in the comoving electric field.

To move from β frame to Landau frame it suffices to establish the relation between the
β-frame velocity u and the Landau frame velocity uL. By definition, the Landau velocity uL is
the eigenvector of the stress-energy tensor:

uLµT
µν = ρLu

ν
L

where ρL is both the eigenvalue and the energy density in the Landau frame. Suppose we are
in the rotational case (see Sec. 1.5), then the Landau velocity uL can be expressed in terms of
the tetrad {u, α,w, γ}, where the four-vector α, w and γ are defined in Sec. 1.5 by Eq.s (1.19)
and (1.20):

uµL = a uµ + b
wµ

|w|
+ c

γµ

|γ|
+ d

αµ

|α|
, (3.32)

where |w| =
√
−w2, |γ| =

√
−γ2, |α| =

√
−α2 and a, b, c and d are four unknown constants such

that uµLuLµ = 1, i.e.

a2 − b2 − 2bd
α · w
|α||w|

− c2 − d2 = 1.

Furthermore, since for a vanishing thermal vorticity we expect that the two thermodynamic
frames coincide, for $ = 0 we must have that a = 1 and ρL = ρ. This means that the leading
term of a and ρL is zeroth order in thermal vorticity.

Now, taking the stress-energy tensor mean value at the second order expansion on thermal
vorticity

Tµν = A εµνκλακuλ + W1w
µuν + W2w

νuµ

+ (ρ− α2Uα − w2Uw)uµuν − (p− α2Dα − w2Dw)∆µν

+Aαµαν +Wwµwν +G1u
µγν +G2u

νγµ +O($3)

and contracting it with the landau velocity (3.32), we obtain

uLµT
µν =

(
a ρeff − bW1|w| − cG2|γ|+ dW1

α · w
|α|

)
uν

+

(
aW2 − b peff

1

|w|
− bW |w|+ cA

|α|2

|γ|
+ dW

α · w
|α|

)
wν+

+

(
aG1 − bA

1

|w|
− c peff

1

|γ|

)
γν+

+

(
bA

α · w
|w|

+ cA
α · w
|γ|
− d peff

1

|α|
− dA|α|

)
αν +O($3),

where for simplicity we defined ρeff ≡ ρ− α2Uα − w2Uw and peff ≡ p− α2Dα − w2Dw. Equating
this expression to ρLuνL, with uL given by (3.32), we obtain the five equations in five unknown
variables (a, b, c, d, ρL) that diagonalize the stress-energy tensor (at second order in thermal



56 Chiral fermions under vorticity

vorticity):

a ρeff − bW1|w| − cG2|γ|+ dW1
α · w
|α|

= a ρL

aW2 − b peff
1

|w|
− bW |w|+ cA

|α|2

|γ|
+ dW

α · w
|α|

= b ρL
1

|w|

aG1 − bA
1

|w|
− c peff

1

|γ|
= c ρL

1

|γ|

bA
α · w
|w|

+ cA
α · w
|γ|
− d peff

1

|α|
− dA|α| = d ρL

1

|α|

a2 − b2 − 2bd
α · w
|α||w|

− c2 − d2 = 1.

(3.33)

To solve it, we can simplify the equations furtherer. Indeed, we can write the Eq. in the first
line of (3.33) as

b

a
=
ρeff − ρL

W1

1

|w|
+
d

a

α · w
|α||w|

− c

a

G2

W1

|γ|
|w|

. (3.34)

In the same way, we can write the third Eq. of (3.33) isolating b/a:

b

a
=
G1

A
|w| − c

a

ρL + peff
A

|w|
|γ|

; (3.35)

hence, equating the previous two, we obtain

c

a

(
ρL + peff

A
− G2

W1

|γ|2

|w|2

)
=
G1

A
|γ| − ρeff − ρL

W1

|γ|
|w|2

− d

a

(α · w)|γ|
|α||w|2

,

and then at second order in thermal vorticity (notice that ρeff − ρL is at least first order on
thermal vorticity):

c

a
=

A
ρ+ p

[
G1

A
|γ| − ρeff − ρL

W1

|γ|
|w|2

− d

a

(α · w)|γ|
|α||w|2

]
+O($3). (3.36)

From Eq. (3.36) we conclude that also c is at least first order in $. While, from the Eq. in the
fourth line of (3.33) we have

d

a
=

1

ρL + peff +A|α|2

(
b

a
A |γ|+ c

a
A |w|

)
α · w
|w||γ|

|α|, (3.37)

showing that d is at least second order in thermal vorticity. This means that the term in d/a of
Eq. (3.36) can be removed and we find:

c

a
=

A
W1

ρL − ρeff
ρ+ p

|γ|
|w|2

+
G1

ρ+ p
|γ|+O($3). (3.38)

Replacing this solution in Eq. (3.35) we obtain

b

a
=
ρeff − ρL

W1

1

|w|
+
G1

A

(
1− ρL + peff

ρ+ p

)
|w|, (3.39)

and plugging the previous two Eq.s in (3.37) we find

d

a
=
A(ρ+ p)− A2

W1(ρ+ p)2
(ρeff − ρL)

|α|(α · w)

|w|2
. (3.40)
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To obtain ρL we replace the Eq.s (3.38), (3.39) and (3.40) in the second equation of (3.33).
This becomes a second grade equation for ρL, the only solution at second order in vorticity
reproducing ρL = ρ for $ = 0 is:

ρL = ρeff −
W1W2

ρ+ p
|w|2 +O($4).

Now, plugging this into the previous ratios (3.38), (3.39) and (3.40) we find

b

a
=

W2

ρ+ p
|w|+O($3),

c

a
=
G1(ρ+ p)− AW2

(ρ+ p)2
|γ|+O($3),

d

a
=O($3).

From these we learn that b is actually first order on thermal vorticity, c is second order and
d is in fact third order and so can be set to zero. Consequently, the last equation to solve is
a2 − b2 − c2 = 1, that gives

a =
1√

1− (b/a)2 − (c/a)2
= 1 +

1

2

W2
2

(ρ+ p)2
|w|2 +O($3).

Where we choose the positive solution because it reproduces a = 1 for $ = 0.
In conclusion, we found that the relation between the Landau fluid velocity uL and the β-frame

fluid velocity u is

uL =

(
1 +

1

2

W2
2

(ρ+ p)2
|w|2

)
u+

W2

ρ+ p
w +

G1(ρ+ p)− AW2

(ρ+ p)2
γ +O($3)

or, reverting it, u is given by

u =

(
1− 1

2

W2
2

(ρ+ p)2
|w|2

)
uL −

W2

ρ+ p
w − G1(ρ+ p)− AW2

(ρ+ p)2
γ +O($3). (3.41)

This transformation at first order in vorticity and the following relation between CVE conductivity
in Landau frame with W2 and WV were also pointed out in [94]. At this point, taking advantage
of Eq. (3.41), we can express the stress-energy tensor mean value at second order in thermal
vorticity of Eq. (3.6) in the Landau frame:

Tµν = AεµνκλακuLλ −
AW2

ρ+ p
εµνκλακwλ + (W1 −W2)uνLw

µ − peff∆µν
L

+

(
ρeff −

W2
2

ρ+ p
|w|2

)
uµLu

ν
L +Aαµαν +

W (ρ+ p) + W1W2

ρ+ p
wµwν

+
AW2

ρ+ p
uµLγ

ν +
(G2 −G1)(ρ+ p) + AW2

ρ+ p
uνLγ

µ.

If the stress-energy tensor is symmetric then we have A = 0, W1 = W1 = W, G1 = G2 and the
previous expression simplifies in:

TµνSym =

(
ρeff −

W2
2

ρ+ p
|w|2

)
uµLu

ν
L − peff∆

µν
L +Aαµαν +

W (ρ+ p) + W2

ρ+ p
wµwν .

Furthermore, using (3.41), we can also write the vectorial current (3.16) in the Landau frame

jµV =nV

(
1− 1

2

W2
2

(ρ+ p)2
|w|2

)
uµL +

(
α2NV

α + w2NV
w

)
uµL

+

(
WV − nV

W2

ρ+ p

)
wµ +

(
GV − nV

G1(ρ+ p)− AW2

(ρ+ p)2

)
γµ.

(3.42)
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Instead, replacing (3.41) in (3.22), we obtain the axial current in the Landau frame

jµA =nA

(
1− 1

2

W2
2

(ρ+ p)2
|w|2

)
uµL +

(
α2NA

α + w2NA
w

)
uµL

+

(
WA − nA

W2

ρ+ p

)
wµ +

(
GA − nA

G1(ρ+ p)− AW2

(ρ+ p)2

)
γµ.

(3.43)

Similarly, the spin tensor in Landau frame at first order in thermal vorticity is

Sλ,µν = S ελµνρuρ +

(
Γw +

SW2

ρ+ p

)(
uλ$µν + uν$λµ + uµ$νλ

)
,

In conclusion, the β frame appears as the most appropriate to write down hydrodynamic
equations, as advocated in [26, 105].

3.3 Free massless Dirac field

Here we describe the procedure we used for the evaluation of thermal coefficients described above
for a sysytem consisting of free massless Dirac particles. Thermal coefficients are evaluated directly
through the correlators in their definition, i.e. Eq. (3.5). These correlators are to be computed
at local rest frame, therefore we can use usual thermal field theory techniques to perform the
calculations. We reviewed finite temperature and density filed theory with the inclusion of axial
chemical potential in chapter 2, where we also derived the thermal propagator for free Dirac field
in Sec. 2.2.

Here for convenience, we report again the notation and convention we are adopting. We
use imaginary time formalism and we use Euclidean gamma matrices γµ fulfilling the relation
{γµ, γν} = 2δµν . We also adopt the following notation

P± = (pn ± iµ,p), X = (τ,x),
∑∫
{P}

=
1

|β|

∞∑
n=−∞

∫
d3p

(2π)3
, (3.44)

where pn = 2π(n+ 1/2)/|β| with n ∈ Z are the Matsubara frequencies. We introduced the right
and left chiral chemical potentials and the corresponding projection operator

µR = µ+ µA, µL = µ− µA, P±R/L = (ωn ± iµR/L,p), Pχ =
1 + χγ5

2
,

where χ =R,L is assigned to be respectively +1,−1. Then, the massless Dirac propagator in the
imaginary time reads (2.6):

〈TτΨa(X)Ψ̄b(Y )〉T =
∑
χ

∑∫
{P}

eiP+
χ ·(X−Y )

P+
χ

2

(
PχG(P+

χ )
)
ab
, G(P ) ≡ −i/P , (3.45)

where latin characters a, b, . . . denote spinorial indices, /P = γµPµ is the standard contraction
between the (Euclidean) Dirac matrices γµ and the (Euclidean) four-momenta P . The Euclidean
canonical stress-energy tensor, see Eq. (3.4), equals

T̂µν(X) =
iδ0µ+δ0ν

2
Ψ̄(X)

[
γµ
−→
∂ ν − γµ

←−
∂ ν

]
Ψ(X),

where the iδ0µ factor stems from Wick rotation. The Belinfante-symmetrized stress-energy tensor
used to construct all Poincaré generators, is simply the symmetrization of the previous one:

T̂µν(X) =
iδ0µ+δ0ν

4
Ψ̄(X)

[
γµ
−→
∂ ν − γµ

←−
∂ ν + γν

−→
∂ µ − γν

←−
∂ µ

]
Ψ(X),
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which can be expressed according to the point-splitting procedure as:

T̂µν(X) = lim
X1,X2→X

Dµν(∂X1 , ∂X2)abΨ̄(X1)aΨ(X2)b, (3.46)

where:

Dµν(∂X1 , ∂X2) =
iδ0µ+δ0ν

4
[γµ(∂X2 − ∂X1)ν + γν(∂X2 − ∂X1)µ] .

3.3.1 First order correlators

Here we outline the procedure to evaluate first-order coefficients of a general operator Ôα...β(x)
for free massless Dirac field theory. We can write a generic correlator (3.5) related to first order
corrections in vorticity as

Cµν|α...β|i ≡
∫ |β|

0

dτ

|β|

∫
d3x 〈Tτ

(
T̂µν(X) Ôα...β(0)

)
〉T ,c xi, (3.47)

where T̂µν is the symmetric stress-energy tensor coming from Lorentz generators (1.14) and the
two operators connected correlator is

〈ÂB̂〉T ,c = 〈Â B̂〉T − 〈Â〉T 〈B̂〉T .

We use the point-splitting procedure, Sec. 2.4.2, to express the operator Ô as

Ôα...β(Y ) = lim
Y1,Y2→Y

Oα...β(∂Y1 , ∂Y2)cdΨ̄(Y1)cΨ(Y2)d.

Thus, to compute (3.47), we first consider

C(X,Y ) ≡〈Tτ

(
T̂µν(X) Ôα...β(Y )

)
〉T ,c = lim

X1X2→X
Y1Y2→Y

Dµν(∂X1 , ∂X2)abOα...β(∂Y1 , ∂Y2)cd×

× 〈Tτ

(
Ψ̄(X1)aΨ(X2)bΨ̄(Y1)cΨ(Y2)d

)
〉T ,c.

In this form, the connected correlator only concerns Dirac fields and can be computed using
Wick’s theorem, which for four point functions - in simplified notation - states that

〈ψ̄1ψ2ψ̄3ψ4〉c = 〈ψ̄1ψ2ψ̄3ψ4〉 − 〈ψ̄1ψ2〉〈ψ̄3ψ4〉
= 〈ψ̄1ψ4〉〈ψ2ψ̄3〉+ 〈ψ̄1ψ2〉〈ψ̄3ψ4〉 − 〈ψ̄1ψ2〉〈ψ̄3ψ4〉
= 〈ψ̄1ψ4〉〈ψ2ψ̄3〉.

With this result, and exchanging the order of the two anti-commuting fields Ψ̄(X1)aΨ(Y2)d, we
are able to recreate a trace operation:

C(X,Y ) = lim
X1X2→X
Y1Y2→Y

Dµν(∂X1 , ∂X2)abOα...β(∂Y1 , ∂Y2)cd×

× 〈Tτ Ψ̄(X1)aΨ(Y2)d〉〈TτΨ(X2)bΨ̄(Y1)c〉
=− lim

X1X2→X
Y1Y2→Y

tr
[
Dµν(∂X1 , ∂X2)〈TτΨ(X2)Ψ̄(Y1)〉Oα...β(∂Y1 , ∂Y2)〈TτΨ(Y2)Ψ̄(X1)〉

]
.

Now, we express fermionic propagator in Fourier space as in (3.45)

〈TτΨ(X2)aΨ̄(Y1)b〉 =
∑
χ

∑∫
{P}

eiP+
χ ·(X2−Y1)

P+
χ

2

(
PχG(P+

χ )
)
ab
,

〈TτΨ(Y2)aΨ̄(X1)b〉 =
∑
χ′

∑∫
{Q}

e
iQ+
χ′ ·(Y2−X1)

Q+
χ′

2

(
Pχ′G(Q+

χ′)
)
ab
,
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where, as previously, P+
R/L = (pn + iµR/L,p) and Q+

R/L = (qm + iµR/L,q). The derivatives,
appearing in the point-splitted operators D and O, act on the propagators and are readily
obtained:

∂X〈TτΨ(X)aΨ̄(Y )b〉 =
∑
χ

∑∫
{P}

iP+
χ eiP+

χ ·(X−Y )

(
PχG(P+

χ )
)
ab

P+
χ

2 ;

∂Y 〈TτΨ(X)aΨ̄(Y )b〉 =
∑
χ

∑∫
{P}

(−iP+
χ )eiP+

χ ·(X−Y )

(
PχG(P+

χ )
)
ab

P+
χ

2 .

At this point, we take these derivatives, we send X1, X2 → X and Y1, Y2 → Y and we rename
Q into −Q; note that Q+

χ′ = (qm + iµχ′ ,q) goes to −Q−χ′ = (iµχ′ − qm,−q). At the end, the
correlator C(X,Y ) becomes

C(X,Y ) = −
∑
χ

∑∫
{P,Q}

e
i(P+

χ +Q−
χ′ )(X−Y )

P+
χ

2
Q−χ

2 Fχ(P+, Q−),

where we defined

Fχ(P,Q) ≡ tr [PχG(−Qχ)Dµν(iQχ, iPχ)G(Pχ)Oα...β(−iPχ,−iQχ)] .

The trace is to be carried out over spinorial indices by using the Euclidean γ matrices properties:

tr (γµγν) = 4 δµν ,

tr
(
γµ1 . . . γµ2n+1

)
= 0,

tr (γkγλγµγνγ5) = 4εkλµν ,

tr (γkγλγµγν) = 4 δkλδµν − 4 δkµδλν + 4 δkνδλµ.

However, all the operators Ô that will be considered are analytic functions in the four-momentum
Q and P ; as a result, the function Fχ will also be analytic in those variables. This enables us to
analytically entail the sum over the Matsubara frequencies.

Before carrying out the thermal sum, we send Y to 0, as dictated by (3.47), and separate the
momentum integral from the frequency sum in ∑∫ (3.44)

C(τ,x) = C(X, 0) = (−1)
∑
χ

∫
d3p

(2π)3

∫
d3q

(2π)3
ei(p+q)·x Sχ(p,q, τ),

where we have defined

Sχ(p,q, τ) ≡ 1

|β|

∞∑
n=−∞

1

|β|

∞∑
m=−∞

ei(pn+iµχ)τ

(pn + iµχ)2 + p2

ei(qm−iµχ)τ

(qm − iµχ)2 + q2
Fχ(P+, Q−).

As stated previously, Fχ is an analytic function, hence the sum over frequencies can be carried
out using the formula, see Appendix A.4:

1

|β|
∑
{ωn}

(ωn ± iµ)kei(ωn±iµ)τ

(ωn ± iµ)2 + ω2
=

1

2ω

[
(iω)ke−ωτ (1− nF(ω ∓ µ))− (−iω)keωτnF(ω ± µ)

]
, (3.48)

where ω could be the modulus of p2 or of q2 and nF is the Fermi-Dirac distribution function:

nF(ω) =
1

e|β|ω + 1
.
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Introducing the notation
P̃ (±) = (±ip,p), p±χ = p± µχ (3.49)

and similarly for Q̃(±), and taking advantage of Eq. (3.48), we have

Sχ(p,q, τ) =
1

4pq

{
Fχ

(
P̃ (+), Q̃(+)

)
e−(p−χ+q+χ )τ

[
1− nF(p− µχ)

][
1− nF(q + µχ)

]
+

− Fχ
(
P̃ (+), Q̃(−)

)
e(−p−χ+q−χ )τ

[
1− nF(p− µχ)

]
nF(q − µχ)+

− Fχ
(
P̃ (−), Q̃(+)

)
e(p+χ−q+χ )τnF(p+ µχ)

[
1− nF(q + µχ)

]
+

+ Fχ

(
P̃ (−), Q̃(−)

)
e(p+χ+q−χ )τnF(p+ µχ)nF(q − µχ)

}
.

Note that we have added and subtracted the chemical potential in the exponential in such a
way that the corresponding energy couples with the relating argument of the Fermi distribution
function nF. This feature will be used later on.

Finally, putting together and integrating by parts, we can write the coefficient (3.47) as:

Cµνα...βi =

∫ |β|
0

dτ

|β|

∫
d3xxiC(τ,x)

= −i
∑
χ

∫ |β|
0

dτ

|β|

∫
d3p

(2π)3

[
∂Sχ(p,q, τ)

∂qi

]
q=−p

,

that is an integral over time and momenta of a known function. We can simplify this expression
further with the following steps:

• after the evaluation of Fχ(P,Q), calculate Sχ;

• then, derive Sχ(p,q, τ) and replace q→ −p;

• integrate over solid angle Ω: d3p = p2dp dΩ first and over τ thereafter;

• express all exponential factors with the Fermi distribution function using

e|β|E =
1

nF(E)
− 1, E = p± µR,L;

• express the derivative of nF(E) in terms of its powers

n′F(E) = −|β|n2
F(E)e|β|E = −|β|nF(E) + |β|n2

F(E),

n′′F(E) = |β|2nF(E)− 3|β|2n2
F(E) + 2|β|2n3

F(E),

n′′′F (E) = 6|β|3n4
F(E)− 12|β|3n3

F(E) + 7|β|3n2
F(E)− |β|3nF(E);

• after the due simplifications, express powers of nF(E) in terms of its derivative:

n4
F(E) =

1

6|β|3
n′′′F (E) + 2n3

F(E)− 7

6
n2
F(E) +

1

6
nF(E),

n3
F(E) =

1

2|β|2
n′′F(E) +

3

2
n2
F(E)− 1

2
nF(E),

n2
F(E) =

1

|β|
n′F(E) + nF(E),

in this way a simple expression made only of nF(E) and its derivative is obtained;

• finally, integrate by part n(k)
F (E) when possible;
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• sum up all the pieces with different χ.

This procedure always leads to expressions of the form

C(|β|, µR, µL) = K

∫ ∞
0

PN (p)
[
nF(p− µR) + η ηA nF(p+ µR)

+ ηA nF(p− µL) + η nF(p+ µL)
]
dp,

(3.50)

where PN is a polynomial of N degree, η is +1 if the correlator C is even under charge transfor-
mation, otherwise it is −1, likewise ηA = ± reflect parity transformation, and K is a numerical
factor. The correlators in the form (3.50) can be easily integrated once we know the polynomial
PN as described in Appendix A.3.

The coefficients evaluated in [46] have either η = +, ηA = + or η = −, ηA = + and µA = 0,
that means µR = µL = µ and thus have the form

C(|β|, µ) = 2K

∫ ∞
0

Pν(p)
[
n

(k)
F (p− µ)± n

(k)
F (p+ µ)

]
dp.

So we can immediately obtain the dependence on chiral chemical potential for non chiral coeffi-
cients putting them in the form (3.50) and setting K = K̃/2, where K̃ is the numerical factor
evaluated in [46] with this same method. The results obtained using this procedure are written
in Section 3.3.3.

3.3.2 Second order correlators

A second-order correlator of the perturbative expansion (3.5) is the mean value of the local
operator Ôα...β with two Lorentz generators. We will follow similar steps as those used for the
first order correlators. We start by writing the second order generic correlator (3.5) in Euclidean
space-time as

Cµν|γδ|α...β|ij =

∫ |β|
0

dτ1

|β|

∫ |β|
0

dτ2

|β|

∫
d3x

∫
d3y 〈Tτ

(
T̂µν(X) T̂γδ(Y ) Ôα...β(0)

)
〉T ,c xiyj , (3.51)

where X = (τ1,x), Y = (τ2,y) and the connected correlator is given by

〈Â B̂ Ĉ〉c = 〈Â B̂ Ĉ〉 − 〈Â〉〈B̂ Ĉ〉 − 〈B̂〉〈Â Ĉ〉 − 〈Ĉ〉〈Â B̂〉+ 2〈Â〉〈B̂〉〈Ĉ〉.

Again, using the point splitting procedure and taking advantage of the Wick’s theorem, we can
split the mean value of (3.51) in two parts

C(X,Y, Z) ≡ 〈Tτ

(
T̂µν(X) T̂γδ(Y ) Ôα...β(Z)

)
〉T ,c = C1 + C2, (3.52)

where Z = (τ2, z) and

C1 = lim
X1X2→X
Y1Y2→Y
Z1Z2→Z

(−1)tr
[
Dµν(∂X1 , ∂X2)〈TτΨ(X2)Ψ̄(Z1)〉Oα...β(∂Z1 , ∂Z2)×

×〈TτΨ(Z2)Ψ̄(Y1)〉Dγδ(∂Y1 , ∂Y2)〈TτΨ(Y2)Ψ̄(X1)〉
]
,

C2 = lim
X1X2→X
Y1Y2→Y
Z1Z2→Z

(−1)tr
[
Dµν(∂X1 , ∂X2)〈TτΨ(X2)Ψ̄(Y1)〉Dγδ(∂Y1 , ∂Y2)×

×〈TτΨ(Y2)Ψ̄(Z1)〉Oα...β(∂Z1 , ∂Z2)〈TτΨ(Z2)Ψ̄(X1)〉
]
.
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Following similar procedure of first order correlators, we express the two point function in Fourier
space (3.45) and we can show that C1 and C2 are equal to

C1 = (−1)
∑
χ

∑∫
{P,Q,K}

ei(P+
χ +K−χ )Xei(Q−χ−K−χ )Y e−i(P+

χ +Q−χ )Z

P+
χ

2
Q−χ

2
K−χ

2 F1χ(P,Q,K),

C2 = (−1)
∑
χ

∑∫
{P,Q,K}

ei(P−χ +K+
χ )Xei(Q+

χ−K+
χ )Y e−i(P−χ +Q+

χ )Z

P−χ
2
Q+
χ

2
K+
χ

2 F2χ(P,Q,K),

where we denoted the momenta as P+
χ = (pn + iµχ,p), Q+

χ = (qm + iµχ,q),
K+
χ = (kl + iµχ,k), and we defined the trace functions as:

F1χ(P,Q,K) =tr
[
PχG(−Q−χ )Dγδ(iQ−χ ,−iK−χ )G(−K−χ )Dµν(iK−χ , iP

+
χ )×

×G(P+
χ )Oα...β(−iP+

χ ,−iQ−χ )
]
,

F2χ(P,Q,K) =tr
[
PχG(−P−χ )Dµν(iP−χ , iK

+
χ )G(K+

χ )Dγδ(−iK+
χ , iQ

+
χ )×

×G(Q+
χ )Oα...β(−iQ+

χ ,−iP−χ )
]
.

Once the form of O is explicitly given, these two trace functions are computed thanks to the
well known gamma matrix traces. In general, we can say that as far as O is an analytic function
of the derivative operator ∂X , the two trace functions F1 and F2 are analytic functions on the
four-momenta P , Q and K.

Now, we send Z to 0 in Eq. (3.52), as required by (3.51), and we separate the momenta
integrals from the frequencies sums

C(τ1, τ2,x,y) ≡ C(X,Y, 0) = −
∑
χ

∫
d3pd3q d3k

(2π)9
ei(p+k)·xei(q−k)·y Sχ(p,q,k, τ1, τ2), (3.53)

where we have defined

Sχ(p,q,k, τ1, τ2)≡ 1

|β|3
∞∑

n,m,l=−∞

[
ei(pn+iµχ)τ1+i(qm−iµχ)τ2+i(kl−iµχ)(τ1−τ2)F1χ(P+, Q−,K−)

[(pn + iµχ)2 + p2][(qm − iµχ)2 + q2][(kl − iµχ)2 + k2]

+
ei(pn−iµχ)τ1+i(qm+iµχ)τ2+i(kl+iµχ)(τ1−τ2)F2χ(P−, Q+,K+)

[(pn − iµχ)2 + p2][(qm + iµχ)2 + q2][(kl + iµχ)2 + k2]

]
.

Since τ1 and τ2 are always larger than zero in the integration (3.51), the sums over pn and qm are
made using (3.48). For the kl sum, the result is still (3.48) when τ = τ1 − τ2 > 0, instead when
τ = τ1 − τ2 < 0 the sum yields

1

|β|
∑
{ωn}

(ωn ± iµ)kei(ωn±iµ)τ

(ωn ± iµ)2 + ω2
=

1

2ω

[
(−iω)keωτ (1− nF(ω ± µ))− (iω)ke−ωτnF(ω ∓ µ)

]
.

Reminding the definition (3.49) for P̃ (±), Q̃(±), K̃(±) and for p±χ , q±χ and k±χ , after all the sums,
we find

Sχ(p,q,k, τ1, τ2) =
1

8 p q k

∑
s1,s2,s3=±

[
F1χ

(
P̃ (s1), Q̃(s2), K̃(s3)

)
S1,χ

+ F2χ

(
P̃ (s1), Q̃(s2), K̃(s3)

)
S2χ

]
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with

S1,χ ≡ exp
[
− s1p

−s1
χ τ1− s2q

s2
χ τ2− s3k

s3
χ (τ1− τ2)

] [
θ(s1)− nF(p−s1χ )

] [
θ(s2)− nF(qs2χ )

]
×

×
[(
θ(s3)− nF(ks3χ )

)
θ(τ1− τ2) +

(
θ(−s3)− nF(ks3χ )

)
θ(τ2− τ1)

]
,

S2,χ ≡ exp
[
− s1p

s1
χ τ1− s2q

−s2
χ τ2− s3k

−s3
χ (τ1− τ2)

] [
θ(s1)− nF(ps1χ )

] [
θ(s2)− nF(q−s2χ )

]
×

×
[(
θ(s3)− nF(k−s3χ )

)
θ(τ1− τ2) +

(
θ(−s3)− nF(k−s3χ )

)
θ(τ2− τ1)

]
,

where θ is the Heaviside theta function. Now, we can take advantage of the formula∫
d3x

∫
d3y ei(p+k)·xei(q−k)·xxiyj = −(2π)6 ∂2

∂ki∂qj
δ(3)(p+ k)δ(3)(q − k)

to integrate over the coordinates x and y in the Eq. (3.51) and, using Eq. (3.53), we obtain:

Cµν|γδ|α...β|ij =
∑
χ

∫ |β|
0

dτ1

|β|

∫ |β|
0

dτ2

|β|

∫
d3p

(2π)3

[
∂2Sχ(p,q,k, τ1, τ2)

∂pi∂qj

]
q=−p,k=−p

.

From this point, we can adopt the same algorithm listed in the previous section, with an additional
time integration, to obtain simple expressions of the form (3.50).

3.3.3 Results

Here we report the values for thermodynamic coefficients of the stress-energy tensor, axial and
electric current and spin tensor for a free Dirac field obtained with the methods described in the
previous sections. First, we consider both the canonical and symmetric stress-energy tensor. In
the Euclidean space-time they are given by

T̂Can
µν (X) =

iδ0µ+δ0ν

2
Ψ̄(X)

[
γµ
−→
∂ ν − γµ

←−
∂ ν

]
Ψ(X),

T̂ Sym
µν (X) =

iδ0µ+δ0ν

4
Ψ̄(X)

[
γµ
−→
∂ ν − γµ

←−
∂ ν + γν

−→
∂ µ − γν

←−
∂ µ

]
Ψ(X)

and they give different results for A, W1, W2, G1, G2, i.e. the coefficients related to the non
symmetric part of the expansion

〈T̂µν〉 = A εµνκλακuλ + W1w
µuν + W2w

νuµ

+ (ρ− α2Uα − w2Uw)uµuν − (p− α2Dα − w2Dw)∆µν

+Aαµαν +Wwµwν +G1u
µγν +G2u

νγµ +O($3).

The non chiral coefficients values are obtained from (3.15) and are

ρ = 3p =
30π2

(
ζ2 + ζ2

A
)

+ 15
(
ζ4 + 6ζ2ζ2

A + ζ4
A
)

+ 7π4

60π2|β|4
,

Uα = 3Dα =
3
(
ζ2 + ζ2

A
)

+ π2

24π2|β|4
, Uw = 3Dw =

3
(
ζ2 + ζ2

A
)

+ π2

8π2|β|4
,

A = W = 0, GSym
1 = GSym

2 =
3
(
ζ2 + ζ2

A
)

+ π2

18π2|β|4
,

GCan
1 =

2
[
3
(
ζ2 + ζ2

A
)

+ π2
]

9π2|β|4
, GCan

2 = −
3
(
ζ2 + ζ2

A
)

+ π2

9π2|β|4
.

These values indeed satisfy the relations (3.10) required by stress-energy conservation. All
non-chiral coefficients reported in this section are also listed in Table 3.2. Instead, the chiral
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Table 3.2: The non-chiral thermodynamic coefficients up to second order in thermal vortic-
ity of the stress-energy tensor, electric and axial current for a free massless Dirac field (see
Eqs. (3.6),(3.16),(3.22) for definitions). Here we use T = 1/|β|, µ = ζ T and µA = ζA T .

ρ = 3p 7π2T 4

60 +
(µ2+µ2

A)T 2

2 +
3µ2µ2

A
2π2 +

µ4+µ4
A

4π2 A, W 0

Uα = 3Dα
T 4

24 +
(µ2+µ2

A)T 2

8π2 nc
µ3

3π2 +
µµ2

A
π2 + µT 2

3

Uw = 3Dw
T 4

8 +
3(µ2+µ2

A)T 2

8π2 NV
α

µT 2

4π2

GSym
1 = GSym

2
T 4

18 +
(µ2+µ2

A)T 2

6π2 NV
w

µT 2

4π2

GCan
1

2T 4

9 +
2(µ2+µ2

A)T 2

3π2 GV µT 2

6π2

GCan
2 −T

4

9 −
(µ2+µ2

A)T 2

3π2 WA = 2Γw
T 3

6 +
(µ2+µ2

A)T
2π2

Table 3.3: The chiral thermodynamic coefficients up to second order in thermal vorticity
of the stress-energy tensor, electric and axial current for a free massless Dirac field (see
Eqs. (3.6),(3.16),(3.22) for definitions). Here we use T = 1/|β|, µ = ζ T and µA = ζA T .

ASym 0 WV µµAT
π2

ACan µA T
3

6π2 + µA µ
2 T

2π2 +
µ3

A T
6π2 nA = 2S µA T

2

3π2 + µA µ
2

π2 +
µ3

A
3π2

WSym
1 = WSym

2
µA T

3

3π2 + µA µ
2 T

π2 +
µ3

A T
3π2 NA

α
µAT

2

4π2

WCan
1

µA T
3

2π2 + 3µA µ
2 T

2π2 +
µ3

A T
2π2 NA

w
µAT

2

4π2

WCan
2

µA T
3

6π2 + µA µ
2 T

2π2 +
µ3

A T
6π2 GA µAT

2

6π2

coefficients are given by Eq.s (3.7). They can be calculated using the methods described above
starting from Eq.s (3.14); we obtain

ASym = 0, ACan =
ζA
(
π2 + 3ζ2 + ζ2

A
)

6π2|β|4
,

WSym
1 = WSym

2 =
ζA
(
π2 + 3ζ2 + ζ2

A
)

3π2|β|4
,

WCan
1 =

ζA
(
π2 + 3ζ2 + ζ2

A
)

2π2|β|4
, WCan

2 =
ζA
(
π2 + 3ζ2 + ζ2

A
)

6π2|β|4
.

(3.54)

We can readily check that the coefficients (3.54) satisfy the relation (3.11). All chiral coefficients
reported in this section are also listed in Table 3.3. To our knowledge, the coefficient W2 was
obtained first by [98] as an energy flux resulting from neutrinos emitted by a rotating black hole;
indeed, our result of WCan

2 for a free Dirac field (3.54) perfectly agrees with the one in [98](there
is a factor 1

2 of a difference because Vilenkin considered only left-handed neutrinos). Lately, the
same result for this coefficient was obtained by [25, 94] using holographic techniques, by [85, 99,
100] in chiral kinetic theory and in [69, 94] evaluating Kubo formulae in finite temperature field
theory.

It is also worth noting that thermodynamic equilibria with vorticity imply different mean
values for the canonical and symmetric stress-energy tensor [42, 53]. This is seen here for the
coefficients A, W1, W2, G1 and G2. Particularly, the coefficient A vanishes if the stress-energy
tensor is symmetric but not for the canonical one.
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The Euclidean version of the Dirac field electric vector current ĵµV = Ψ̄γµΨ is

ĵµV = (−i)1−δ0µΨ̄γµΨ.

The non chiral coefficients of the decomposition

〈ĵµV〉 = nV u
µ +

(
α2NV

α + w2NV
ω

)
uµ +WVwµ +GVγµ +O($3)

are obtained using the Eq.s (3.21)

nV =
ζ
(
ζ2 + 3ζ2

A + π2
)

3π2|β|3
, NV

α =
ζ

4π2|β|3
,

NV
w =

ζ

4π2|β|3
, GV =

ζ

6π2|β|3
.

While for the CVE conductivity WV (3.18), evaluating the correlators in Eq. (3.20), we obtain
the well-known result

WV =
ζζA
π2|β|3

. (3.55)

The same is done for the axial current

ĵµA = (−i)1−δ0µΨ̄γµγ5Ψ,

which has similar expansion on thermal vorticity

〈ĵµA〉 = nA u
µ +

(
α2NA

α + w2NA
ω

)
uµ +WAwµ +GAγµ +O($3).

The only non chiral coefficient is the axial vortical effect conductivity WA, for which we found [46]

WA =
3
(
ζ2 + ζ2

A
)

+ π2

6π2|β|3
. (3.56)

The chiral coefficients are again evaluated accounting for the relations (3.24) and (3.27)

nA =
ζA(π2 + 3ζ2 + ζ2

A)

3π2|β|3
, NA

α =
ζA

4π2|β|3
,

NA
ω =

ζA
4π2|β|3

, GA =
ζA

6π2|β|3
.

As expected for dimensional analysis, the coefficients WV (3.55) and WA (3.56) respectively fulfill
the relations (3.19) and (3.25). In the case of massive Dirac fields, as discussed in Sec. 3.1.2,
global thermal equilibrium with thermal vorticity and vanishing axial chemical potential is well
defined and the axial currents mean value can be directed along the rotation of the fluid. In that
situation the AVE conductivity for a free massive Dirac field is [46]

WA =
1

2π2|β|

∫ ∞
0

dp [nF (Ep − µ) + nF (Ep + µ)] (2p2 +m2), (3.57)

where Ep =
√
p2 +m2. This coefficients is related to pseudo-scalar thermal coefficient Lα·w via

Eq. (3.26) and indeed is given by

Lα·w = − m

4π2β2

∫ ∞
0

dp

Ep

(
n′F (Ep − µ) + n′F (Ep + µ)

)
, (3.58)

where the prime on distribution functions stands for derivative respect to Ep. We can give
approximate results for integral in Eq. (3.57). For high temperature regime T � m, if the
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gas in non-degenerate |µ| < m, we extract the AVE conductivity behavior using the Mellin
transformation technique [106]. The result is

WA

T
' T 2

6
+

µ2

2π2
− m2

4π2
− 7ζ ′(−2)T 2

8π2

(m
T

)4
+O

(
m6

T 6

)
. (3.59)

The first term in mass was also obtained in [35] where they evaluated axial vortical effect with our
same statistical operator in curved space-time. Low temperature behavior can also be extracted
from (3.57), see [46]. For a degenerate gas (|µ| > m) at zero temperature we obtain2:

WA

T
=

µ2

2π2

√
µ2 −m2

µ
.

Instead for non degenerate gas (|µ| < m) at low temperature T << m we have

WA

T
≈ m

√
mT

12
√

2π3/2
e|β|(µ−m). (3.60)

Axial current corrections for rotating and accelerating fluids is also discussed in [58, 60] for both
massive and massless fields using an ansatz for Wigner function with thermal vorticity.

For the spin tensor decomposition

Sλ,µν = S ελµνρuρ + Γw

(
uλ$µν + uν$λµ + uµ$νλ

)
,

after calculation we find for a massless field

S =
ζA(π2 + 3ζ2 + ζ2

A)

6π2|β|3
, Γw =

3
(
ζ2 + ζ2

A
)

+ π2

12π2|β|3
,

which satisfy the relations in Eq.s (3.30) and (3.31).
It is worth noting that the exact thermal expectation values of stress-energy tensor, electric

and axial current for a non-chiral fluid of free massless fermions under the effect of rotation
has been found using finite temperature field theory [67]. All the thermal coefficients related to
rotation reported above in this section agree with the corresponding term evaluated in [67].

3.4 Axial vortical effect origin

The Axial Vortical Effect (AVE) states that in rotating fermion gas, an axial current is induced
along rotation and consequently, the right and left chiral fermions get separated. This effect can
be illustrated with a simple argument, which is strictly valid only for massless particles. In a
rotating system, the fermion spin tends to align with the direction of rotation ω independently
of their charge [107], in Fig. 3.1 for the sake of clarity all spin are aligned along rotation. The
right-handed particles must have their momentum aligned with the spin, consequently will move
in the direction of the spin, i.e. as shown in the right panel of Fig. 3.1 we get a net right-handed
particles flow in the direction of ω. On the other hand, the left-handed particles will move in the
opposite direction, giving a net left-handed particles flow opposite to ω. Together these flows
give an axial current jA = nRvR − nLvL ∝ ω. A chiral or electric imbalance is not needed to
reproduce the effect.

The very reason of the non-vanishing axial current is simply that it is allowed by the symmetry
of the statistical operator, as recognized also in [76]. Indeed the current ĵA has the same properties
of the angular momentum operator Ĵ under reflection, time reversal and charge conjugation;
therefore its mean value is non vanishing

jA =
1

Z
tr
[̂
jA exp

{
−Ĥ/T0 + ω · Ĵ/T0

}]
6= 0.

2Notice that WAwµ → (WA/T )ω, so there is no divergence for T → 0.
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Figure 3.1: Illustration of the Axial Vortical Effect. To be specific, the illustration is for just one
kind of massless quarks with electric charge Q and for the case of µA = µ = 0. Even in the case
of axial or electric imbalance, the axial current is aligned along the vorticity no matter what the
signs of chemical potentials are.

Notice that this symmetry is classical; rotational symmetry is broken by fluid rotation not by
quantum processes. For a free field, this procedure leads to the values of axial current reported in
the previous section.

The AVE was originally addressed for neutrinos emitted by rotating black hole in ref. [98].
Lately, this effect was addressed in the context of Chiral Vortical Effect (CVE) and quantum
anomalies [76, 108]. Several terms were found to contribute to the proportionality coefficient
between jA and ω, in the massless limit: a term proportional to the chiral potential µ2

A , also
confirmed in holographic models [90–93]; a term proportional to T 2 [25, 56, 77] whose existence
was attributed to the gravitational anomaly [109] and to the modular anomaly [74]. It is also
worth pointing out that in fact, all calculations of the T 2 term in Eq. (3.56) in refs. [25, 56, 98]
give the same result, i.e. T 2/6 like in Eq. (3.56). We would also like to point out that in the
derivation of Vilenkin [98] it is clear that the effect is caused by the modified density operator
in the presence of rotation, exactly like in our case, and indeed we recover the same result in
Eq. (3.56).

We conclude this chapter motivating why the Axial Vortical Effect (AVE) is not to be ascribed
to quantum anomalies, specifically chiral anomaly and gravitational anomaly. We understand
that this statement goes against the conventional interpretation in literature, and yet some other
authors have lately cast doubts about the anomalous origin of the AVE [35, 110].

Regarding chirality, we have called the AVE coefficient non-chiral because the corresponding
correlator has even parity. As a consequence AVE does not vanish for ζA = µA/T = 0, as it is
apparent from Eq. (3.56). This means that the AVE does not need chiral imbalance to show up
and persists for a perfectly chirally balanced system. This observation suggests that the AVE is
not entirely dictated by the chiral anomaly. Furthermore, the connection with the chiral anomaly,
namely the numerical factors in front of the chemical potentials in Eq. (3.56), is completely lost
for a massive field. Indeed, AVE conductivity for massive filed was first found in [35, 46] and then
in [60, 65, 111]. The chiral anomaly factor is recovered at high temperature, see Eq. (3.59), but it
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is lost at low temperature, see Eq. (3.60). Mass dependence also occurs similarly for the Chiral
Separation Effect (CSE) coefficient [112], which is axial current induced by a magnetic field.

The temperature part of AVE is attributed to the gravitational anomaly or to be more specific
to the mixed axial-gravitational anomaly, which is the term depending on curvature in chiral
anomaly, see Eq. (1.7). Again, this connection, at least in the form presented in [109], is lost
when we consider the AVE for a massive field, see for instance Eq. (3.60). Even in the case of a
massless field, another evidence against the anomalous origin of AVE temperature term is that it
receives radiative corrections by gauge interactions such as those of QED and QCD, as showed
in [24, 66, 72, 113]. We also show in Sec. 4.4, that these radiative corrections are recovered and
well explained in the global equilibrium model we are presenting. Thus, radiative corrections do
not hinder the cause we are suggesting for AVE, i.e. the thermal states modified by rotation.
On the contrary, quantum anomalies are exact results and should not receive correction above
1-loop diagrams. Gravitational anomaly is not exceptional to this feature. The fact that AVE
does indeed receive such corrections is a clear sign that AVE could not be explained with (only)
chiral and gravitational anomaly. Similar radiative corrections are found for CSE [114] but not
for Chiral Magnetic Effect (CME) [115], whose relationship with the chiral anomaly is more
consolidated.

Addressing the proper cause of the effect surely helps to understand the phenomena and
therefore, to develop an accurate model to describe it. Knowing if it can be enhanced or
diminished by mass or by the interactions is crucial when designing experiments aimed to present
experimental evidence of such effects. The experimental manifestation of AVE, except the obvious
axial-number separation, is linked to polarization. Indeed we showed that at global equilibrium,
spin tensor alignment along rotation coincides with AVE, see Eq. (3.30). Since polarization is
essentially the manifestation of spin-tensor anisotropy, corrections to AVE are directly transferred
to polarization.
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4
Chiral fermions under electromagnetic field

In this chapter, we consider the effects of an external electromagnetic field on the thermodynamics
of chiral vorticous fluids. The effects of electromagnetic fields on relativistic quantum fluids
is already a consolidated subject, see for instance [116] and reference therein and specifically
for the effects of constant magnetic field on fermion gases see [117]. More recently, motivated
by relativistic heavy-ion collisions, this topic has been addressed in [49] using the Zubarev’s
non-equilibrium statistical operator that we are also using, and in [105] using generating functional
and also with Wigner function using kinetic theory in [63, 64, 118].

In this chapter (and in a paper in preparation [119]), we want to study magnetized plasmas,
highlighting the modifications caused by chirality and by thermal vorticity. First, we review the
relativistic quantum theory of fermions under the effect of an external electromagnetic field. In
the particular case of a constant homogeneous electromagnetic field, we discuss the symmetries of
the theory and we provide the generators of those symmetries, which are the translations and a
subgroup of Lorentz transformations. Then, we give exact solutions for thermal states of a system
consisting of chiral fermions under an external constant magnetic field, which were not given
before in literature using Zubarev’s density matrix formalism. We discuss the general properties
of a system at thermal equilibrium with vorticity and electromagnetic field in Sec. 4.3. Since we
derived exact solutions, we treat the electromagnetic field without approximation (at thermal
equilibrium) and we consider the effect of thermal vorticity with linear response theory as done
in the previous chapter. The consequences of electromagnetic field on chiral vortical effect and
on axial vortical effect are analyzed. At last, we consider instead a dynamic gauge field and we
compute the first-order radiative correction to the axial vortical effect conductivity.

4.1 Dirac Field in external electromagnetic field

Consider a Dirac field in external electromagnetic field. The Lagrangian of the theory is given by
Eq. (1.2), which in flat space-time reads:

L =
i

2

[
ψ̄γµ
−→
∂ µψ − ψ̄γµ

←−
∂ µψ

]
−mψ̄ψ − jµAµ,

with ĵµ = qψ̄γµψ and where q is the elementary electric charge of the field and where the gauge
potential Aµ is an external non dynamic field. This Lagrangian is the same as the one obtained
from the free Dirac Lagrangian via the minimal coupling substitution ∂µ → ∂µ + iqAµ, which
grants gauge invariance to the theory. From Euler Eq.s we obtain the equations of motion (EOM)
for the Dirac field:

/∂ψ = −i(q /A+m)ψ, /∂ψ̄ = ψ̄i(q /A+m).

From the EOM it is straightforward to verify that the electric current is conserved ∂µĵµ = 0. We
can also use the minimal substitution

−→
∂ →

−→
∇µ =

−→
∂ µ + iqAµ,

←−
∂ →

←−
∇µ =

←−
∂ µ − iqAµ

71
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in the canonical stress-energy tensor of the free theory to obtain the stress-energy tensor of
fermions in external electromagnetic field:

T̂µν =
i

2

[
ψ̄γµ
−→
∂ νψ − ψ̄γµ

←−
∂ νψ

]
− ĵµAν .

Again, with the EOM (see Appendix B for second order equations) we can verify that the
stress-energy tensor is not conserved but it is driven by Lorentz force:

∂µT̂µν = ĵλFνλ. (4.1)

We can show (see Appendix B) that the correct symmetrization of this stress-energy tensor
that leaves the previous operator relations unmodified is

T̂µν =
i

4

[
ψ̄γµ
−→
∂ νψ − ψ̄γµ

←−
∂ νψ + ψ̄γν

−→
∂ µψ − ψ̄γν

←−
∂ µψ

]
− 1

2

(
ĵµAν + ĵνAµ

)
;

note that this is the stress-energy tensor we would obtain using the minimal substitution to the
symmetric stress-energy tensor of free Dirac field.

4.1.1 Symmetries in constant homogeneous electromagnetic field

It is worth noticing that the symmetries of the theory of fermions in external electromagnetic
field are different from those of free fermions or those of quantum electrodynamics. Indeed while
a system without external forces is symmetric for the full Poincaré group, some of the symmetries
are lost when external fields are considered, because those do not transform together with the rest
of the system. Here we discuss the symmetries of the system in the particular case of a constant
homogeneous electromagnetic field. We examine the transformations that are still symmetries of
the theory, the consequent conserved quantities of the system and the form of the generators of
such transformations.

If the Lagrangian of our theory is invariant under translations, by Noether’s theorem we can
identify and we can construct four operators that share three properties: they are conserved
quantities, they are the generators of translations and they constitute the four-momentum of
the system. However, translational invariance by itself does not guarantees that only a single
quantity must have all the three above properties altogether. Consider again a system under
an external electromagnetic field. In this situation, Poincaré symmetry of space-time is broken.
Let the electromagnetic field be constant and homogeneous, then translational invariance is still
present. However, the Lagrangian is not invariant under space-time translation, but it acquires a
term that is a four-divergence. This term, under appropriate boundary conditions, does not affect
the action of the system and the overall invariance is preserved. Nevertheless, the consequence
of the additional term is that we can distinguish three different operators, each of them having
one of the three properties stated above. This is understood with the Noether-Tassie-Buchdahl
theorem [120–122]: given a Lagrangian L(ψ(x), ∂µψ(x), x) and the infinitesimal transformation
x′µ = xµ + δxµ, ψ′ = ψ + δψ such that ∂µδxµ = 0, which transforms the Lagrangian in

L(ψ′(x′), ∂′µψ
′(x′), x′) = L(ψ(x), ∂µψ(x), x) + ∂µX

µ,

where Xµ is a functional depending exclusively on ψ(x) and x, then the quantity

Γµ =
δL
δ∂µψ

δψ −
(

δL
δ∂µψ

∂νψ − L gµν
)
δxν −Xµ

is conserved, i.e. divergence-less.
Consider the Dirac Lagrangian in constant homogeneous electromagnetic field

L(ψ(x), ∂µψ(x), x) = ψ̄(i/∂ −m)ψ − ĵµAµ.
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The translation transformation (δψ = 0, δxµ = εµ) acts on the Dirac field but does not act
directly to the external gauge field. Therefore, the Lagrangian variation by translation is

δL =L(ψ′(x′), ∂′µψ
′(x′), x′)− L(ψ(x), ∂µψ(x), x)

=ĵµ∂νAµε
ν = ĵµ(Fνµ + ∂µAν)εν = −ĵµ(Fµν − ∂µAν)εν .

We can then identify the quantity X of Noether-Tassie-Buchdahl theorem

Xµν ≡ ĵµ(Aν + F νλxλ).

Indeed its divergence is the variation of the Lagrangian

εν∂µX
µν = (∂µĵ

µ)(Aν + F νλxλ)εν + ĵµ(∂µAν + Fνµ)εν = −ĵµ(Fµν − ∂µAν)εν = δL,

therefore, the theorem implies that the system has a canonical conserved tensor given by:

π̂µνcan = T̂µν0 − ĵ
µAν − ĵµF νλxλ,

where T̂µν0 is the free canonical Dirac stress-energy tensor. Using Belinfante procedure (see
Appendix B) we can transform T̂µν0 − ĵµAν into the symmetric stress-energy tensor of Dirac field
in external magnetic field T̂µνS and the above conserved tensor becomes:

π̂µν ≡ T̂µνS − ĵ
µF νλxλ. (4.2)

From the above equation, we can simply verify that ∂µπ̂µν = 0 form Eq. (4.1). However, note
that π̂µν is not symmetric and that it is gauge invariant. The conserved quantities related to this
quantities are the four vectors

π̂µ =

∫
d3x π̂0µ

and they also constitute the generator of the translations [122]. The momentum of the system is
still given by

P̂µ =

∫
d3x T̂ 0µ

but it is not a conserved quantity and it is not the generator of translations. Another difference
from four-momenta is that different components of this vectors do not commute, instead they
satisfy [122]:

[π̂µ, π̂ν ] = iQ̂Fµν ,

where Q̂ is the electric charge operator.
As for Lorentz’s transformations, we expect that the variation of the Lagrangian is a full

divergence only for specific forms of transformations. For example, with a vanishing electric field
and a constant magnetic field, only the rotation along the direction of the magnetic field and the
boost along the magnetic field are symmetries of the theory. Therefore, only in these cases, the
Lagrangian variation could be vanishing or a full divergence.

Returning to the general case, we can repeat the previous argument of translations to
the Lorentz transformation: δxµ = ωµνxν , δψ = − i

2ωµνσ
µνψ; we find that the transformed

Lagrangian is

δL =ωµν ĵλ(gµλAν − gνλAµ + xµ∂νAλ − xν∂µAλ)

=ωµν ĵλ [∂λ (xµAν − xνAµ)− xµ∂λAν + xµ∂νAλ + xν∂λAµ − xν∂µAλ]

=ωµν ĵλ [∂λ (xµAν − xνAµ) + xµFνλ − xνFµλ] .
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It is straightforward to check the identities:

ωµνxµFνλ = xρωρσF
σ
λ,

ωµνxµFνλ = −ωµν∂λ(xµx
σFσν)− xρωλσF σρ,

from which it follows

ωµνxµFνλ =
1

2
ωµνxµFνλ +

1

2
ωµνxµFνλ

=− 1

2
ωµν∂λ(xµx

σFσν)− 1

2
xρ(ωλσF

σ
ρ − ωρσF σλ),

and similarly

ωµνxνFµλ =
1

2
ωµν∂λ(xνx

σFσµ)− 1

2
xρ(ωλσF

σ
ρ − ωρσF σλ).

Therefore, the Lagrangian variation becomes

δL =
1

2
ωµν∂λ

[
ĵλxµ

(
Aν −

1

2
xσFσν

)
− ĵλxν

(
Aµ −

1

2
xσFσµ

)]
− 1

2
xρĵλ(ωλσF

σ
ρ − ωρσF σλ).

The first part of r.h.s. is written as a four-divergence. The remaining part can not be cast into a
four-divergence but it is proportional to the following product

(ω ∧ F )λρ = ωλσF
σ
ρ − ωρσF σλ.

The product of two non-vanishing anti-symmetric tensor of rank two, ω ∧ F , is zero if and only if
ω is a linear combination of F and its dual F ∗ (or viceversa):

(ω ∧ F )λρ = 0 iff ωµν = k Fµν + k′ F ∗µν , k, k′ ∈ R. (4.3)

The previous statement can be proven by denoting the tensor with the “electric” and “magnetic”
vectors

F = (E,B), meaning Ei = F 0i, Bi =
1

2
εijkFjk,

ω = (α,w), meaning αi = ω0i, wi =
1

2
εijkωjk.

Then, with this notation, the wedge product can be written as

ω ∧ F = (α×B + w ×E, w ×B−α×E).

Then at each tensor one can associate a complex three-vector

F → F = B + iE, ω → ω = w + iα

and the wedge product becomes

ω ∧ F → ω × F = (w + iα)× (B + iE).

It is now clear that the product is vanishing when ω is parallel to F, this occur if they are
proportional:

(w + iα) = (a+ i b)(B + iE), a, b ∈ R.

This is equivalent to say that ω is a real combination of B + iE and B − iE, or that we have
two independent solutions of Eq. (4.19): ω = k(E,B) = kF and ω = k′(−B,E) = k′F ∗, with k
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and k′ real numbers. Therefore, we proved that the part of Lagrangian variation which is not a
divergence is vanishing when ωµν is a linear combination of electromagnetic stress-energy tensor
and its dual:

ωµν = aFµν +
b

2
εµνρσFρσ. (4.4)

This means, as expected, that the action and the theory is invariant only under certain type of
Lorentz transformations: the ones generated with a parameter of the form (4.4). For example,
in the case of constant magnetic field, we recover that the system is invariant only for rotation
and boost along the magnetic field. Set then ω either as ωµν ∝ Fµν or ωµν ∝ F ∗µν , so that
the Lagrangian variation is a four-divergence, from Noether-Tassie-Buchdahl theorem, the two
following quantities are divergence-less:

Γ̂ λ =
1

2
Fµν

[
xµ

(
T̂ λ0 ν − ĵλAν +

1

2
ĵλxρFρν

)
− xν

(
T̂ λ0 µ − ĵλAµ +

1

2
ĵλxρFρµ

)
+ Ŝλµν

]
,

Γ̂ ∗λ =
1

2
F ∗µν

[
xµ

(
T̂ λ0 ν − ĵλAν +

1

2
ĵλxρFρν

)
− xν

(
T̂ λ0 µ − ĵλAµ +

1

2
ĵλxρFρµ

)
+ Ŝλµν

]
,

with Ŝλµν the canonical spin tensor of free Dirac field. After Belinfante transformation, the
quantities become

Γ̂ λ =
1

2
FµνM̂λ

µν , Γ̂ ∗λ =
1

2
F ∗µνM̂λ

µν ,

M̂λ
µν ≡xµ

(
T̂ λS ν +

1

2
ĵλxρFρν

)
− xν

(
T̂ λS µ +

1

2
ĵλxρFρµ

)
=xµ

(
π̂λν −

1

2
ĵλxρFρν

)
− xν

(
π̂λµ −

1

2
ĵλxρFρµ

)
.

(4.5)

We can define the integrals:

M̂µν =

∫
d3x M̂0

µν ,

which are conserved quantities only if projected with Fµν and F ∗µν . The operators M̂µν are the
generators of Lorentz transformations if they are also a symmetry for the theory, otherwise the
Wigner’s theorem does not applies and we can not say that such transformations admit an unitary
and linear (or anti-unitary and anti-linear) representation. For those operators, the following
Algebra holds [122]:

[π̂µ, π̂ν ] =iFµνQ̂,

1

2
Fρσ[π̂µ, M̂ρσ] =

i

2
Fρσ (ηµρπ̂σ − ηµσπ̂ρ) ,

1

2
F ∗ρσ[π̂µ, M̂ρσ] =

i

2
F ∗ρσ (ηµρπ̂σ − ηµσπ̂ρ) ,

(4.6)

where Q̂ is the electric charge operator. In the particular case of vanishing electric field and
constant magnetic field along the z axis, the Algebra becomes:

[π̂x, π̂y] = i|B|Q̂,

[Ĵz, π̂x] = iπ̂y, [Ĵz, π̂y] = −iπ̂x,

[K̂z, π̂t] = −iπ̂z, [K̂z, π̂z] = −iπ̂t.
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4.2 Chiral fermions in constant magnetic field

Consider now a system consisting of chiral fermions in an external homogeneous constant magnetic
field B at thermal equilibrium with vanishing thermal vorticity. The system Lagrangian and
EOM were discussed in the previous section. The local thermal equilibrium density operator is
given by Eq. (1.11) with the addition of an axial current:

ρ̂LTE =
1

Z
exp

[
−
∫
Σ

dΣµ

(
T̂µν(x)βν(x)− ζ(x) ĵµ(x)− ζA(x) ĵµA(x)

)]
,

where the operators are defined (see previous Section) as

ĵ µ = qψ̄γµψ, ĵ µA = ψ̄γµγ5ψ,

T̂µν =
i

4

[
ψ̄γµ
−→
∂ νψ − ψ̄γµ

←−
∂ νψ + ψ̄γν

−→
∂ µψ − ψ̄γν

←−
∂ µψ

]
− 1

2

(
ĵµAν + ĵνAµ

)
,

and satisfy the following conservation equation:

∂µĵ
µ = 0, ∂µĵ

µ
A = 0, ∂µT̂

µν = ĵλF
νλ.

There is no chiral anomaly because there is no electric field. As discussed in Sec 1.4, the global
equilibrium is reached when the divergence of the integrand inside the statistical operator is
vanishing. This occurs if the thermodynamic fields β, ζ and ζA satisfy:

∂µβν(x) + ∂νβµ(x) = 0, ∂µζ(x) = F νµβν(x), ∂µζA(x) = 0.

In this section, we consider the case without thermal vorticity, therefore for the inverse four
temperature β we chose the solution which is independent on the coordinate: ∂µβν = 0. In this
case the condition for the electric chemical potential reads

∂µζ(x) = F νµβν =
√
β2F νµuν =

√
β2Eµ

where u is the fluid velocity and E is the comoving electric field. Since we have chosen the case
without electric field the global equilibrium condition for the thermodynamic fields are simply:

βµ = cnst., ζ = cnst., ζA = cnst..

The global equilibrium statistical operator then becomes

ρ̂ =
1

Z
exp

[
−P̂µβµ + ζQ̂+ ζAQ̂A

]
.

Notice that the operators P̂µ are not the generators of translation π̂µ obtained by integrating
the conserved current in Eq. (4.2). However, in the case of vanishing comoving electric field
the projection along the inverse temperature of the four-momentum or of the generators of
translations are equivalent:

π̂µβµ =

∫
Σ

dΣλ

(
T̂ λν − ĵλF νσxσ

)
βν = P̂µβµ −

√
β2Eσ

∫
Σ

dΣλĵ
λxσ = P̂µβµ.

The statistical operator can now be written as

ρ̂ =
1

Z
exp

[
−π̂µβµ + ζQ̂+ ζAQ̂A

]
.

In this form, it is straightforward to use the algebra in Eq. (4.6) and translate the statistical
operator of a quantity a. We find

T̂(a) ρ̂ T̂−1(a) = eia·π̂ρ̂ e−ia·π̂ =
1

Z
exp

[
−π̂µβµ + ζQ̂+ ζAQ̂A + aµF

µνβνQ̂
]
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but again Fµνβν is the comoving electric field which is vanishing. The statistical operator is
therefore homogeneous:

T̂(a) ρ̂ T̂−1(a) = ρ̂.

Now that we have established the basic properties of thermal equilibrium with a constant and
homogeneous magnetic field, we adopt the techniques of thermal field theory (in Chapter 2) to
find the exact solutions for thermal states in a magnetic field. As we learned, the starting point
is to give a path integral description of the partition function. Since the partition function is a
Lorentz invariant, we can choose the local rest frame where u = (1,0). In this frame, without
loss in generality, the magnetic field is chosen along the z axis and we adopt the Landau gauge
Aµ = (0, 0, Bx1, 0). The path integral formulation of the partition function in local rest frame

Z(T, µ, µ5) = tr
[
e−β(Ĥ−µQ̂−µAQ̂A)

]
is given by

Z = C

∫
Ψ(β,x)=−Ψ(0,x)

DΨ̄ DΨ exp
(
−SE(Ψ, Ψ̄ , µA)

)
where1, in the notations of Chapter 2, the Euclidean action of Dirac fermions in external
electromagnetic field is

SE(Ψ, Ψ̄ , µ5) =

∫ β

0
dτ

∫
x
Ψ̄(X)

[
i(γ · π+) +m− γ0γ

5µA
]
Ψ(X)

and π+
µ ≡ P+

µ − qAµ, which is not to be confused with the generator of translations.
We are now interested in the exact solution, but instead of solving the Dirac equation directly,

we use the Ritus method [123], see [124] for a brief recap of the method. The core concept of
Ritus method is that we can construct a complete set of orthonormal function, called Ep Ritus
functions, such that the Euclidean action is rendered formally identical to the Euclidean action of
a free Dirac field in absence of external fields. The Ep functions are constructed such that they
are the matrix of the simultaneous eigenfunctions (eigenvectors) of the maximal set of mutually
commuting operators {(γ · π)2, iγ1γ2, γ

5}. From gamma algebra, it is straightforward to check
that

iγ1γ2δ(σ) = σ∆(σ),
1 + χγ5

2
γ5 = χ

1 + χγ5

2
,

with σ = ± and χ = ± and we defined

∆(σ) ≡ 1 + iσγ1γ2

2
.

We can then show that [123, 124]

(γ · π+)2Ep̂σ(X) = P+2
Ep̂σ(X)

where p̂ is a label for the quantum numbers {l, ωn, p2, p3}, the eigenvalues P+ are given by

P+ ≡ (ωn + iµ, 0,−σ̄
√

2|qB|l, p3), σ̄ ≡ sgn(qB)

and the form of eigenfunction is

Ep̂σ(X) = N(n)ei(P0τ+P2X2+P3X3)Dn(ρ) (4.7)

where N(n) = (4π|qB|)1/4/
√
n! is a normalization factor, and Dn(ρ) denotes the parabolic

cylinder functions with argument ρ =
√

2|qB|(X1 − p2/qB) and non-negative integer index
n = 0, 1, 2, . . . given by

n = l +
σ

2
sgn(qB)− 1

2
.

1We add a mass term for generalization, although with mass we cannot have a conserved axial current.
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Note that the form of the functions (4.7) strongly depends on the gauge chosen, in our case
the Landau gauge. Since the eigenfunction Ep̂σ(X) does not depend on chirality, the maximal
eigenfunctions of the operators {(γ · π)2, iγ1γ2, γ

5} are given by

Ep̂(X) =
∑′

σ=±
Ep̂σ(X)∆(σ), Ēp̂(X) = γ0E

†
p̂(X)γ0 =

∑′

σ′=±
E∗p̂σ′(X)∆(σ′) (4.8)

where a prime on the summation symbol means that it is subject to the constraint

σ =

{
sgn(qB) l = 0

± l > 0
.

Some important properties can be derived from this definitions. First that the functions Ep
commute with γ0 and with γ5. Moreover, they satisfy the orthogonality relation∫

X
Ēq̂(X)Ep̂(X) = (2π)4δ̂(4)(p̂− q̂)Π(l)

where

δ(4)(p̂− p̂′) ≡ δl,l′βδωn, ωn′δ(p2 − p′2)δ(p3 − p′3)

Π(l) ≡

{
1+iσ̄γ1γ2

2 l = 0

1 l > 0
.

And lastly, the action of the operator (γ · π+) on these function is

(γ · π+)Ep̂(X) = Ep̂(X)γ · P .

Since we showed that Ep Ritus functions are a complete orthonormal functions, we can then
expand the Dirac fields in these functions:

Ψ(X) =T
∑
{ωn}

∞∑
l=0

∫
dp2

∫
dp3

(2π)3
Ep̂(X)Ψ(P ) ≡

∑∫
P̂

Ep̂(X)Ψ(P ),

Ψ̄(X) =
∑∫
Q̂

Ψ̄(Q)Ēq̂(X).

Replacing this expansion on the Euclidean action, we find

SE(Ψ, Ψ̄ , µ5) =
∑∫
P̂

∑∫
Q̂

∫
X
Ψ̄(Q)Ēq̂(X)

[
i(γ · π+) +m− γ0γ

5µA
]
Ep̂(X)Ψ(P )

and, using the above mentioned properties of Ep functions, we obtain

SE(Ψ, Ψ̄ , µ5) =
∑∫
P̂

Ψ̄(P )Π(l)
[
iγ · P+ +m− γ0γ

5µA
]
Ψ(P ).

Notice that this is formally identical to the Euclidean action of free Dirac field obtained in Sec. 2.1.
We can then proceed to evaluate the partition function as in the free case. We change the

integration variables in the partition function to the modes of Ep functions. The partition function
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is then a Gaussian integral of Grassmann variables, whose result is the exponent determinant.
We then have

Z =C̃

∫
Ψ(β,x)=−Ψ(0,x)

DΨ̄(P )DΨ(P )×

× exp

−
∑∫
P̂

Ψ̄(P )Π(l)
[
iγ · P+ +m− γ0γ

5µA
]
Ψ(P )


=C̃ det

[
Π(l)

(
iγ · P+ +m− γ0γ

5µA
)]
.

(4.9)

For the sake of clarity, let’s neglect Π(l) for now on:

Z =C̃ det

(
m12×2 [i(ωn + iµ)− µA]12×2 + σiP i

(i(ωn + iµ) + µA)12×2 − σiP i m12×2

)
.

The determinant is evaluated using the standard formula for block matrices

det

(
A B
C D

)
= det

(
AD −BD−1CD

)
;

replacing that into the partition function, we have

Z = C̃ det
[
(P+2

+m2 + µ2
A)12×2 − 2σiP iµA

]
= C̃ det

[
(P+2

+m2 + µ2
A)2 − 4|P|2µ2

A

]
=

∏
ωn,l,p3

C̃
[
(P+2

+m2 + µ2
A)2 − 4|P|2µ2

A

]
,

where we evaluated the determinant as the product of the eigenvalues of the matrix. To connect
this quantity to the thermodynamics of the system, we are actually interested in its logarithm:

logZ =
∑
ωn,l,p3

log
[
(P+2

+m2 + µ2
A)2 − 4|P|2µ2

A

]
+ cnst. (4.10)

From the logarithm of partition function we obtain the thermodynamic potential of the system
and then, by simple derivation, we could obtain other thermodynamic quantities. In the next
subsection, we evaluate the thermodynamic potential of the system. Then, from partition function
in Eq. (4.9), we obtain the thermal propagator of a chiral fermion in a magnetic field. Once we
have the propagator, we can use the point-splitting procedure to evaluate other quantities that
are not related to the thermodynamic potential. We use this method to evaluate the mean value
of electric current and axial current in the following subsections.

4.2.1 Thermodynamic potential

The thermodynamic potential is derived from the partition function as following

Ω = lim
V→∞

−T
V

logZ,

where the logarithm of partition function is given by Eq. (4.10). We can follow the steps of
Sec. 2.4.1 to evaluate the thermodynamic potential and to sum the Matsubara frequencies.
However, we must first consider that in this case the Landau levels generated by the magnetic
field have different degeneracy factors ad must be properly taken into account when performing
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the infinite volume limit. Let be S the area in the x− y plane and p⊥1 and p⊥2 the momenta in
that plane. In the infinity area limit, the sum on modes becomes the following integrals:

lim
S→∞

1

S

∑
p⊥1

∑
p⊥2

=

∫ ∞
−∞

dp⊥1

2π

∫ ∞
−∞

dp⊥2

2π
.

Each Landau level has degeneracy associated with some quantum numbers; this degeneracy is
gauge independent and it is given by:

dl =

⌊
|qB|S

2π

⌋
.

To obtain this degeneracy, we just have to evaluate the quantity

dp⊥1

2π

dp⊥2

2π

between two consecutive energy levels:

dl =

⌊
|qB|S

2π

⌋
=

∫ l+1

l

dp⊥1

2π

dp⊥2

2π
.

Therefore, removing the floor function, the infinite volume limit of the sum on the states of the
system gives:

lim
V→∞

1

V

∑
ωn,l,p3

=
|qB|
2π

∞∑
l=0

∫ ∞
−∞

dp3

2π

∑
{ωn}

.

Consequently the thermodynamic potential reads:

Ω = lim
V→∞

−T
V

logZ

=− |qB|
2π

∞∑
l=0

∫ ∞
−∞

dp3

2π
T
∑
{ωn}

log
[
(P+2

+m2 + µ2
A)2 − 4|P|2µ2

A

]
+ cnst.

The Matsubara sum can be performed with the help of the auxiliary function

j(y) ≡ T
∑
{ωn}

log
[
(P+2

+m2 + µ2
A)2 − y2

]
;

in terms of which the thermodynamic potential is

Ω = −|qB|
2π

∞∑
l=0

∫ ∞
−∞

dp3

2π
j(y0) + cnst

with y0 = 2µA. Instead of summing inside the function j(y), we can sum inside the following
function

i(y) ≡ 1

2y

d

dy
j(y) = T

∑
{ωn}

[
(P+2

+m2 + µ2
A)2 − y2

]−1
,

and recover the j(y) function using

j(y0) =

∫ y0

c
2y i(y)dy + constant.

The final result for thermodynamic potential is

Ω = −|qB|
2π

∞∑
l=0

∑′

s=±

∫ ∞
−∞

dp3

2π

[
Es + T

∑
±

log
(

1 + e−β(Es±µ)
)]

+ cnst,
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where E2
s = [(p2

3 + 2qBl)1/2 + sµA]2 +m2 and the constraint of s = σ̄ for l = 0 is caused by the
projector Π(l). This same thermodynamic potential for chiral fermions in external magnetic
field was used in [9] to derive the chiral magnetic effect (CME). This expression can be used to
obtain the electric and axial charge density, but instead we are using the point-splitting procedure
because the latter can also be used to evaluate other thermodynamic functions related to currents.
To do that, we first need the thermal propagator of chiral fermions.

4.2.2 Chiral fermion propagator in magnetic field

Since we have used the Ritus method, the form of Euclidean action is formally identical to those
of a free Dirac field. It then comes with no surprise that the fermionic propagator is obtained
identically to the free case as explained in Sec. 2.2. The propagator in Fourier modes is obtained
in path integral formulation by

〈ψ̃a(P )
¯̃
ψb(Q)〉T =

∫
DΨ̃ D ˜̄Ψ exp (−SE) ψ̃a(P )

¯̃
ψb(Q)∫

DΨ̃ D ˜̄Ψ exp (−SE)
−

It is convinient to use the partition function as given in the first line of Eq. (4.9):

Z = C̃

∫
Ψ(β,x)=−Ψ(0,x)

DΨ̄(P )DΨ(P ) exp

−
∑∫
P̂

Ψ̄(P )Π(l)
[
iγ · P+ +m− γ0γ

5µA
]
Ψ(P )

 .

The Grassmann integrals are straightforward and gives

〈Ψ̄(Q)aΨ(P )b〉 = δ(4)(P −Q)M−1
ab

where a, b denotes spinorial indices and

M =
[
iγ · P+ − γ0γ

5µA
]
.

The inverse ofM was obtained in Section 2.2, therefore we have

〈Ψ̄(Q)aΨ(P )b〉 = δ(4)(P −Q)
∑
χ

(
Pχ
−i/P+

χ

P+
χ

2

)
ab

.

This is the generalization in Euclidean spacetime with chemical potentials of the propagator in
[123, 124]. In the configuration space, the two-point function is

〈Ψ̄(X)aΨ(Y )b〉 =
∑∫
P̂

∑∫
Q̂

Ēp̂(X)a′aEq̂(Y )bb′〈Ψ̄(P )a′Ψ(Q)b′〉

= −
∑∫
P̂

∑∫
Q̂

Ēp̂(X)a′aEq̂(Y )bb′〈Ψ(Q)b′Ψ̄(P )a′〉

= −
∑∫
P̂

∑∫
Q̂

Ēp̂(X)a′aEq̂(Y )bb′δ
(4)(P −Q)

∑
χ

(
Pχ
−i/P+

χ

P+
χ

2

)
b′a′

where to go to second line we used fermion anti-commutation; finally, integrating the delta, we
have

〈Ψ̄(X)aΨ(Y )b〉 = −
∑∫
P̂

∑
χ

Ep̂(Y )bb′

(
Pχ
−i/P+

χ

P+
χ

2

)
b′a′

Ēp̂(X)a′a. (4.11)
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4.2.3 Electric current mean value

Now we use the propagator to evaluate the mean value of electric current. This method is similar
to the one used in [125], as it is also using the Ritus method. As we learned, the mean value can
be obtained with point-splitting procedure (see Sec. 2.4.2 and 2.4.4). Following that prescription,
we write the current in Euclidean space-time, we recover the thermal propagator of fermionic
field and then we reconstruct the trace on spinorial indices; those steps give:

〈ĵµ(X)〉 = (−i)1−nµq〈̂̄ψ(X)γµψ̂(X)〉 = lim
X1,X2→X

(−i)1−nµq (γµ)ab 〈
̂̄ψa(X1)ψ̂b(X2)〉

= lim
X1,X2→X

−(−i)1−nµq
∑∫
P̂

∑
χ

(γµ)abEp̂(X2)bb′

(
Pχ
−i/P+

χ

P+
χ

2

)
b′a′

Ēp̂(X1)a′a

= −(−i)1−nµq
∑∫
P̂

∑
χ

tr

[
γµEp̂(X)Pχ

−i/P+
χ

P+
χ

2 Ēp̂(X)

]

= −(−i)1−nµq
∑∫
P̂

∑
χ

tr

[
Ēp̂(X)γµEp̂(X)Pχ

−i/P+
χ

P+
χ

2

]
.

It is convenient to indicate with the parallel symbol “‖”, the components parallel to the magnetic
field, which are the time component and the z component. For those components it holds:[

γ‖µ, Ep̂(X)
]

= 0.

Therefore, reminding the definitions of the Ritus Ep̂(X) functions (4.8), we obtain for the parallel
component of electric current

〈ĵ‖µ(X)〉 =− (−i)1−nµq
∞∑
l=0

∫
dp2

2π

∫
dp3

(2π)2

∑
χ

T
∑
{ωn}

tr

[
Ēp̂(X)Ep̂(X)γ‖µPχ

−i/P+
χ

P+
χ

2

]

=− (−i)1−nµq
∞∑
l=0

∫
dp2

2π

∫
dp3

(2π)2

∑
χ

T
∑
{ωn}

∑′

σ=±

∑′

σ′=±
E∗p̂σ′(X)Ep̂σ(X)×

× tr

[
∆(σ′)∆(σ)γ‖µPχ

−i/P+
χ

P+
χ

2

]
.

We can simplify the expression by taking advantage of the following identity

∆(σ)∆(σ′) =
1 + σσ′ + i(σ + σ′)γ1γ2

4
= δσ,σ′∆(σ).

Notice that the only dependence on p2 is inside E∗p̂σ′(X)Ep̂σ(X). We can then show that the
integration over p2 gives ∫ ∞

−∞

dp2

2π
E∗p̂σ′(X)Ep̂σ(X) = |qB|δn,n′ .

It is furthermore convenient to split between lowest Landau level (LLL) l = 0 and higher Landau
level (HLL) l > 1. For l = 0 the sums on σ are constrained to be equal to σ = σ′ = σ̄ =sgn(eB),
and the momenta are given by P+

χ = (ωn + iµχ, 0, 0, p3). At the lowest Landau level we have

〈ĵ‖µ(X)〉LLL = −(−i)1−nµq|qB|
∫ ∞
−∞

dp3

(2π)2

∑
χ

T
∑
{ωn}

tr

[
1 + iσ̄γ1γ2

2
γ‖µPχ

−i/P+
χ

P+
χ

2

]
.
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After the trace, we find that the zero component is

〈ĵ0(X)〉LLL =−
∫ ∞
−∞

q|qB|dp3

(2π)2

∑
χ

T
∑
{ωn}

−i [(ωn + iµχ)− ip3σ̄χ]

(ωn + iµχ)2 + p2
3

=

∫ ∞
−∞

q|qB|dp3

(2π)2

∑
χ

T
∑
{ωn}

i [(ωn + iµχ)]

(ωn + iµχ)2 + p2
3

,

while the z component is

〈ĵ3(X)〉LLL =i

∫ ∞
−∞

q|qB|dp3

(2π)2

∑
χ

T
∑
{ωn}

−i [p3 + i(ωn + iµχ)σ̄χ]

(ωn + iµχ)2 + p2
3

=

∫ ∞
−∞

σ̄q|qB|dp3

(2π)2

∑
χ

T
∑
{ωn}

χi(ωn + iµχ)

(ωn + iµχ)2 + p2
3

,

where the part with p3 on the numerator was dropped because it is odd on p3 and as such vanish
when integrated. After the Matsubara sum, we have

〈ĵ0(X)〉LLL = q|qB|
∑
χ

∫ ∞
−∞

dp3

(2π)2

1

2
[nF(p3 − µχ)− nF(p3 + µχ)] ,

〈ĵ3(X)〉LLL = q2B
∑
χ

∫ ∞
−∞

dp3

(2π)2

χ

2
[nF(p3 − µχ)− nF(p3 + µχ)] .

Then the integral over p3 gives∫ ∞
−∞

dp3

2
[nF(p3 − µχ)− nF(p3 + µχ)] = µχ,

therefore, after the sum on chirality we finally obtain

〈ĵ0(X)〉LLL =
q|qB|
(2π)2

(µR + µL) =
µq|qB|

2π2
,

〈ĵ3(X)〉LLL =
q2B

(2π)2
(µR − µL) =

q2µA
2π2

B.

We now consider the higher Lanndau levels:

〈ĵ‖µ(X)〉HLL =− (−i)1−nµq|qB|
∞∑
l=1

∫ ∞
−∞

dp3

(2π)2

∑
χ

T
∑
{ωn}

∑
σ,σ′=±

δn,n′×

× tr

[
∆(σ′)∆(σ)γ‖µPχ

−i/P+
χ

P+
χ

2

]
.

When l is fixed we can replace the δn,n′ with the δσ,σ′ and we immediately sum on σ′. The
expression is similar to the LLL case, we just have to replace σ̄ with σ and sum over σ = ± and
remind that now P has also the y component. Indeed, after the trace and removing p3 odd parts,
we find

〈ĵ0(X)〉HLL =

∞∑
l=1

∫ ∞
−∞

q|qB|dp3

(2π)2

∑
χ

T
∑
{ωn}

∑
σ=±

i [(ωn + iµχ)] + p3σχ

P+
χ

2

=

∞∑
l=1

∫ ∞
−∞

q|qB|dp3

(2π)2

∑
χ

T
∑
{ωn}

2i [(ωn + iµχ)]

P+
χ

2 ,

〈ĵ3(X)〉HLL =
∞∑
l=1

∫ ∞
−∞

q|qB|dp3

(2π)2

∑
χ

T
∑
{ωn}

∑
σ=±

σ
χi(ωn + iµχ) + p3

P+
χ

2 = 0.
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We find out that the third component does not get corrections from HLL, instead for the time
component after the frequency sum we obtain

〈ĵ0(X)〉HLL =
∞∑
l=1

∫ ∞
−∞

q|qB|dp3

(2π)2

∑
χ

[nF(Ep3,l − µχ)− nF(Ep3,l + µχ)] ,

where Ep3,l ≡
√
p2

3 + 2|qB|l. For the perpendicular components we expect a vanishing result
because is not allowed by the symmetries of the system. Anyhow, we want to explicitly show
that. We start from the point-splitting expression of the mean value

〈ĵ⊥µ (X)〉 = −(−i)1−nµ |qB|
2π

∫ ∞
−∞

dp3

2π

∑
χ

T
∑
{ωn}

∑′

σ=±
tr

[
∆(σ)γ⊥µ∆(σ)Pχ

−i/P+
χ

P+
χ

2

]
.

Inside the trace we commute the Gamma matrix with the ∆ matrix and we obtain

γ⊥µ∆(σ) = ∆(−σ)γ⊥µ .

Since the product ∆(σ)∆(−σ) is vanishing, also 〈ĵ⊥µ (X)〉 = 0. Summarizing the results and
returning to covariant formalism, we found that the electric current has two thermodynamic
function: the electric charge density nc and the chiral magnetic effect (CME) conductivity σB:

〈ĵµ(X)〉 = nc uµ + σBBµ.

The electric charge density is the mean value in the local rest frame evaluated above: 〈ĵ0(X)〉, i.e.

nc =
q|qB|
2π2

{
µ+

∞∑
l=1

∫ ∞
−∞

dp3

2

[
nF(Ep3,l − µR)− nF(Ep3,l + µR)+

+ nF(Ep3,l − µL)− nF(Ep3,l + µL)
]}
,

while the CME conductivity is 〈ĵ3(X)〉/B:

σB =
q2µA
2π2

. (4.12)

To our knowledge the equation for the electric charge density of an electron gas in a magnetic
medium was first given in [117] and coincides with the expression above. The CME effect evaluated
here coincides with the one obtained with many other derivations [8].

4.2.4 No magnetic field limit

It is useful to know how to perform the |qB| → 0 limit in expressions like the one for electric
charge density. For the sake of clarity, consider the case with vanishing axial chemical potential,
i.e. µA = 0 (hence µR = µL = µ). The limit is done noticing that the energy of the l-th Landau
level must go from

√
p2
z + 2|qB|l to

√
p2
z + p2

⊥. To move the discrete sum on l to the continuum
integrals over the perpendicular momentum, we replace

∑∞
l=0 with

∫∞
0 dl. We then want to

change the integration variable from l to p⊥ =
√
p2
x + p2

y. This is achieved setting l = p2
⊥/2|qB|
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and using 2|qB|dl = 2p⊥dp⊥. If we use this replacement on the electric charge density we find

nc = q

∫ ∞
0

dl

∫ ∞
−∞

2|qB|dp3

(2π)2
[nF(Ep3,l − µ)− nF(Ep3,l + µ)]

= q

∫ ∞
0

2p⊥dp⊥
(2π)2

∫ ∞
−∞

dp3 [nF(Ep − µ)− nF(Ep + µ)]

=
2q

(2π)3

∫ ∞
−∞

dpx

∫ ∞
−∞

dpy

∫ ∞
−∞

dpz [nF(Ep − µ)− nF(Ep + µ)]

=
q

π2

∫ ∞
0
|p|2d|p| [nF(Ep − µ)− nF(Ep + µ)] ,

with Ep =
√
p2
x + p2

y + p2
z. This is exactly the electric charge density for a free Dirac field,

compare with Eq. (2.14).

4.2.5 Axial current mean value

In the same way, as done for electric current, we can compute the axial current mean value. Since
∆(σ) commute with γ5, at the lowest Landau level the mean value of the parallel components of
axial current are

〈ĵ‖Aµ(X)〉LLL = −(−i)1−nµ |qB|
∫ ∞
−∞

dp3

(2π)2

∑
χ

T
∑
{ωn}

tr

[
1 + iσ̄γ1γ2

2
γ‖µγ

5Pχ
−i/P+

χ

P+
χ

2

]
.

After we perform the trace on spinorial index and we remove p3 odd parts, we find

〈ĵA0(X)〉LLL =−
∫ ∞
−∞

|qB|dp3

(2π)2

∑
χ

T
∑
{ωn}

−i [(ωn + iµχ)χ− ip3σ̄]

(ωn + iµχ)2 + p2
3

=

∫ ∞
−∞

|qB|dp3

(2π)2

∑
χ

T
∑
{ωn}

χi [(ωn + iµχ)]

(ωn + iµχ)2 + p2
3

,

〈ĵA3(X)〉LLL =i

∫ ∞
−∞

|qB|dp3

(2π)2

∑
χ

T
∑
{ωn}

−i [p3χ+ i(ωn + iµχ)σ̄]

(ωn + iµχ)2 + p2
3

=

∫ ∞
−∞

σ̄|qB|dp3

(2π)2

∑
χ

T
∑
{ωn}

i(ωn + iµχ)

(ωn + iµχ)2 + p2
3

.

After the Matsubara sum we obtain

〈ĵA0(X)〉LLL = |qB|
∑
χ

∫ ∞
−∞

dp3

(2π)2

χ

2
[nF(p3 − µχ)− nF(p3 + µχ)] ,

〈ĵA3(X)〉LLL = qB
∑
χ

∫ ∞
−∞

dp3

(2π)2

1

2
[nF(p3 − µχ)− nF(p3 + µχ)] .

The integration over p3 is made reminding the result∫ ∞
−∞

dp3

2
[nF(p3 − µχ)− nF(p3 + µχ)] = µχ.

After the sum on chirality, we obtain

〈ĵA0(X)〉LLL =
|qB|
(2π)2

(µR + µL) =
µA|qB|

2π2
,

〈ĵA3(X)〉LLL =
qB

(2π)2
(µR − µL) =

qµ

2π2
B.
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Consider now the higher Landau levels for the parallel components

〈ĵ‖Aµ(X)〉HLL =− (−i)1−nµ |qB|
∞∑
l=1

∫ ∞
−∞

dp3

(2π)2

∑
χ

T
∑
{ωn}

∑
σ,σ′=±

×

× tr

[
∆(σ′)∆(σ)γ‖µγ

5Pχ
−i/P+

χ

P+
χ

2

]
;

when l is fixed the δn,n′ is just a δσ,σ′ , therefore we can drop the sum on σ′. We then have to
trace and sum over σ which is now not constrained. For the time component, we find:

〈ĵA0(X)〉HLL =

∞∑
l=1

∫ ∞
−∞

|qB|dp3

(2π)2

∑
χ

T
∑
{ωn}

∑
σ=±

i [(ωn + iµχ)]χ+ p3σ

P+
χ

2

=
∞∑
l=1

∫ ∞
−∞

|qB|dp3

(2π)2

∑
χ

T
∑
{ωn}

2iχ [(ωn + iµχ)]

P+
χ

2 ,

while the z component is vanishing

〈ĵA3(X)〉HLL =
∞∑
l=1

∫ ∞
−∞

|qB|dp3

(2π)2

∑
χ

T
∑
{ωn}

∑
σ=±

σ
i(ωn + iµχ) + p3χ

P+
χ

2 = 0.

At last, the frequencies sum for the time component gives

〈ĵA0(X)〉HLL =
∞∑
l=1

∫ ∞
−∞

|qB|dp3

(2π)2

∑
χ

χ [nF(Ep3,l − µχ)− nF(Ep3,l + µχ)]

with Ep3,l =
√
p2

3 + 2|qB|l. Also for the axial current we can define an axial charge density nA
and a Chiral Separation Effect (CSE) conductivity σs:

〈ĵAµ〉 = nA uµ + σsBµ.

For what we already evaluated, we have

nA =
|qB|
2π2

{
µA+

+

∞∑
l=1

∫ ∞
−∞

dp3

2
[nF(Ep3,l − µR)− nF(Ep3,l + µR)− nF(Ep3,l − µL) + nF(Ep3,l + µL)]

}
,

σs =
qµ

2π2
.

The last thermal coefficient is exactly the Chiral Separation Effect (CSE) conductivity. The same
steps can be followed to evaluate the axial charge density and the CSE conductivity of massive
fermions with vanishing axial chemical potential µA = 0. In that case, the thermal equilibrium
can be reached and all the quantity discussed in this section are still well defined; the results for
the thermodynamic functions related to axial current are:

nA =0,

σs =qB

∫ ∞
−∞

dp3

(2π)2
[nF(Ep3 − µ)− nF(Ep3 + µ)] ,

with E2
p3 = p2

3 +m2. The CSE induces an axial current even if the system is not chiral. We have
reported this result here to show that it exhibits an explicit mass dependence, as is known that it
should [112].
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4.3 General global equilibrium with electromagnetic field

Now that we recovered the main properties of chiral fermions in magnetic field, we move to discuss
the effects of thermal vorticity in such systems. At the beginning of this section, we provide the
general properties of general global equilibrium (defined in Sec. 1.4) with external electromagnetic
field. Then, we restrict the discussion to the case of a constant and homogeneous electromagnetic.

We remind that for a system consisting of chiral fermions in external electromagnetic field
the local thermal equilibrium statistical operator is given by:

ρ̂LTE =
1

Z
exp

[
−
∫
Σ

dΣµ

(
T̂µν(x)βν(x)− ζ(x) ĵµ(x)− ζA(x) ĵµA(x)

)]
. (4.13)

The operators above are those related to Dirac fermions interacting with an external gauge fields

ĵ µ = qψ̄γµψ, ĵ µA = ψ̄γµγ5ψ,

T̂µν =
i

4

[
ψ̄γµ
−→
∂ νψ − ψ̄γµ

←−
∂ νψ + ψ̄γν

−→
∂ µψ − ψ̄γν

←−
∂ µψ

]
− 1

2

(
ĵµAν + ĵνAµ

)
,

and they satisfy the operatorial relations:

∂µĵ
µ = 0, ∂µT̂

µν = ĵλF
νλ.

Regarding the axial current ĵA, we also have to take into account the chiral anomaly. The chiral
anomaly affects the axial current divergence as follows

∂µĵ
µ
A = −1

8
εµνρλ

q2

2π2
FµνFρλ = − q2

2π2
(E ·B),

where q is the electric charge of the fermion. We will show that even in the general global thermal
equilibrium case, the product E ·B is non-vanishing and hence the axial current is not conserved.
As discussed in the first chapter (Sec. 1.2), we can still define a new conserved “axial” current by
means of the Chern-Simons current K, whose divergence gives the chiral anomaly:

Kµ = εµνρσAνFρσ,
q2

8π2
∂µK

µ =
q2

2π2
(E ·B).

The new axial conserved current ĵCS is then defined as

ĵµCS = ĵµA +
q2

8π2
Kµ, ∂µĵ

µ
CS = 0,

and the axial chemical potential µA is to be associated to this current. Since the additional
current K depends only on external fields, it is not a quantum operator and it does not contribute
to thermal averages. Therefore, all the results we discuss in the absence of chiral anomaly are
still valid and unchanged. Because there is no difference in the results, we continue to denote the
conserved chiral current with ĵA, even when the chiral anomaly is non-vanishing.

With that considered, the system reach a global thermal equilibrium if the thermodynamic
fields satisfy:

∂µβν(x) + ∂νβµ(x) = 0, ∂µζ(x) = F νµβν(x), ∂µζA(x) = 0.

These equations has been solved in Sec. 4.2 for the case of vanishing thermal vorticity and constant
homogeneous magnetic field. Here we provide the solution for the general case of non-vanishing
thermal vorticity and any electromagnetic field. The inverse four-temperature and the axial
chemical potential solves the previous conditions in the general case if they are given by (see
Sec. 1.4):

βµ(x) = bµ +$µρx
ρ, ζA = const.
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where b is a constant time-like four-vector and $ is a constant anti-symmetric tensor. The
equation we are left to solve is the one for the electric chemical potential:

∂µζ(x) = F σµβσ. (4.14)

To find the solution, we first derive it respect to ∂ν :

∂ν∂µζ = ∂ν(F σµβσ).

Since we can exchange the derivatives ∂ν∂µ on the l.h.s., the antisymmetric part respect to µ
and ν of this equation must be vanishing:

∂ν∂µζ − ∂µ∂νζ = 0 = [∂ν(F σµβσ)− ∂µ(F σνβσ)]

= [βσ∂
νF σµ + F σµ∂νβσ − βσ∂µF σν − F σν∂µβσ]

= [βσ(∂νF σµ − ∂µF σν) + (∂νβσ)F σµ + (∂µβσ)F νσ] .

Using the first Bianchi identity ∂νF σµ + ∂µF νσ + ∂σFµν = 0, we obtain

βσ∂
σFµν + (∂νβσ)Fµσ + (∂µβσ)F σν = 0.

We may recognize the Lie derivative of F along β in the previous equation. This constitutes a
first condition for global equilibrium, the system can reach global equilibrium only if

Lβ(F ) = 0, ↔ βσ(x)∂σFµν(x) = $µ
σF

σν(x)−$ν
σF

σµ(x), (4.15)

that it is to say if the electromagnetic field follows the fields lines of inverse-four temperature.
To actually solve Eq. (4.14), we translate the global equilibrium condition of the strength

tensor (4.15) to the four-vector potential Aµ; the constraint (4.15) is satisfied if A solve

βσ(x)∂σAµ(x) = $µ
σA

σ(x) + ∂µΦ(x), (4.16)

where Φ is a smooth function of x. We can directly check that Eq. (4.15) follows from Eq. (4.16)
by evaluating the derivative of F along β and taking advantage of Eq. (4.16):

βσ∂
σFµν = βσ∂

σ(∂µAν − ∂νAµ) = βσ∂
σ(∂µAν)− βσ∂σ(∂νAµ)

= ∂µ(βσ∂
σAν)− ∂ν(βσ∂

σAµ)− (∂µβσ)∂σAν + (∂νβσ)∂σAµ

= ∂µ($ν
σA

σ + ∂νΦ)− ∂ν($µ
σA

σ + ∂µΦ)−$ µ
σ ∂

σAν +$ ν
σ ∂

σAµ

= $ν
σ∂

µAσ −$µ
σ∂

νAσ + (∂µ∂ν − ∂ν∂µ)Φ+$µ
σ∂

σAν −$ν
σ∂

σAµ

= $µ
σ(∂σAν − ∂νAσ)−$ν

σ(∂σAµ − ∂µAσ)

= $µ
σF

σν −$ν
σF

σµ.

It is important to stress out that after a gauge transformation, condition (4.16) still holds for the
new gauge potential because the function Φ is also affected by the gauge transformation. Indeed,
let Aµ satisfies Eq. (4.16), after the gauge transformation A′µ = Aµ + ∂µΛ we find:

βσ∂
σA′µ =βσ∂

σAµ + βσ∂
σ∂µΛ = ωµσA

σ + ∂µΦ+ ∂µ(βσ∂
σΛ)− (∂µβσ)∂σΛ

=$µ
σ(Aσ + ∂σΛ) + ∂µ(Φ+ βσ∂

σΛ) = $µ
σA
′σ + ∂µΦ′,

that is exactly condition (4.16) for A′µ but with a transformed function Φ′, which is Φ shifted by
the transport of Λ along β.

We can now write Eq. (4.14) by taking advantage of Eq. (4.16):

∂µζ = F σµβσ = βσ(∂σAµ − ∂µAσ)

= βσ∂
σAµ − ∂µ(βσA

σ) + (∂µβσ)Aσ

= $µ
σA

σ + ∂µΦ−$µ
σA

σ − ∂µ(βσA
σ).
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We can then collect all the derivatives together into the equation

∂µ (ζ − Φ+ βσA
σ) = 0,

from which we immediately get the solution:

ζ(x) = ζ0 − βσ(x)Aσ(x) + Φ(x), (4.17)

where ζ0 is a constant. The parameter Φ is analogous to the parameter which grants gauge
invariance to chemical potential in [73]. Even though Eq. (4.17) is given in terms of the gauge
potential it is still gauge invariant. Indeed, we showed that Aµ and Φ transform under a gauge
transformation as

A′µ = Aµ + ∂µΛ, Φ′ = Φ+ βσ∂
σΛ;

therefore, the chemical potential ζ is overall unaffected by gauge transformations:

ζ(x)′ = ζ0 − βσ(x)A′σ + Φ′ = ζ0 − βσ(x)Aσ + Φ− βσ∂σΛ+ βσ∂
σΛ = ζ(x).

The global equilibrium statistical operator is then obtained from the local one in Eq. (4.13)
replacing the thermal equilibrium form of the thermodynamic field β, ζ, ζA:

ρ̂ =
1

Z
exp

[
−
∫
Σ

dΣµ

[(
T̂µν(x) + ĵµ(x)Aν(x)

)
βν(x)− (ζ0 + Φ(x)) ĵµ(x)− ζA ĵµA(x)

]]
. (4.18)

The general form of electromagnetic fields required for the global equilibrium can be given in
terms of the Lie transported basis of Sec. 1.5. Indeed, it is easy to realize that the electromagnetic
strength tensor F has vanishing Lie derivative along the β field if and only if both the comoving
and electromagnetic field Eµ and Bµ have vanishing Lie derivative along the β field. Being E
and B four-vectors, they can be decomposed in the basis built from the thermal vorticity $. We
have seen that we can distinguish two cases. In the rotational case, a four-vector V is given by

V µ = c1(x)uµ + c2(x)αµ + c3(x)wµ + c4(x) γµ

and it is Lie transported along β if

Lβ(c1(x)) = Lβ(c2(x)) = Lβ(c3(x)) = Lβ(c4(x)) = 0.

Equivalently, in the irrotational case, is given by

V µ = c1(x)uµ + c2(x)αµ + c3(x)V µ
Irr + c4(x) γµIrr

and it is Lie transported along β under the same condition. When E and B are given in the
previous Lie transported form, we are insured that the system can reach the global thermal
equilibrium.

We acquire a better understanding and insight of the previous statistical operator (4.18),
if we give the explicit solutions in the case of constant homogeneous electromagnetic field
Fµν =constant for which we already studied the symmetries (Sec. 4.1.1). In this case the Lie
derivative of electromagnetic strength tensor becomes vanishing when

Lβ(Fµν) = $µ
σF

σν −$ν
σF

σµ ≡ ($ ∧ F )µν = 0. (4.19)

We already encountered this wedge product and we proved, see Eq. (4.3), that Eq. (4.19) has two
independent solutions: F = k$ and F = k′$∗, with k and k′ real numbers. In either cases we can
then choose the covariant gauge Aµ = 1

2F
ρµxρ and taking advantage of Eq. (4.19) we find that

the condition (4.16) is satisfied with Φ = 1
2bσF

σλxλ. The equilibrium chemical potential (4.17) is
then written as

ζ(x) = ζ0 − βσ(x)F λσxλ +
1

2
$σρx

ρF λσxλ. (4.20)
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The same solution can be found searching the direct solution of Eq. (4.14) with the aid of Eq. (4.19).
This last method to obtain the solution proves that the chemical potential in Eq. (4.20) is not
gauge dependent. For constant magnetic field and vanishing thermal vorticity the solution (4.20)
reduces to ζ =constant, as it was correctly used in Sec. 4.2.

Plugging the form (4.20) on the operator Eq. (4.13), we find:

ρ̂ =
1

Z
exp

{
−
∫

dΣλ

[(
T̂ λν − ĵλF νρxρ

)
βν −

1

2
$σρĵ

λxρF τσxτ − ζ0ĵ
λ

]}
.

Inside the round bracket we recognize the divergence-less operator π̂λν of Eq. (4.2), whose integrals
are the generators of translations. Expressing the coordinate dependence of β, we can then write

ρ̂ =
1

Z
exp

{
−
∫

dΣλ

[
π̂λνbν +$ντx

τ π̂λν − 1

2
$µν ĵ

λxνF τµxτ − ζ0ĵ
λ

]}
=

1

Z
exp

{
−
∫

dΣλ

[
π̂λνbν +$µνx

ν

(
π̂λµ − 1

2
ĵλF ρµxρ

)
− ζ0ĵ

λ

]}
=

1

Z
exp

{
−
∫

dΣλ

[
π̂λνbν −

1

2
$µν

[
xµ
(
π̂λν − 1

2
ĵλF ρνxρ

)
− xν

(
π̂λµ − 1

2
ĵλF ρµxρ

)]
−ζ0ĵ

λ
]}

;

this time we have recreated the divergence-less quantity $µνM̂
λ,µν of Eq. (4.5) that generates

those Lorentz transformations which are symmetries of the system. We can then integrate over
the coordinate and we find:

ρ̂ =
1

Z
exp

{
−b · π̂ +

1

2
$ : M̂ + ζ0Q̂

}
.

In the above form, the analogy with statistical operator without electromagnetic field in Eq. (1.16)
is evident. In both cases the statistical operator is written with the sum of conserved operators,
each one weighted with constant Lagrange multiplier. We can also write the statistical operator
around a specif point x. We just need to chose a fixed point x, then we can write the thermodynamic
constant vector b and constant scalar ζ0 starting from that as follows

bµ = β(x)µ −$µνx
ν , ζ0 = ζ(x) + βσ(x)F λσxλ −

1

2
$σρx

ρF λσxλ,

from which the statistical operator becomes

ρ̂ =
1

Z
exp

{
− β(x)µ

(
π̂µ − F λµxλQ̂

)
+

+
1

2
$µν

(
M̂µν + xν π̂µ − xµπ̂ν − xνF λµxλQ̂

)
+ ζ(x)Q̂

}
.

It is important to stress-out that with an external magnetic field the Poincaré algebra is
modified and becomes the Algebra in Eq. (4.6), which we report here for convenience:

[π̂µ, π̂ν ] =iFµνQ̂,

1

2
Fρσ[π̂µ, M̂ρσ] =

i

2
Fρσ (ηµρπ̂σ − ηµσπ̂ρ) ,

1

2
F ∗ρσ[π̂µ, M̂ρσ] =

i

2
F ∗ρσ (ηµρπ̂σ − ηµσπ̂ρ) .

Notice that because F must have vanishing Lie derivative along β, if we replace F with $ and F ∗

with $∗ the last two algebra identities still hold. Since the Algebra is known, we can evaluate the
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effect of a translation to the statistical operator. Since the translation transformation is unitary,
we have

T̂(x) ρ̂ T̂−1(x) =
1

Z
exp

{
− T̂(x) (b · π̂) T̂−1(x)+

+ T̂(x)

(
$ : M̂

2

)
T̂−1(x) + ζ0T̂(x) Q̂ T̂−1(x)

}
.

Therefore we just need to evaluate how the operators transform under translations. In general for
a unitary transformation we have the expansion:

eiÂK̂e−iÂ ' K̂ − i
[
K̂, Â

]
− 1

2

[[
K̂, Â

]
, Â
]

+
i

6

[[[
K̂, Â

]
, Â
]
, Â
]

+ · · · .

Applying this formula to our operators, we get an exact results because after a certain order all
the commutators are vanishing. In particular, for Lorentz transformation operator we find

1

2
$µνM̂

µν
x ≡

1

2
$µνT̂(x)M̂µνT̂−1(x) =

1

2
$µν

(
M̂µν + xν π̂µ − xµπ̂ν − xνF λµxλQ̂

)
.

Notice the difference with the free case in Eq. (1.17). For the other operators instead we find:

π̂µx ≡ T̂(x) π̂µ T̂−1(x) = π̂µ − xρF ρµQ̂, T̂(x) Q̂ T̂−1(x) = Q̂.

With these definition of translated operators, the density matrix is written around a point x as:

ρ̂ =
1

Z
exp

{
−β(x) · π̂x +

1

2
$ : M̂x + ζ(x)Q̂

}
. (4.21)

Moreover, for what we have learned, a translation transformation on the statistical operator act
as following:

T̂(a) ρ̂ T̂−1(a) =
1

Z
exp

{
−β(x) · π̂x+a +

1

2
$ : M̂x+a + ζ(x)Q̂

}
=

1

Z
exp

{
−β(x− a) · π̂x +

1

2
$ : M̂x + ζ(x− a)Q̂

}
.

4.3.1 Expansion on thermal vorticity

Here we use linear response theory, as done in Section 1.6, to evaluate thermal expectation values
in the case of constant electromagnetic field. We are then looking for a thermal vorticity expansion
for the mean value of an operator Ô at the point x. It is convenient to use the statistical operator
cast in the form of Eq. (4.21) with the same point x. Using the properties of the trace, we can
transfer the x dependence from the operator Ô to density matrix:

〈Ô(x)〉 =
1

Z
tr
[
exp

{
−β(x) · π̂x +

1

2
$ : M̂x + ζ(x)Q̂

}
Ô(x)

]
=

1

Z
tr
[

T̂(−x) exp

{
−β(x) · π̂x +

1

2
$ : M̂x + ζ(x)Q̂

}
T̂−1(−x)Ô(0)

]
= =

1

Z
tr
[
exp

{
−β(x) · π̂ +

1

2
$ : M̂ + ζ(x)Q̂

}
Ô(0)

]
.

Therefore, to evaluate the mean value, we expand the statistical operator in the form of the
last equality of the previous equation. To do that, we split the operator exponent in two parts
defined as following

ρ̂ =
1

Z
exp

[
Â+ B̂

]
, Â ≡ −βµ(x)π̂µ + ζ(x)Q̂, B̂ ≡ 1

2
$ : M̂,
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and we expand on B̂, which is the part containing thermal vorticity. Since B̂ and Â have the
same commutator as in Section 1.6, the expansion will leads to the same result, which is

〈Ô(x)〉 =〈Ô(0)〉β(x) − αρ〈〈 K̂ρÔ 〉〉 − wρ〈〈 ĴρÔ 〉〉+
αρασ

2
〈〈 K̂ρK̂σÔ 〉〉

+
wρwσ

2
〈〈 ĴρĴσÔ 〉〉+

αρwσ
2
〈〈 {K̂ρ, Ĵσ}Ô 〉〉+O($3).

(4.22)

where, similarly to Sec. 1.6, we defined

〈〈K̂ρ1 · · · K̂ρn Ĵσ1 · · · ĴσmÔ〉〉 ≡
∫ |β|

0

dτ1 · · · dτn+m

|β|n+m
×

× 〈Tτ

(
K̂ρ1
−iτ1u

· · · K̂ρn
−iτnu

Ĵσ1−iτn+1u
· · · Ĵσm−iτn+mu

Ô(0)
)
〉β(x),c.

The difference in this case is that boost and rotation are defined starting from M̂µν , which is
different from Lorentz generators in a system without external electromagnetic field,

K̂µ = uλM̂
λµ, Ĵµ =

1

2
εαβγµuαM̂βγ ,

and that the averages 〈· · ·〉β(x) are made with the statistical operator

ρ̂0 =
1

Z0
exp

{
−β(x) · π̂ + ζ(x)Q̂

}
.

4.3.2 Currents and chiral anomaly

Here, we determine constitutive equations for electric and axial current at first order in thermal
vorticity and we investigate the contributions from electric and magnetic fields to thermal
coefficients related to vorticity. The constitutive equations are obtained from the previous
expansion on thermal vorticity. For thermal coefficients, instead of a direct evaluation, we use
conservation equations to show that indeed no additional corrections from electric and magnetic
field occur to first order vorticous coefficients, such as the conductivity of Chiral Vortical Effect
(CVE) and of the Axial Vortical Effect (AVE). Moreover, in this way we exploit relations between
those coefficients and how they are related to the chiral anomaly.

Consider the case of global thermal equilibrium with constant vorticity $µν and an electro-
magnetic field with strength tensor Fµν = k$µν , with k a constant. It then follows that the
comoving magnetic and electric fields are parallel respectively to thermal rotation and thermal
acceleration; to be specific, they are given by:

Bµ(x) = −k wµ(x), Eµ(x) = k αµ(x).

For instance, in the case of constant thermal vorticity caused by a rigid rotation long the z axis
and a constant magnetic field along z, we have:

$µν =
Ω

T0
(ηµ1ην2 − ην1ηµ2) , Fµν = B (ηµ1ην2 − ην1ηµ2) , k =

BT0

Ω
,

where Ω, T0 and B are constants. In this example, electric and magnetic fields are orthogonal and
there is no chiral anomaly. However, in the general case, the product E ·B is non-vanishing. In
that case, we showed in Sec. 4.3, that we can still discuss global equilibrium with chiral imbalance
by defining a conserved Chern-Simons current. Although the statistical operator depends on this
new current, we evaluate the thermal expectation value of the “true” axial current ĵµA = ψ̄γµγ5ψ,
which in general is not conserved. Indeed, the form of the statistical operator does not impose
any restriction on the choice of the operator to average.
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Now, we use the previous thermal vorticity expansion (4.22) to write the thermal expectation
value of electric current at first order in thermal vorticity. We want to stress-out that in the
expansion (4.22) no approximations are made on the effects of the external electric and magnetic
fields; the expansion (4.22) only approximates the effects of vorticity. At first order on thermal
vorticity, the only quantities that can contribute to the mean value of a current are the four-vectors
wµ, αµ and the scalars E · α, E · w = B · α and B · w. We therefore write the thermal expansion
in terms of these quantities, which will select different thermal coefficients. Moreover, considering
that the thermal equilibrium statistical operator can only connect time-even correlators, the
thermal vorticity expansion of electric current is

〈 ĵ µ(x)〉 =
[
n0
c + nE·αc (E · α) + nB·wc (B · w)

]
uµ +

[
σ0
B + σE·αB (E · α) + σB·wB (B · w)

]
Bµ

+WVwµ + σB·αE (B · α)Eµ +O
(
$2
)
.

(4.23)

Since the thermal coefficients n0
c and σ0

B are not related to thermal vorticity, they are exactly
those computed in Sec. 4.2.3 (for vanishing electric field). In particular, the Chiral Magnetic
Effect (CME) conductivity at vanishing vorticity, Eq. (4.12), is

σ0
B(x) =

qζA
2π2|β(x)|

. (4.24)

All the other coefficients are related to thermal vorticity and they have the following properties
under parity, time-reversal and charge conjugation

E · α E · w = B · α B · w n0
c σ0

B WV σ0
E σE·αB σB·wB σB·αE

P + − + + − − + − − −
T + − + + + + − + + +
C − − − − + − + − − −

(4.25)

Moreover, each thermal coefficients is a function depending only on

|β|, ζ, ζA, B2, E2, E ·B.

The coordinate dependence of thermal coefficients is completely contained inside the previous
thermodynamic scalars. Analogous arguments can be made for the axial current, which have the
following expansion

〈 ĵ µA (x)〉 =
[
n0
A + nE·αA (E · α) + nB·wA (B · w)

]
uµ +

[
σ0
s + σE·αs (E · α) + σB·ws (B · w)

]
Bµ

+WAwµ + σB·αsE (B · α)Eµ +O
(
$2
)
.

We are now looking for relations and constraints between those thermodynamic coefficients
by imposing the conservation of electric current, which for mean values implies

∂µ〈 ĵ µ(x)〉 = 〈 ∂µĵ µ(x)〉 = 0.

The coordinate derivative acts both on thermal coefficients and on thermodynamic fields. We
need to establish how the derivative acts on those quantities. For thermodynamic fields, using
the equilibrium conditions and the identities in Appendix A.2, we find

∂µu
µ = 0, ∂µw

µ =− 3
w · α
|β|

, ∂µα
µ =

2w2 − α2

|β|
,

∂µB
µ = −3

B · α
|β|

, ∂µE
µ =− 2(w ·B) + (α · E)

|β|
, ∂µ(B · α) = 0,

∂µ(E · α) = − 2

|β|
[(w ·B)αµ + (E · w)wµ] , ∂µ(B · w) =

2

|β|
[(w ·B)αµ + (E · w)wµ] .
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Moreover, we can also show that

∂µ|β| = −αµ, ∂µζ = βνFνµ = −|β|Eµ, ∂µζA = 0, ∂µ(E ·B) = 0,

∂µ|B| = −
(E ·B)wµ +B2αµ

|β||B|
, ∂µ|E| = −

(E ·B)wµ +B2αµ
|β||E|

,

where
|β| =

√
βσβσ, |B| =

√
−BσBσ, |E| =

√
−EσEσ.

The derivative respect to coordinates of a thermodynamic function is

∂µf(|β|, ζ, ζA, |B|, |E|, E ·B) =

(
−∂µ|β|

∂

∂|β|
+ ∂µζ

∂

∂ζ
+ ∂µζA

∂

∂ζA
+ ∂µ|B|

∂

∂|B|

+∂µ|E|
∂

∂|E|
+ ∂µ(E ·B)

∂

∂(E ·B)

)
f.

Therefore, using the previous identities, the derivative of a thermodynamic function becomes

∂µf =

[
−αµ

(
∂

∂|β|
− |B|

2

|β|
1

|B|
∂

∂|B|
− |B|

2

|β|
1

|E|
∂

∂|E|

)
−|β|Eµ

∂

∂ζ
− (E ·B)wµ

|β|

(
1

|B|
∂

∂|B|
+

1

|E|
∂

∂|E|

)]
f.

We can also define the following short-hand notation:

∂β̃ ≡
∂

∂|β|
− |B|

2

|β|
∂B̃, ∂B̃ ≡

1

|B|
∂

∂|B|
+

1

|E|
∂

∂|E|
,

from which the previous derivative is written as

∂µf =

[
−αµ∂β̃ − |β|Eµ∂ζ −

(E ·B)wµ
|β|

∂B̃

]
f.

We can now use the previous relations to impose electric current conservation by evaluating
the divergence of the expansion in Eq. (4.23). For thermal coefficients along the fluid velocity, we
find that no additional constraints are required:

∂µ
(
n0uµ

)
= ∂µ

(
nE·α(E · α)uµ

)
= ∂µ

(
nB·w(B · w)uµ

)
= 0.

For the terms along the magnetic field, we find:

∂µ
(
σ0
BB

µ
)

=− (B · α)

[
3

|β|
+ ∂β̃

]
σ0
B − (E ·B)|β|∂ζσ0

B −
(E ·B)(B · w)

|β|
∂B̃σ

0
B,

∂µ
(
σE·αB (E · α)Bµ

)
=− (B · α)(E · α)

[
3

|β|
+ ∂β̃

]
σE·αB − (E · α)(E ·B)|β|∂ζσE·αB

− (E ·B)(B · w)(E · α)

|β|
∂B̃σ

E·α
B

− 2

|β|
[(w ·B)(B · α) + (E · w)(B · w)]σE·αB ,

∂µ
(
σB·wB (B · w)Bµ

)
=− (B · α)(B · w)

[
3

|β|
+ ∂β̃

]
σB·wB − (B · w)(E ·B)|β|∂ζσB·wB

− (E ·B)(B · w)2

|β|
∂B̃σ

B·w
B

+
2

|β|
[(w ·B)(B · α) + (E · w)(B · w)]σB·wB .
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Along electric field, we have

∂µ (σE(B · α)Eµ) =− (B · α)(α · E)

[
1

|β|
+ ∂β̃

]
σE − (B · α)E2|β|∂ζσE

− (E ·B)(E · w)

|β|
∂B̃σE .

Lastly, the divergence of the term along rotation is

∂µ
(
WVwµ

)
= −(w · α)

[
3

|β|
+ ∂β̃

]
WV − (E · w)|β|∂ζWV − (E ·B)w2

|β|
∂B̃W

V.

To require that ∂µ〈 ĵ µ(x)〉 = 0, we sum all the previous pieces and we select the linear
independent terms. Those terms must vanish independently of the values of the electromagnetic
field and of thermal vorticity. We then find that we must impose several equalities. Among those
identities, first consider the following:

∂ζσ
0
B =0, ∂B̃W

V = 0, ∂ζσ
E·α
B = 0, ∂B̃σ

E·α
B = 0, ∂B̃σ

B·w
B = 0,

∂ζσ
B·α
E =0, ∂B̃σ

B·α
E = 0.

Notice from the table in (4.25) that σE·αB and σB·αE are related to C-odd correlator. Therefore,
they must be odd functions of the electric chemical potential ζ. But the previous constraints
require that they do not depend on ζ, therefore they must be vanishing

σE·αB = 0, σB·αE = 0.

The previous constraints also require that WV and σB·wB do not depend on |B| and |E|2. Then
the CVE conductivity WV is the same as evaluated without electric and magnetic field. Moreover,
electric current conservation also imposes that(

3 + |β|∂β̃
)
σ0
B − |β|2∂ζWV =0,

∂B̃σ
0
B + |β|2∂ζσB·wB =0,(
3 + |β|∂β̃

)
σB·wB =0,

(3 + |β|∂β)WV =0.

From the previous constraints we can replace the known result for the CME conductivity σ0
B in

Eq. (4.24), we then find

∂ζW
V =

1

|β|2
(

3 + |β|∂β̃
)
σ0
B =

qζA
π2|β|3

,

∂ζσ
B·w
B =0,(

3 + |β| ∂
∂β

)
WV =0.

Again, since σB·wB is C-odd it follows form second equation that it must be vanishing

σB·wB = 0.

We want to stress-out that we have found a relation between CVE and CME conductivities:

∂ζW
V =

1

|β|2
(

3 + |β|∂β̃
)
σ0
B. (4.26)

2Note that to reduce the numbers of relations, we have indicated electric field and magnetic field derivative
together with one derivative ∂B̃ . However, electric and magnetic fields are independent and each derivative must
be considered independently.
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The CVE conductivity WV (3.55) evaluated before without electromagnetic field satisfies this
relation. We want to stress-out that with Eq. (4.26) the CVE conductivity is completely determined
from the CME one. Indeed, since WV is odd under charge conjugation, fixing the ζ part of
WV gives the entire coefficient. Therefore, CVE acquires all the properties proved for CME.
For instance, CME conductivity is completely dictated by the chiral anomaly and it is therefore
protected from corrections coming from interactions [115]. Since relation (4.26) holds not only
for a free theory but for any microscopic interactions, as long as global thermal equilibrium is
concerned, then also CVE conductivity is dictated by the chiral anomaly and it is universal.

Consider now the axial current. Similar steps can be followed to derive constraint equations
between the thermal coefficients of axial current. However, for the axial current, we can consider
the general case in which the divergence of axial current is

∂µ〈 ĵ µA (x)〉 = 2m〈 iψ̄γ5ψ〉 − q2(E ·B)

2π2
.

Remind that if we consider a massive field, we can not define a global equilibrium with axial
chemical potential and all the chiral coefficients are vanishing. Nevertheless, we can write all the
equations with both mass and chiral coefficients. If we consider the mass term we also have to
provide the constitutive equation for the pseudo-scalar. From symmetries, we obtain

〈 iψ̄γ5ψ〉 =LE·B(E ·B) + Lα·w(α · w) + LE·w(E · w)

+ L(E·w)(E·α)(E · w)(E · α) + L(E·w)(B·w)(E · w)(B · w) +O
(
$3
)
.

The value of Lα·w for free Dirac field has been reported in Eq. (3.58), and the other coefficients
can be computed with Ritus method when both electric and magnetic field are present.

These terms proportional to the mass and to the chiral anomaly change the constraint
equations compared to the previous case of the electric current. For instance, the relation related
to the response to magnetic field, i.e. the Chiral Separation Effect (CSE) conductivity σ0

s , and to
the AVE conductivity are

∂ζσ
0
s =

q2

2π2|β|
− 2mLE·B,(

3 + |β| ∂
∂β

)
WA =− 2mLα·w,

∂B̃σ
0
s =− |β|2∂ζσB·ws ,

∂B̃W
A =− 2m|β|L(E·B)w2

,

∂ζW
A =

1

|β|2
(

3 + |β|∂β̃
)
σ0
s −

2m

|β|
LE·w

The second equation has been discussed in [54]. The first equation is similar to the second: a
term is coming from the chiral anomaly but we also have to consider the term proportional to the
mass. Therefore for a massive field, as discussed for the AVE, the CSE is not entirely dictated by
the anomaly. It is then not surprising to find a correction to the CSE [114].

On the other hand, for massless field, those constraints becomes

∂ζσ
0
s =

q2

2π2|β|
,(

3 + |β| ∂
∂β

)
WA =0, ∂B̃W

A = 0,

∂ζW
A =

1

|β|2
(3 + |β|∂β)σ0

s .

In this case the CSE conductivity is completely fixed by the chiral anomaly because of the first
equation and by the fact that σ0

s must be an odd function of ζ. Notice that, contrary to CME and
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CVE, only in the massless case there is a relation with just CSE and AVE. In the massive case,
other than the mass correction we can also expect corrections from the external electromagnetic
field both in the AVE and in the CSE conductivities.
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4.4 Axial vortical effect non-universality

Here, we show that AVE conductivity, or to be precise the part of it which only depend on
temperature, is not protected by radiative corrections. This observation suggests that the
temperature part of AVE is not related to quantum anomalies. Indeed, quantum anomalies
are universal, i.e. they are protected against interactions [19]. We use a Coleman-Hill-like
argument [126] to identify a class of diagrams that indeed gives a contribution and we then
evaluate the first-order correction for a QED-like gauge field plasma. The same argument applied
to electric current shows that the chiral vortical effect is instead protected against radiative
corrections. The crucial difference between CVE and AVE is that the axial current is not conserved
when we consider dynamical gauge fields. If we apply the same argument for scalars interactions,
we find that both CVE and AVE are protected. That occurs because scalars interactions do not
modify the conservation equation of axial current.

We already saw that AVE does not require a chiral imbalance to occur. Then, for the sake
of clarity we consider the global thermal equilibrium with thermal vorticity but without chiral
imbalance. The Lagrangian density of a system consisting of charged massless fermions interacting
through a QED like theory is

L = −1

4
FµνFµν − iψ̄γµDµψ,

where Fµν = ∂µAν − ∂νAµ is the electromagnetic field strength tensor associated with the gauge
field Aµ and Dµ = ∂µ − ieAµ is the covariant derivative and e the elementary charge of the
particle. The corresponding symmetric stress-energy tensor is

T̂µν = F ρ
µ Fνρ −

1

4
ηµνF

ρλFρλ +
1

2

(
ψ̄γ(µDν)ψ −D(µψ̄γν)ψ

)
. (4.27)

Notice that the first terms are related to the gauge bosons, while the remaining terms are related
to the fermionic fields. The axial current ĵµA = ψ̄γµγ5ψ, because of the gauge interactions, is not
conserved but it is anomalous:

∂µĵ
µ
A = − e2

16π2
εµνρσFµνFρσ. (4.28)

In the density matrix formalism, when the system is at global thermal equilibrium with a
inverse four-temperature βµ = uµ/T possessing a non-vanishing thermal vorticity and a chemical
potential µ related to the conserved electric charge of fermions, the CVE conductivity WA is
computed using the following formula in the imaginary time formalism, see Eq. (3.23):

WA =〈〈 Ĵ3 ĵ3
A 〉〉T

=

∫ |β|
0

dτ

|β|

∫
d3x

[
〈T̂ 02(τ,x)ĵ 3

A(0)〉T,cx1 − 〈T̂ 01(τ,x)ĵ 3
A(0)〉T,cx2

]
≡CA

02|3|1 − C
A
01|3|2

(4.29)

where the subscript c in the correlators stands for connected quantities and we denote the mean
values in rest frame with a subscript T , that is:

〈· · ·〉T =
tr
[
exp

(
− Ĥ
T + µ

T Q̂
)
· · ·
]

tr
[
exp

(
− Ĥ
T + µ

T Q̂
)] .

The main ingredient in Eq. (4.29), as in the corresponding Kubo formula [93], is the correlator
between the axial current density and energy flux density. The correlator for the CVE is analogous,
we just need to replace the axial current with the electric current.
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We report here the Coleman-Hill like argument [126] used in [24, 66] to select the class of
diagrams which brings contribution to the AVE conductivity. First, it is important to stress out
that at finite temperature gauge theories produce a non-perturbative mass gap [127]. Therefore
the theory is free of infrared singularities and the diagrams we take into account can be considered
analytic functions.

Consider then a generic diagram contributing to the AVE conductivity. We can obtain such
diagrams employing effective vertices obtained integrating out fermionic fields. Those vertices
have gauge fields, stress-energy tensor and axial current as external legs. A diagram is then
recovered by contracting external gauge bosons and integrating over momenta.

Suppose for now that there is no chiral anomaly (hence the following argument holds for the
CVE but not for the AVE, which is fully addressed later). Then, a generic diagram is depicted in
Fig. 4.1(a). The n-gauge boson effective diagram

Γ
(n)
ij (p, q, k1, . . . , kn)

is a one-loop graph with n external dynamical gauge boson, see Fig. 4.1(b). Gauge invariance

(a) A generic diagram (b) n-gauge boson effective vertex

Figure 4.1: (a) A generic diagram for gauge interactions. The internal lines are the gauge fields
and the external lines are the stress-energy tensor and the axial current insertions. (b) An n
gauge boson effective vertex.

imposes the following Ward identities:

pi Γ
(n)
ij (p, q, k1, . . . , kn) = 0, qi Γ

(n)
ij (p, q, k1, . . . , kn) = 0. (4.30)

If we differentiate the Ward identities with respect to pr and qr and we then set p and q to zero,
we obtain:

Γ
(n)
ijµ1...µn

(0, q, k1, . . . , kn) = 0, Γ
(n)
ijµ1...µn

(p, 0, k1, . . . , kn) = 0;

therefore, since these functions are analytic, it follows that

Γ
(n)
ijµ1...µn

(p, q, k1, . . . , kn) = O(p), Γ
(n)
ijµ1...µn

(p, k, k1, . . . , kn) = O(k). (4.31)

When n = 0, for momentum conservation, it must be q = −p and hence

Γ
(0)
ijµ1...µn

(p, −p, k1, . . . , kn) = O(p).

Instead, when n > 0 the two momenta are independent and we conclude that

Γ
(n)
ijµ1...µn

(p, −p, k1, . . . , kn) = O(pq). (4.32)

Then, if the stress-energy tensor and the axial current are attached to the same fermion loop, the
Eq. (4.32) states that the total diagram is O(k2). If instead they are attached to two different



100 Chiral fermions under electromagnetic field

loops, we see by using the Eq. (4.31) for each loop, that also these diagrams are O(k2). We would
then conclude that only the one-loop free diagram contributes to the AVE (CVE). This argument
can be successfully be applied to the chiral vortical effect because electric current is conserved.
We conclude that the chiral vortical effect is not affected by radiative corrections.

However, this argument does not apply to AVE because the axial current is not conserved,
and consequently, we can not use the first Ward identity in Eq. (4.30). To address the problem,
we then split the diagrams into two classes, see Fig. 4.2. In the first class, Fig. 4.2(a), the

(a) Fermionic stress tensor diagram (b) Gauge stress tensor diagram

Figure 4.2: The two diagram classes.

stress-energy tensor is connected through the fermionic field. The axial anomaly is captured by
the Eq. (4.28). Then, expanding in metric perturbation, the anomaly couples only to the trace of
the metric perturbation. Since these diagrams involves the insertion of an off-diagonal component
of stress-energy tensor they do not give contribution.

In the second class, Fig. 4.2(b), the stress-energy tensor is connected through the gauge field.
Since we proved that in the absence of chiral anomaly no contribution arises for higher orders, the
diagrams of this class that actually give contribution are those containing the triangle diagram,
which is “responsible” for the chiral anomaly. The generic form of these diagrams are given in
Fig. 4.3. The axial current is inserted with the triangle subdiagram and the stress-energy tensor
is connected to it through a ladder of box subdiagrams, see Fig. 4.3(b).

(a) Anomalous diagram (b) Boxes blob

Figure 4.3: (a) The diagrams that give contribution to the AVE. The blob in (a) is explicitly
given in (b) as a ladder of box subdiagrams.

We now proceed to evaluate the two-loop contribution to the AVE using the density matrix
formalism. As argued, the first radiative correction comes from the diagram in Fig. 4.4(a). This
means that only the gauge part of the stress-energy tensor (4.27) gives corrections to the AVE
conductivity.

(a) Anomalous diagram (b) Effective diagram

Figure 4.4: (a) The leading order diagram and (b) the same diagram after replacing the effective
vertex, representing the anomalous effect of the triangle diagram.

Moreover, since the triangle part is constrained by the anomalous Ward identity (4.28) we
can effectively reduce to one-loop calculation by replacing the triangle part of the diagram with
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an effective vertex, see Fig. 4.4(b). This effective vertex is captured by replacing the axial current
in Eq. (4.29) with the following current

ĵµAnom = − e2

4π2
εµνλσAν∂λAσ,

which reproduces the chiral anomaly.
To calculate the latter two terms in (4.29) we write the correlation functions in the Euclidean

form. Before doing that, we remind the notation:

P = (pn,p), X = (τ,x),
∑∫
P

=
1

|β|

∞∑
pn=−∞

∫
d3p

(2π)3

and:

δ̃(P ) =

∫ |β|
0

dτ

∫
d3x eiX·P = |β|(2π)3δpn,0 δ

(3)(p)

where X · P = τ pn − xp and pn = 2πn/|β| are the bosonic Matsubara frequencies. The photon
propagator, see Eq. (2.9), in the imaginary time reads:

〈TτAµ(X)Aν(Y )〉T =
∑∫
P

eiP (X−Y )Gµν(P )

P 2
(4.33)

where:
Gµν(P ) = δµ,ν + (1− ξ)PµPν

P 2

and P 2 is the Euclidean squared magnitude of the four vector P .
The Euclidean effective axial current using the point splitting procedure (see Sec. 2.4.2) reads:

ĵαAnom(X) = − e2

4π2
εανλσAν(X)∂λAσ(X)

= lim
X1,X2→X

e2

8π2
εαρλτ (∂X1λ − ∂X2λ)Aρ(X1)Aτ (X2)

≡ J α, ρτAnom(∂X1 , ∂X2)Aρ(X1)Aτ (X2).

Instead the electromagnetic stress-energy tensor is

T̂µνem(X) = lim
X1,X2→X

Dµν, κσem (∂X1 , ∂X2)Aκ(X1)Aσ(X2)

with

Dµν, κσem (∂X1 , ∂X2) =
1

2

[
δκ,σ

(
∂µX1

∂νX2
+∂νX1

∂µX2

)
−
(
δσ,ν∂µX1

∂κX2
+ δκ,ν∂σX1

∂µX2

)
−
(
δκ,µ∂σX1

∂νX2
+δσ,µ∂νX1

∂κX2

)
+ (δκ,µδσ,ν+δκ,νδσ,µ) ∂X1·∂X2

−ηµν
(
δκ,σ∂X1·∂X2−∂σX1

∂κX2

) ]
.

Now we are ready to evaluate the two-loop correction of the coefficient from Eq. (4.29)

CA
µναi =

∫ |β|
0

dτ

∫
d3x〈T̂µν(X)ĵ αA (0)〉T,cxi. (4.34)

First, we consider:

〈Tτ T̂
µν(X)ĵαAnom(Y )〉T,c = lim

X1,X2→X
Y1,Y2→Y

Dµν, κσem (∂X1 , ∂X2)×

× J α, ρτAnom(∂Y1 , ∂Y2)〈TτAκ(X1)Aσ(X2)Aρ(Y1)Aτ (Y2)〉T,c.
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The evaluation of the four gauge field correlator can be done by employing the standard Wick
theorem and since only its connected part appears, only the following two terms survive:

〈A1A2A3A4〉c = 〈A1A2A3A4〉 − 〈A1A2〉〈A3A4〉
= 〈A1A3〉〈A2A4〉+ 〈A1A4〉〈A2A3〉.

It can be shown that these two latters terms give the same contribution, therefore we consider
just the first one. The only correlators left are the already known two point correlators of the
photon; in the Fourier space we can choose the following notation to express them as in (4.33)

〈TτAκ(X1)Aρ(Y1)〉T =
∑∫
P

eiP (X1−Y1)Gκρ(P )

P 2
,

〈TτAσ(X2)Aτ (Y2)〉T =
∑∫
Q

eiQ(X2−Y2)Gστ (Q)

Q2
.

Since the coordinate dependence is now only in the exponential factor, the derivative action
present in the operators Dem and JAnom is easily found:

∂X〈TτAµ(X)Aν(Y )〉T = iP 〈TτAµ(X)Aν(Y )〉T ;

∂Y 〈TτAµ(X)Aν(Y )〉T = −iP 〈TτAµ(X)Aν(Y )〉T .

With these substitutions and after the limit of X1, X2 → X and Y1, Y2 → Y the correlator in
Y = 0 becomes

〈Tτ T̂
µν(X)ĵαAnom(0)〉T,c =

∑∫
P,Q

Fµνα(P,Q)

P 2Q2
ei(P+Q)·X ,

where the function Fµνα results from the composite operator in the correlation functions, in this
case:

Fµνα(P,Q) =2Dµν, κσem (iP, iQ)J α, ρτAnom(−iQ,−iP )Gκρ(P )Gστ (Q)

=
ie2

8π2
[(Pµ −Qµ) εανρσPρQσ + (Pν −Qν) εαµρσPρQσ] .

(4.35)

So the coefficient (4.34) becomes

CA
µναi =

∫ |β|
0

dτ

|β|

∫
d3x

∑∫
P,Q

ei(P+Q)Xxi
Fµνα(P,Q)

P 2Q2

and rewriting the coordinate xi as derivative of the exponential and integrating by part

CA
µναi = −i

∫ |β|
0

dτ

|β|

∫
d3x

∑∫
P,Q

(
∂

∂qi
ei(P+Q)X

)
Fµνα(P,Q)

P 2Q2

= i
∑∫
P,Q

∫ |β|
0

dτ

|β|

∫
d3x ei(P+Q)X

(
∂

∂qi
Fµνα(P,Q)

P 2Q2

)
.

At this point, the integral over the coordinates gives a δ̃(P +Q), that we can use to sum over the
momentum Q

CA
µναi =

i

|β|
∑∫
P

(
∂

∂qi
Fµνα(P,Q)

P 2Q2

)
Q=−P

.
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The derivative of the quantity in the bracket is simplified by the property Fµνα(P,−P ) = 0,
as we see from (4.35):(

∂

∂qi
Fµνα(P,Q)

P 2Q2

)
Q=−P

=
1

P 4

(
∂

∂qi
Fµνα(P,Q)

)
Q=−P

≡ fµναi(pn,p)

(p2
n + p2)2

,

where we have defined the function fµναi(pn,p), which is a polynomial function. For instance we
need

f0132 =
ie2

4π2
(p2
n − p12

), f0231 = − ie2

4π2
(p2
n − p22

).

We are then reduced to a single momentum integral that can be made explicitly with standard
technique. Consider first

CA
0132 = − e2

4π2|β|

∫
dp

1

|β|
∑
pn

∫
4π

dΩp
(2π)3

p2(p2
n − p2

1)

(p2
n + p2)2

= − e2

8π4|β|

∫
dp

1

|β|
∑
pn

p2(p2
n − p2/3)

(p2
n + p2)2

= − e2

24π4|β|

∫
dp
(
p nB(p) + 2p2n′B(p)

)
,

where nB is the Bose-Einstein distribution function

nB(p) =
1

e|β|p − 1

and n′B(p) its derivative that can be integrated by parts:∫
dp 2p2 n′B(p) = −4

∫
dp p nB(p).

At the end we are left with

CA
0132 =

e2

8π4|β|

∫
dp p nB(p) =

e2

48π2
T 3.

In the same way we can show that CA
0231 = −CA

0132 so that the two-loop correction of (4.29) is

WA
(2) =

e2

24π2
T 3. (4.36)

Our result is twice the value of [24, 66] because we have considered both right and left fermions
contribution instead that just one chirality. We have then explicitly shown a radiative correction of
AVE. Notice that this term is compatible with the constraint we have found for this conductivity:(

3 + |β| ∂
∂β

)
WA = 0.

This result is also easily generalized to a QCD like non-Abelian gauge theory with Nc colors
and Nf flavors, we obtain

WA = NcNf

(
ζ2
AT

3

2π2
+
T 3

6
+
N2
c − 1

2Nc

g2
0

24π2
T 3

)
,
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where g0 is the Yang-Mills coupling. This kinds of corrections could play a significant role in the
phenomenology of the Quark-Gluon Plasma, where thanks to the strong coupling this effect could
be enhanced. It would be particularly important to address the case of massive fields. Because
if it turns out that this correction is also proportional to the naive chiral anomaly, then the
intensity of this correction can be estimated in the order of the pion mass squared. Indeed, using
the partial conservation of axial current the naive chiral anomaly is

∂µĵ
µ
A = Fπm

2
ππ

0,

where Fπ is the pion decay constant, mπ the pion mass, and π0 the pion field.



Conclusions

The present thesis aimed to examine the effects of vorticity on the thermodynamics of relativistic
quantum systems. The main goal of the current study was to determine a theoretical framework
to address quantum effects induced by vorticity, keeping full covariant and quantum properties of
the system. In particular, since a complete quantum regime could hinder a kinetic theory, the
method proposed does not rely on it.

The second aim of this study was to investigate the effects of vorticity in the presence of
chiral matter and external electromagnetic field. To that objective, this work has been focused on
systems consisting of massless chiral fermions. For those systems, this thesis had the purpose of
determining and examining quantum thermodynamics phenomena induced by chirality, vorticity
and magnetic field.

This thesis has identified in Zubarev’s non-equilibrium statistical operator the quantitative
framework for detecting the effects of thermal vorticity on relativistic quantum systems. This
study has also shown that Zubarev’s method can be reliably used to study global thermal
equilibrium in the mutual presence of thermal vorticity, chirality and external electromagnetic
field. The analysis has shown that the usual ideal thermodynamics is to be changed in the
presence of thermal vorticity. This method also recovered the significant quantum phenomena
known in the literature, namely the chiral magnetic effect, the chiral vortical effect, the axial
vortical effect and the chiral separation effect. The investigation of constitutive equations has
also revealed the presence of additional effects at second-order on thermal vorticity. This thesis
has provided a deeper insight into the interconnection between spin, chirality and vorticity; for
instance, it showed the relations between expectation values of spin tensor and axial current.

This study has also identified and presented the exact solutions of thermal states for a
system at global thermal equilibrium consisting of chiral massless fermions under the action of an
external constant homogeneous magnetic field. Taking advantage of these exact solutions and
conservation equations, the study also proved that the thermal coefficients related to first-order
effects on thermal vorticity do not receive corrections from the external electromagnetic field. The
same argument revealed existing relations between those thermal coefficients, even connecting
coefficients related to vorticity to other related to electromagnetic field. For instance, this analysis
has found that the chiral vortical effect and the chiral magnetic effect conductivities are connected
one to the other by a differential equation. Therefore, this research provides insights into the
relations between the effects and the interplay of electromagnetic fields and vorticity.

One of the more significant findings to emerge from this study is that the axial vortical effect
is not entirely dictated by the chiral anomaly or by other types of quantum anomalies. Indeed, the
origination of the axial vortical effect is explained by just the symmetries of the statistical operator.
The results of this investigation support this view by showing that, for massive fields, any relations
with quantum anomalies are lost. As additional evidence, a Coleman-Hill-like argument revealed
that the axial vortical effect conductivity is not protected against radiative corrections. This fact
clearly indicated that quantum anomalies could not cause the effects, because non-renormalization
theorems should instead protect them. The explicit calculation of the first-order corrections,
made with Zubarev’s methods, is in agreement with previous predictions.
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A
Useful resources

A.1 Summary of P, T and C transformations

We report transformation parities of various operators relevant for hydrodynamics and of operators
built with Dirac algebra. We indicate with P, T, C respectively parity, time reversal and charge
conjugation transformations. While T̂ , ĵV, ĵA, Ŝ are the stress-energy tensor, vector current, axial
current and spin operators, ψ̂ is Dirac field and σ̂µν = ̂̄ψ[γµ, γν ]ψ̂. In the local rest frame of
thermal bath u = (1,0) the previous quantities transform as follow:

T̂00 T̂0i T̂ij ĵ0
V ĵV ĵ0

A ĵA σ̂0i σ̂ij ̂̄ψψ̂ î̄ψγ5ψ̂ Ŝ0,ij Ŝi,0j Ŝi,jk

P + − + + − − + − + + − + + −
T + − + + − + − + − + − ± ± ±
C + + + − − + + − − + + + + +

(A.1)

Consider then the inverse four-temperature β, the thermal vorticity tensor $ and for an electro-
magnetic field, the gauge potential A, the electric field E and the magnetic field B. We indicate
with K̂ and Ĵ, respectively the boosts and rotations generators. Q̂ is electric charge operator,
Q̂A is axial charge operator and ρ̂ is the statistical operator with both conserved vector and axial
currents. Those quantities transform as follow

β0 β $i0 $ij A0 A E B K̂ Ĵ (K̂K̂, Ĵ Ĵ) K̂Ĵ µ Q̂ µ5 Q̂A ρ̂

P + − − + + − − + − + + − + + − − ±
T + − + − + − + − + − + − + + + + +
C + + + + − − − − + + + + − − + + ±

(A.2)

where with ± we indicate that it does not simply acquires a phase but transformation is more
complex. From the inverse four-temperature and thermal vorticity $ we can construct a tetrad
{β, α,w, γ}, which transform as following

β0 β α0 α w0 w γ0 γ

P + − + − − + + −
T + − − + + − + −
C + + + + + + + +

(A.3)
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A.2 Thermodynamic relations in β frame

At global thermal equilibrium with vorticity, thermodynamic fields satisfy several equilibrium
relations which constraints their coordinate dependence. In the β-frame, we can build several
quantities from the four-vector β and thermal vorticity $:

uµ =
βµ√
β2

; ∆µν = gµν − uµuν ; $µν = ∂νβµ = εµνρσw
ρuσ + αµuν − ανuµ;

αµ = $µνu
ν ; wµ = −1

2
εµνρσ$

νρuσ; γµ = (α ·$)λ∆λµ = εµνρσw
ναρuσ.

Most of these quantities depend on coordinates and their derivatives are [46]:

∂νβµ = $µν ; ∂ν = −αν
∂

∂
√
β2

; $ : $ = 2
(
α2 − w2

)
∂νuµ =

1√
β2

(
$µν + ανuµ

)
; ∂αuα = 0; uα∂

αuµ =
αµ√
β2

;

∂µαν =
1√
β2

(
$νρ$

ρ
µ + αµαν

)
; ∂ααα =

1√
β2

(
2w2 − α2

)
; uα∂

αα2 = 0;

∂µwν =
1√
β2

(
αµwν −

1

2
ενρσλ$

ρσ$λ
µ

)
; ∂αwα = −3

w · α√
β2

; uα∂
αw2 = 0;

ασ∂µασ = wσ∂µwσ =
1√
β2

(
w2αµ − (α · w)wµ

)
; ∂µ(α · w) = 0;

∂αγ
α = 0; ∂α∆αβ = −

αβ√
β2
.

A.3 Identities for massless momentum integrals

The integrals in thermodynamics quantities related to massless fermions can be turn into the
general integral:∫ ∞

0
dp pk

(
1

e|β|(p−µ) + 1
+

1

e|β|(p−µ) + 1

)
=− |β|−k−1k Γ (k)×

×
(

Lik+1(−e|β|µ) + Lik+1(−e−|β|µ)
)
.

Furthermore, the Lie function (or polylogarithmic function) Lin (z) obtained from the previous
integral can be further simplified into polynomials in the potential ζ thanks to the following
identities:

−
[
Li2
(
−eζ

)
+ Li2

(
−e−ζ

)]
=
π2

6
+
ζ2

2
,

−2
[
Li3
(
−eζ

)
− Li3

(
−e−ζ

)]
=
ζ

3

(
π2 + ζ2

)
,

−
[
Li4
(
−eζ

)
+ Li4

(
−e−ζ

)]
=
ζ4

24
+
π2ζ2

12
+

7π4

360
.
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A.4 Sums on Matsubara frequencies

Since we are using thermal field theory in imaginary time, in order to acquire physical quantities
we have to sum over Matsubara frequency, either bosonic or fermionic. This is accomplished
first transforming the sum into a complex integral and using the residue theorem. Consider the
bosonic and fermionic thermal sums

σB ≡ T
∑
ωn

f(ωn), σF ≡ T
∑
{ωn}

f(ωn),

where f(z) is a general function which is analytic in the complex plane (apart from singularities),
and regular on the real axis. Sums such as these can be turned into complex integral with the
help of cosh function. Instead, it would be more relevant for thermodynamics to consider the
following auxiliary functions

inB(i z) ≡ i

exp(iβz)− 1
, −inF(i z) ≡ −i

exp(iβz) + 1
,

where nB is Bose-Einstein distribution function and nF is the Fermi-Dirac distribution. The poles
of these functions are respectively located exactly where the relative bosonic or fermion sum are
evaluated, i.e. at z = ωn, and the residue at each pole is T for both functions. The sums in σ
can be then replaced by a complex integral:

σB =

∮
dz

2πi
f(z)inB(i z) ≡

∫ +∞−i0+

−∞−i0+

dz

2π
f(z)nB(i z) +

∫ −∞+i0+

+∞+i0+

dz

2π
f(z)nB(i z),

σF =

∮
dz

2πi
f(z)(−i)nF(i z) ≡ −

∫ +∞−i0+

−∞−i0+

dz

2π
f(z)nF(i z)−

∫ −∞+i0+

+∞+i0+

dz

2π
f(z)nF(i z),

where the integration contour runs anti-clockwise around the real axis of the complex z-plane. We
change integration variables into z → −z to the last terms of both equation and taking advantage
of the realtion

nB(−i z) = −1− nB(iz), nF(−i z) = 1− nF(iz),

we obtain

σB =

∫ +∞

−∞

dz

2π
f(z) +

∫ +∞−i0+

−∞−i0+

dz

2π
[f(z) + f(−z)]nB(i z),

σF =

∫ +∞

−∞

dz

2π
f(z)−

∫ +∞−i0+

−∞−i0+

dz

2π
[f(z) + f(−z)]nF(i z),

where in the first term we returned to the real axis (because there are no singularities), and
replaced again z → −z. The general thermal sums on bosonic and fermionic frequencies are then
expressed as a complex integral weighted with Bose-Einstein or Fermi-Dirac distribution function:

1

β

∑
ωn

f(ωn) =

∫ +∞

−∞

dz

2π
f(z) +

∫ +∞−i0+

−∞−i0+

dz

2π
[f(z) + f(−z)]nB(iz),

1

β

∑
{ωn}

f(ωn) =

∫ +∞

−∞

dz

2π
f(z)−

∫ +∞−i0+

−∞−i0+

dz

2π
[f(z) + f(−z)]nF(iz).

(A.4)

Only the last terms of Eq. (A.4) gives a results that is affected by the temperature, which is
contained inside nB and nF. While the first term in equation (A.4) is temperature-independent.
It corresponds to the zero temperature vacuum contribution. This often rise divergences but it
cancels after a proper renormalization. As closing remark, note that in the lower half-plane∣∣nB/F(i z)

∣∣z=x−iy
=

∣∣∣∣ 1

eiβxeβy ∓ 1

∣∣∣∣ y�T≈ e−βy
y�x
≈ e−β|z|.
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This means that if the function f(z) grows slower than eβ|z| at large |z|, then the integration
contour can be closed in the lower half-plane, and the result is determined by the poles and
residues of the function f(z) + f(−z).

As an application of Eq. (A.4), let f be an analytic function, then for either τ > 0 or τ < 0 it
holds:

1

|β|
∑
ωn

f(ωn ± iµ)ei(ωn±iµ)τ

(ωn ± iµ)2 + E2
=

1

2E

∑
s=±1

f(−isE)eτsE [θ(−sτ) + nB(E ± sµ)].

Equivalently for fermionic sums we find:

1

β

∑
{ωn}

f(ωn ± iµ)ei(ωn±iµ)τ

(ωn ± iµ)2 + E2
=

1

2E

∑
s=±1

f(−isE)eτsE [θ(−sτ)− nF (E ± sµ)];

Instead, if the poles are of second order we obtain:

1

β

∑
{ωn}

f(ωn ± iµ)ei(ωn±iµ)τ

[(ωn ± iµ)2 + E2]2
=
∑
s=±1

eτsE
{

(1− τE)f(−isE) + iEf ′(−isE)

4E3
[θ(−sτ)+

−nF(E ± sµ)] +
f(−isE)

4E2
n′F(E ± sµ)

}
.

Other useful Matsubara sum are

T
∑
{ωn}

(ωn + iµ)2[
(ωn + iµ)2 + E2

1

] [
(ωn + iµ)2 + E2

2

] =

=
1

2(E1 + E2)
+

1

2(E2
2 − E2

1)
[E1ñF(E1, µ)− E2ñF(E2, µ)] ,

where
ñF(E,µ) = nF(E − µ) + nF(E + µ).

And similarly we have

T
∑
{ωn}

1[
(ωn + iµ)2 + E2

1

] [
(ωn + iµ)2 + E2

2

] =

1

2(E2
1E2 + E1E2

2)
+

1

2E1E2(E2
2 − E2

1)
[E1ñF(E2, µ)− E2ñF(E1, µ)] .



B
Stress-energy tensor in external electromagnetic field

The Lagrangian of Dirac field in external electromagnetic field is

L =
i

2

[
ψ̄γµ
−→
∂ µψ − ψ̄γµ

←−
∂ µψ

]
−mψ̄ψ − jµAµ.

From Lagrangian we derive the equations of motion (EOM)

/∂ψ = −i(q /A+m)ψ, /∂ψ̄ = ψ̄i(q /A+m),

and the canonical stress-energy tensor to obtain a stress-energy tensor

T̂µνcan =
i

2

[
ψ̄γµ
−→
∂ νψ − ψ̄γµ

←−
∂ νψ

]
− ĵµAν .

The canonical stress-energy tensor satisfies the conserved equation

∂µT̂µν = ĵλFνλ. (B.1)

Here we prove that the symmetric stress-energy tensor

T̂µνS =
1

2
T̂µνcan +

1

2
T̂ νµcan

=
i

4

[
ψ̄γµ
−→
∂ νψ − ψ̄γµ

←−
∂ νψ + ψ̄γν

−→
∂ µψ − ψ̄γν

←−
∂ µψ

]
− 1

2

(
ĵµAν + ĵνAµ

)
,

also satisfy the same conservation equation (B.1).
To verify this we first need the relativistic Pauli equations. One can find them applying the

EOM two times. Since it holds [
iγµ(
−→
∂ µ + iqAµ)−m

]
ψ = 0

we can write [
iγµ(
−→
∂ µ + iqAµ) +m

] [
iγν(
−→
∂ ν + iqAν)−m

]
ψ = 0,

and hence [
−γµγν(

−→
∂ µ + iqAµ)(

−→
∂ ν + iqAν)−m2

]
ψ = 0.

Then, we separate the γµγν product in a symmetric and antisymmetric part and we take advantage
of their algebra:

γµγν = gµν +
1

2
σµν , σµν = [γµ, γν ] .

The symmetric part gives

gµν(
−→
∂ µ + iqAµ)(

−→
∂ ν + iqAν) = gµν

[−→
∂ µ
−→
∂ ν + iq

(
Aµ
−→
∂ ν +Aν

−→
∂ µ + ∂µAν

)
− q2AµAν

]
=
−→
� + 2iqAρ

−→
∂ ρ + iq∂ρA

ρ − q2A2
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instead the antisymmetric part gives

1

2
σµν(
−→
∂ µ + iqAµ)(

−→
∂ ν + iqAν) =

1

4
σµν

[
(
−→
∂ µ + iqAµ)(

−→
∂ ν + iqAν)+

−(
−→
∂ ν + iqAν)(

−→
∂ µ + iqAµ)

]
=

iq

4
σµν(∂µAν − ∂νAµ) =

iq

4
σµνFµν .

Putting the two pieces together we obtain the relativistic Pauli equation for the ψ field:

�ψ =

(
q2A2 − 2iqAρ

−→
∂ ρ − iq(∂ρA

ρ)− iq

4
σµνFµν −m2

)
ψ.

For the ψ̄ we can follow the same procedure. We start from EOM

ψ̄
[
iγµ(
←−
∂ µ − iqAµ) +m

]
= 0

and we apply it an other time with the mass sign flipped

ψ̄
[
iγµ(
←−
∂ µ − iqAµ) +m

] [
iγν(
←−
∂ ν − iqAν)−m

]
= 0,

and hence
ψ̄
[
−γµγν(

←−
∂ µ − iqAµ)(

←−
∂ ν − iqAν)−m2

]
= 0.

Again we split the gamma matrix product into a symmetric and into an asymmetric part. The
symmetric part gives

gµν(
←−
∂ µ − iqAµ)(

←−
∂ ν − iqAν) = gµν

[←−
∂ µ
←−
∂ ν − iq

(←−
∂ νAµ +

←−
∂ µAν + ∂νAµ

)
− q2AµAν

]
=
←−
� − 2iq

←−
∂ ρAρ − iq∂ρA

ρ − q2A2

instead the antisymmetric part gives

1

2
σµν(
←−
∂ µ − iqAµ)(

←−
∂ ν − iqAν) =

1

4
σµν

[
(
←−
∂ µ − iqAµ)(

←−
∂ ν − iqAν)+

−(
←−
∂ ν − iqAν)(

←−
∂ µ − iqAµ)

]
=− iq

4
σµν(∂νAµ − ∂µAν) =

iq

4
σµνFµν .

The relativistic Pauli equation for the field ψ̄ is then

�ψ̄ = ψ̄

(
q2A2 + 2iq

←−
∂ ρAρ + iq(∂ρA

ρ)− iq

4
σµνFµν −m2

)
.

Using the relativistic Pauli equations we can evaluate the divergence of the canonical stress-
energy tensor with inverted indices:

∂µT
νµ
can =∂µ

{
i

2

[
ψ̄γν
−→
∂ µψ − ψ̄γν

←−
∂ µψ

]
− qĵνAµ

}
=

i

2

[
(∂µψ̄)γν(∂µψ) + ψ̄γν(�ψ)− (�ψ̄)γνψ − (∂µψ̄)γν(∂µψ)

]
− q(̂∂µjν)Aµ − qĵν(∂µA

µ)

=
i

2
ψ̄γν

(
q2A2 − 2iqAρ

−→
∂ ρ − iq(∂ρA

ρ)− iq

4
σµνFµν −m2

)
ψ

− i

2
ψ̄

(
q2A2 + 2iq

←−
∂ ρAρ + iq(∂ρA

ρ)− iq

4
σµνFµν −m2

)
γνψ

− qψ̄
(
γνAρ

−→
∂ ρ +

←−
∂ ρAργ

ν
)
ψ − qĵν(∂ρA

ρ)
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and after the simplifications it becomes

∂µT
νµ
can =qψ̄

(
γνAρ

−→
∂ ρ +

←−
∂ ρAργ

ν
)
ψ − qψ̄

(
γνAρ

−→
∂ ρ +

←−
∂ ρAργ

ν
)
ψ +

q

8
ψ̄[γν , σρλ]Fρλψ

+
q

2
(∂ρA

ρ)
(
ψ̄γνψ + ψ̄γνψ

)
− ĵν(∂ρA

ρ) = ĵλF
νλ,

where we used [γν , σρλ] = 4(gνργλ − gνλγρ). Therefore, thanks to the previous result the
four-divergence of symmetric stress-energy tensor is:

∂µT
µν
S = ∂µ

(
1

2
Tµνcan +

1

2
T νµcan

)
= ĵλF

νλ, (B.2)

which is the same for the canonical one. We would have obtained the same result with the
Belinfante procedure:

TµνS =Tµνcan +
1

2
∂λ

(
Φλ,µν − Φµ,λν − Φν,λµ

)
and choosing

Φµ,λν =
i

8
ψ̄{γµ, [γλ, γν ]}ψ.
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