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1. Introductory Remarks 

This thesis focuses on the design and characterization of more efficient components for Dye-

Sensitized Solar Cells (DSSCs), an example of innovative latest generation photovoltaic systems. 

DSSCs are considered as a promising alternative to silicon solar cells due to their low cost, 

flexibility and facile fabrication. However, a low photo-electric conversion efficiency and stability 

of these cells are the main obstacles for their large-scale commercial applications. An emerging 

challenge is to find an optimum set of materials to improve the performance of DSSCs. One of the 

key components to optimize is the light absorbing dye (also referred as sensitizer) that is employed 

to enhance light harvesting of TiO2 nanoparticles. Indeed, sensitizers are responsible for DSSCs 

photovoltaic performances, transparency and color. 

In this context, purely organic dyes, not containing rare metals, such as ruthenium and other 

transition metals, and bearing potentially favorable properties, have been introduced. They can be 

easily prepared using potentially low-cost procedures, have large molar extinction coefficients and 

their molecular structure, mainly based on the “donor-bridge-acceptor” (D-π-A) structural motif, 

can be easily modified by means of appropriate molecular design and synthesis.  

To this regards, computational chemistry methods can be used to predict the main optoelectronic 

and electrochemical properties of these sensitizers and thus allowing the design of novel and more 

efficient dyes for DSSCs applications. Indeed, using these methods, it is possible to compute 

molecular geometries, vertical excitation and emission maxima, frontier molecular orbitals 

energies and ground and excited redox potentials. These are key features to check, even prior to 

the synthesis, the efficiency of investigated sensitizers saving time, efforts and resources. In 

particular, to be a good dye-sensitizers, it has to: i) strongly absorb the incident photons in the 

visible to near-infrared region of the spectrum; ii) hold a correct “alignment” between its energy 
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levels and the other relevant electrochemical potentials of the cell,  iii) show a charge transfer 

nature of its excited states; iv) possess a strong electron coupling of its excited state to the 

semiconductor manifold of unoccupied states to ensure an efficient electron injection into the TiO2 

conduction band. Moreover, if building integration and indoor applications are considered, 

sensitizers having a blue and green color would be of great interest both for their attractive colors 

and their capability to absorb in the red and near-infrared region of the spectrum. 

Due to the desired large conjugation of the sensitizers and hence the large size of these molecules, 

the computational methods of choice are based on density functional theory (DFT) and its time-

dependent extension (TDDFT), which have been proven to accurately reproduce optical and 

electrochemical properties of various D-π-A structures. 

Considering all these issues, in this thesis, DFT and TDDFT have been applied to: i) the design of 

a new family of unsymmetrically substituted sensitizers containing the (E)-3,3′-bifuranylidene-

2,2′-dione heterocyclic system (Pechmann lactone) for application in DSSCs with the aim of 

developing higher-performance devices and to increase their commercial appeal; ii) predict the 

ground state oxidation potential of organic dyes having a medium to large conjugation length 

which is of paramount importance for the rational design of novel organic sensitizers and greatly 

contribute to the development of more efficient devices.  

Another scope of this thesis is the assessment of the environmental performances connected with 

the fabrication of DSSCs components, namely the sensitizer, through the application of the Life 

Cycle Assessment (LCA) methodology. Indeed, to evaluate the sustainability of photovoltaic 

devices, the investigation of the environmental impacts generated during their fabrication is 

essential in order to improve and optimize the energy and resource efficiency of manufacturing 

processes and, ultimately, the environmental footprint of the device. This assessment becomes of 
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paramount importance especially for photovoltaic devices based on innovative technologies that 

stand out for the use of alternative materials than traditional semiconductors. 

LCA is a quantitative method, regulated by the ISO 14040 and 14044 Standards, that allows to 

calculate the potential impacts associated with a product, process or service. It is considered by 

the European Commission as the only tool with a scientific basis useful for understanding the 

environmental loads of a product or process as it provides verifiable quantitative data and allows 

the identification of the most critical environmental aspects on which to intervene to improve the 

environmental profile of the analyzed system.  

In this thesis, LCA has been employed to investigate the environmental profile of alternative 

protocols for the synthesis, and eventually the production scale-up, of an organic dye bearing a 

thiazolo[5,4-d]thiazole ring as central unit, namely the TTZ5, that has been successfully proposed 

as a sensitizer for the manufacturing of DSSCs. 

The remainder of this thesis is organized as follows: in Chapter 2, after a brief section on renewable 

energies (Section 2.1), the state of the art on photovoltaics technologies (Section 2.2) and DSSCs 

(Section 2.3) is presented. Chapter 3 collects details on the methodologies employed and in 

particular, Section 3.1 deals with computational chemistry methods and Section 3.2 with Life 

Cycle Assessment approach. The results obtained in this thesis’s work are collected in three papers 

published or submitted to peer-reviewed international journals and they are inserted in Chapter 4, 

Sections 4.1-4.3. 
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2. State-of-the-Art 

2.1 Renewable Energy 

One of the fundamental challenges that societies have faced in 21st century is the crisis of energy 

that ideally should be solved in an environmentally friendly way and using sustainable energy 

resources such as solar energy. The ever-increasing demand in energy supplies has accelerated 

fossil fuels depletion. The fossil fuels beside to the limited availability and non-renewability, 

severely cause an environmental pollution and consequently global warming. It is estimated that 

the reserves of fossil fuels around the world could last 40-55 years for oil, 55-70 years for natural 

gas and 110-160 years for coal, moreover for radioactive material such as uranium is projected for 

40-45 years. [1].  

Figure 2.1. Total energy consumption 2000-2018 [2].   

In the diagram above, the constantly increasing demand for energy around the world which leads 

to increasing in energy consumption vs. time is showed [2]. In 2018, energy consumption is 

speeding up by 2.3% which is caused by high demand for electricity and gas. China, which is the 
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world’s largest energy consumer since 2009, had 3.7% growth rate in energy consumption in 2018. 

On the other hand, energy consumption in the European Union has decreased mostly due to the 

energy efficiency improvement and lower consumption in the power sector [2]. 

 

Figure 2.2. Energy consumption 2018 (unit=Mtoe) [2].  

In this scenario, unless we give renewable energy a serious thought, the problem of energy crisis 

cannot be solved. Currently, many countries are oriented to the broader exploration of renewable 

energy sources.  

 

Figure 2.3. Renewable energy consumption by technology, 2017-2023 [3].  

Bioenergy and hydropower are dominant renewable sources which are mainly exploited, but their 

share of total renewable consumption decrease from 2017 to 2023 as shown in the above diagram, 
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instead solar PV and wind are increasing from 2017 to 2023 [3]. Geothermal, Tidal and solar 

energy are other renewable energy sources. 

Among renewable energy technologies, solar energy technologies have a great potential to produce 

energy and can improve rapidly as solar energy is one of the most abundant resources in the world. 

As well known, the sun strikes the earth in 1 hour providing more energy than all of the energy 

consumed by humans in an entire year [4]. Photovoltaic system (PV) is one of the four solar energy 

technologies, the others are concentrating solar power (CSP), solar thermal and solar fuels. PV is 

the field of technology related to the devices which directly convert sunlight into electricity. The 

basic building block of PV systems is PV solar cells. Solar cells are made of semiconductor 

materials, which are fundamental components that carry out the conversion of light into electricity.  

2.2 Photovoltaics 

Albert Einstein has explained the photovoltaic effect when he has published his famous paper in 

1905 [5]. After that, the research in this area continued and developed to prepare solar cell 

materials that are currently used in PV technology. PV technology based on silicon wafer solar 

cells developed by the beginning of 20th century. Photovoltaic cells based on their primary active 

material are classified in three generations, which are named respectively traditional silicon solar 

cells, thin-film solar cells, and emerging solar cells. 

2.2.1 Traditional Silicon Solar Cells 

This technology is mainly based on a crystalline semiconductor which is silicon. They are the first 

commercially available photovoltaics technologies. This type of PV solar cell is currently 

dominant in the market due to their high efficiency (η≈25%) and long durability (20-25 years), 
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This first generation of solar cells (see Figure 2.4) is well-matured in terms of their technology and 

fabrication process. These cells are based on two main types of silicon: 

1- Monocrystalline  

2- Polycrystalline 

The monocrystalline is made from a single crystal of silicon, while polycrystalline is made from 

many silicon fragments melted together. The electrons that generate a flow of electricity have more 

room to move in a cell composed of a single crystal, thus monocrystalline silicon-based panels 

have higher efficiencies than polycrystalline options, therefore monocrystalline panel can produce 

more watt per hour using less materials, and thus less space. They have a darker black color while 

polycrystalline solar panels typically are bluer. Besides the crystalline silicon-based solar cells, 

also those cells which are made of GaAs wafer are classified in the first generation. 

  

 

Figure 2.4. Main classes of PV technology. 
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2.2.2 Thin-Film Solar Cells 

Second-generation solar cells were developed with the aim of reducing the costs of materials and 

manufacturing process through the utilization of thin-film technology, thus they are usually called 

thin-film solar cells. In fact, when compared to crystalline silicon-based cells, they are made from 

layers of semiconductor materials only a few micrometers thick. In this technology, the 

semiconductor of the most used cells is amorphous silicon [6], cadmium telluride (CdTe) [7], or 

copper indium gallium selenide (CIGS) [8]. As thin-film solar cells are semitransparent and 

flexible and lightweight they can be applied as window glazing for the building-integrated 

photovoltaics (BIPV) market.  

2.2.3 Emerging Solar Cells 

Third-generation technologies or emerging solar cells have tried to overcome the theoretical solar 

conversion efficiency limit which was calculated in 1961 by Shockley-Queisser [10]. They include 

Dye-sensitized solar cells (DSSCs), perovskites solar cells (PSCs), organic photovoltaic (OPV) 

and quantum dot (QDPV). They are considered as promising inexpensive alternative to traditional 

silicon-based PV. Most of the third-generation solar cells are still in research step by the aim of 

optimizing the energy conversion efficiency and stability, which are the two major challenges for 

the commercialization.  

2.2.4 Solar Cell Efficiencies 

Figure 2.5 shows the efficiency of solar cells evaluated by the National Renewable Energy 

Laboratory (NREL) [10]. The latest registered efficiency for DSSCs which are subjected in this 

thesis is 12.3% that is achieved by École Polytechnique Fédérale de Lausanne (EPFL).   
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Figure 2.5. Efficiency chart for solar cells [10]. 

 

2.2.5 Global Installed Capacity 

The total installed PV power capacity reached half a terawatt by the end of 2018 [11]. Since the 

beginning of the century total solar power has increased by nearly 320 times. One year earlier at 

the end of 2017, the total global solar power capacity reached to 400 GW, therefore in a year, the 

installed PV capacity improved 100 GW. More than half of the increased global power generation 

capacity in 2018 refers to the Asia-Pacific (APAC) region, Europe has the second position and the 

Americas has the world’s third position. The world market share of the Middle East and Africa 

(MEA) have slightly increased. 
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Figure 2.6. Global total solar PV installed capacity 2000-2018 [11].  

 

 

2.3 Dye Sensitized Solar Cells 

2.3.1 Initial Development 

DSSCs were first invented by Grätzel and O’Regan in 1991 as a promising inexpensive alternative 

to traditional silicon-based PV cells [12-16]. There are several features that turn DSSCs to a 

promising candidate for solar cell applications such as easier production process compared to 

silicon cells, high transparency, tunable color, high mechanical flexibility and ability of working 

under diffused light [17-23]. Even though the conversion efficiency of dye-sensitized solar cells is 

lower than that of other solar cells, they can still play a role  in the solar market, in particular 

because their aesthetic and transparency can allow their integration into building-integrated 

photovoltaic (BIPV) applications [20,24,25], moreover their high efficiency under indoor lighting 

is considerable  [22]. Recently Cao and his coworkers introduced an advance structure of DSSCs 
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that achieved power conversion efficiency (PCE) over the best available silicon or GaAs based 

photovoltaics, they have reached 32% under artificial indoor light and 13.1% under sunlight 

illumination [23].   

2.3.2 Components and Mechanism  

- Components of DSSCs 

The DSSCs contain a set of different layers (see Figure 2.7), including: 

I. Glass substrate 

II. Transparent conductive oxide (TCO) 

III. Nanocrystalline semiconductor (generally TiO2) 

IV. Sensitizer (dye) 

V. Electrolyte 

VI. Counter electrode (generally Pt) 

 

 

                                                             Figure 2.7. Schema of DSSC 
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Glass substrate and Transparent conductive oxide (TCO) 

DSSCs are made up of two highly transparent glass sheets that are coated with a thin layer of 

conductive oxide. Conductivity and transparency are of course critical for this application as they 

let the sunlight pass to the effective area of solar cell. Conductive oxides are typically fluorine 

doped tin oxide (FTO) or indium doped tin oxide (ITO) [26].  

Nanocrystalline semiconductor 

Nanocrystalline Semiconductors perform as a scaffold for the dye sensitizer. A layer of 

mesoporous semiconductor oxide (TiO2, ZnO or SnO2) is deposited on a TCO to makes photo-

anode. The deposition technique for the thin film preparation is screen printing. Among all 

semiconductor oxides, TiO2 is the most common choice due to its appropriate properties: high 

porosity for dye loading, high conductivity, high stability, appropriate band alignment with respect 

to dye and electrolyte, nontoxicity, biocompatibility, abundance and low cost [26]. 

Sensitizer (dye) 

Sensitizers are the key material of the DSSC since they harvest the solar energy. Sensitizer is 

covalently bonded to the semiconductor via anchoring group such as carboxylic group. A strong 

absorption of the dye molecules on the surface of semiconductor leads to a more efficient electron 

injection from an excited state of the dye to the conduction band (CB) of the semiconductor. 

Electrolyte  

Currently, the most common electrolyte is liquid containing iodide/triiodide, however in 2010 

cobalt was used as redox mediator [27]. The ideal electrolyte is the one with low viscosity, high 

dielectric properties, high boiling point and environmental sustainability. The electrolyte 
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containing iodide/triiodide redox couple is convenient choice for DSSCs as it shows appropriate 

characteristics such as high thermal and chemical stability, high ionic conductivity and non-

volatility. The durability and lifetime of DSSCs can be reduced by degradation mechanisms like 

the leakage, corrosion of the Pt counter electrode by the iodide/triiodide redox couple of electrolyte 

and detachment of dye of the semiconductor surface which can reduce the long-term stability of 

the cells [23,28,29]. For these reasons, solid state electrolytes have been developed [30].  

Counter electrode (CE) 

The Counter electrode (CE) consists of TCO sheets coated with Pt [31]. Pt is an appropriate 

material for the CE due to its good catalytic activity, excellent performance in reduction of I3
- and 

transparency. 

-Mechanism of DSSCs 

DSSCs have a process similar to natural photosynthesis. As shown in Figure 2.8, the absorption 

of solar energy by the sensitizer (dye) causes excited electrons to be injected to the CB of the 

semiconductor, generally TiO2. The injected electrons diffuse through the nanocrystalline 

semiconductor to the photo-anode (FTO), then passing through the external circuit (generating an 

electric current) toward the counter electrode (cathode). These electrons are then collected by the 

electrolyte that contains redox couple (I-/I3
-). Finally, the oxidized dye molecules are reduced to 

their original ground state by reduced species of the electrolyte and the circuit is closed [32,33]. 

There are some undesirable recombination processes that should be avoided. Indeed, the injected 

electrons from the CB of TiO2 may recombine either with the oxidized dyes or with the redox 

couple lowering the photovoltaic performances of DSSCs. 
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                                                                    Figure 2.8. Electron transfer process in DSSC     

 

2.3.3 Sensitizer (Dye) 

Dye has essential role in absorbing and converting solar energy to electricity. An efficient 

photosensitizer should: 

• Absorb strongly on the surface of the semiconductor by its anchoring group; 

• Have a high extinction coefficient; 

• Be stable enough in its oxidized state to be reduced by the electrolyte; 

• Be stable long enough in its excited state to permit an efficient electron injection to the CB 

of semiconductor oxide; 

• Absorb largely in the visible region of the spectrum and even in the near-infrared (NIR); 

• Have LUMO energy levels higher than the CB of the semiconductor and HOMO energy 

levels lower than the redox potential of the electrolyte. These requirements (see Figure 2.9) 
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allow for an efficient electron injection and an efficient regeneration of the oxidized state 

of the sensitizer [34,35]. 

 

                                      Figure 2.9. Alignment of semiconductor/dye/redox couple energy levels 

In general, there are three main classes of photosensitizers:  

i) Metal complex sensitizers 

Among metal complexes, Ru(II)-polypyridyl complexes have been synthesized and have shown 

the best photovoltaic properties with a photoconversion of 11.7% [36] .  

ii) Natural sensitizers 

They can be extracted from flowers, fruits and vegetables in the form of anthocyanin, carotenoid, 

flavonoid and chlorophyll pigments. Although they have positive features such as easiness of 

extraction, low cost and toxicity, their low efficiency severely limits their application. 
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iii) Metal free organic sensitizers 

Metal free organic dyes have been developed as an alternative to metal-based complexes whose 

cost, low availability and toxicity limit the large-scale application. Metal free organic sensitizers 

have high molar extinction coefficient, tunable energy levels and low-cost preparation processes. 

The impressive performance of organic dyes has yielded an efficiency over 12.5% [37]. Efficient 

organic sensitizers have a D-π-A structure (see Figure 2.10) that is made of a donor (D), a 

conjugated linker (π) and an acceptor (A) [38-40]. In this system an electron-rich group role as the 

donor group (D), that could be linked through a conjugated linker (π) to the electron-deficient 

acceptor (A) which acts as the anchoring group linked directly to the semiconductor.  

 

 

                                                   Figure 2.10. D-π-A structure 

 

Two other successful structures are made of an auxiliary acceptor (D-A-π-A) or donor (D-D-π-A) 

added to the basic structure that can improve stability, facilitate the intramolecular electron 

transfer, inhibit dye aggregation and enhance photovoltaic performance [41-43].  

The aggregation of dye molecules on the semiconductor surface should be avoided by 

incorporating long alkyl chains and aromatic groups into the dye structure.  
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The easily tunable D-π-A or D-A-π-A structure of the organic dye is a key to influence the level 

of HOMOs and LUMOs and thus to enhance their photovoltaic performances [44].  

2.3.4 Photovoltaic Parameters  

The solar energy-to-electricity conversion (power conversion efficiency) that mainly govern the 

performances of DSSCs is represented by the following equation [45,46]:    

𝑃𝐶𝐸 =
𝐽𝑠𝑐 𝑉𝑜𝑐 𝐹𝐹

𝐼0
                                                                                                                              (1)  

 𝐽𝑠𝑐 stands for the short-circuit current, and is the current which flows under illumination and is 

expressed as [45]: 

𝐽𝑠𝑐 = ∫ 𝐿𝐻𝐸(𝜆)𝛷𝑖𝑛𝑗𝑒𝑐𝑡𝜂𝑐𝑜𝑙𝑙𝑒𝑐𝑡𝑑𝜆
𝜆

                                                                                   (2) 

Where 𝐿𝐻𝐸(𝜆)is the light harvesting efficiency, 𝛷𝑖𝑛𝑗𝑒𝑐𝑡is electron injection efficiency and 𝜂𝑐𝑜𝑙𝑙𝑒𝑐𝑡 

is the electron collection efficiency. In DSSC with only different dyes, the 𝜂𝑐𝑜𝑙𝑙𝑒𝑐𝑡 can be 

reasonably considered constant, therefore the increasing of  𝐽𝑠𝑐 depends on the 𝐿𝐻𝐸(𝜆)and 𝛷𝑖𝑛𝑗𝑒𝑐𝑡.  

The open circuit voltage (𝑉𝑜𝑐) is the voltage at the open terminals under illumination and is given 

by: 

𝑉𝑜𝑐 = 𝐸𝐹 − 𝐸𝑟𝑒𝑑𝑜𝑥      

Where   𝐸𝐹 =
𝐸𝑐𝑏 

𝑒
−

𝑘𝑇

𝑒
 Ιn (

𝑛

𝑁𝑐𝑏
)                                                                                                    (3) 

 
 

Where 𝐸𝑐𝑏 is the energy level of the TiO2 CB, k is the Boltzmann constant, T is the temperature, n 

is density of CB electrons in TiO2 and 𝑒 is the elementary charge [47]. 



20 
 

The 𝐹𝐹stands for the fill factor and is the ratio of the maximum power 𝑃𝑚𝑎𝑥 to the product of  𝐽𝑠𝑐 

and 𝑉𝑜𝑐 . 𝐹𝐹 is described by the following equation: 

𝐹𝐹 =
𝐽𝑚𝑎𝑥 𝑉𝑚𝑎𝑥 

𝐽𝑠𝑐𝑉𝑜𝑐
 

 (4) 

 

And 𝐼0 is the intensity of incident solar power on the cell (generally 100 mW cm-2). 
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3.Methods 

3.1 Computational Chemistry Methods 

In this paragraph, a brief introduction to the basis of density functional theory which has been used 

in this thesis is described.  

3.1.1 Density Functional Theory 

Density functional theory, as we know it today, was born in 1964 when a landmark paper was 

published by Hohenberg and Kohn in Physical Review. The theorems proved in this paper are the 

main theoretical pillars of the all density functional theories [1-5]. Each of the theorems are 

presented here. 

3.1.1.1 The Hohenberg–Kohn Theorems 

Hohenberg and Kohn proved that for molecules with a non-degenerate ground state, the ground 

state energy and all other molecular electronic properties are uniquely determined by the ground 

state electronic probability density 𝜌0 [1]. The ground state electronic energy 𝐸0  is a functional of 

𝜌0, that is 

𝐸0 = 𝐸0[𝜌0] 

 
(1) 

Square brackets represent the functional relation. In fact, density functional theory attempts to 

calculate 𝐸0 and other ground state molecular properties from ground state electronic density 𝜌0. 

Electrons interact with each other through an external potential.  

Suppose two different external potentials  𝜐𝑎 and 𝜐𝑏 correspond to a non-degenerate ground state 

density 𝜌0. These two potentials have two Hamiltonian 𝐻𝑎 and 𝐻𝑏, respectively. Each of these 

Hamiltonian, will be associated with a ground state wave function, and its eigenvalue 𝐸0. The 
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variation theorem of molecular orbital theory states that the expectation value of Hamiltonian 𝑎 

over the wave function b must be greater than the ground state energy 𝑎, i.e [1,4]. 

𝐸0,𝑎 < ⟨𝛹0,𝑏|𝐻𝑎|𝛹0,𝑏⟩ 

 
(2) 

We can rewrite this as follows 

𝐸0,𝑎 < ⟨𝛹0,𝑏|𝐻𝑎 − 𝐻𝑏 + 𝐻𝑏|𝛹0,𝑏⟩ 

< ⟨𝛹0,𝑏|𝐻𝑎 − 𝐻𝑏|𝛹0,𝑏⟩ + ⟨𝛹0,𝑏|𝐻𝑏|𝛹0,𝑏⟩ 

< ⟨𝛹0,𝑏|𝜐𝑎 − 𝜐𝑏|𝛹0,𝑏⟩ + 𝐸0,𝑏 

 

(3) 

Since 𝜐 potentials are one-electron operators, we can write the last line integral as ground state 

density terms 

𝐸0,𝑎< ∫[𝜐𝑎(r) − 𝜐𝑏(r)]𝜌0(r)𝑑r +𝐸0,𝑏 

 

(4) 

We do not differentiate between 𝑎 and 𝑏, so we can write the same expression for 𝑏 

𝐸0,𝑏< ∫[𝜐𝑏(r) − 𝜐𝑎(r)]𝜌0(r)𝑑r +𝐸0,𝑎 

 

(5) 

By adding two inequalities we get 

𝐸0,𝑎 + 𝐸0,𝑏 < ∫[𝜐𝑏(𝑟) − 𝜐𝑎(𝑟)]𝜌0(𝑟)𝑑𝑟 + ∫[𝜐𝑎(𝑟) − 𝜐𝑏(𝑟)]𝜌0(𝑟)𝑑𝑟 + 𝐸0,𝑏 + 𝐸0,𝑎 

< ∫[𝜐𝑏(𝑟) − 𝜐𝑎(𝑟) + 𝜐𝑎(𝑟) − 𝜐𝑏(𝑟)]𝜌0(𝑟)𝑑𝑟 + 𝐸0,𝑏 + 𝐸0,𝑎 

< 𝐸0,𝑏 + 𝐸0,𝑎 

 

(6) 

We came up with an impossible result, so we conclude that our initial assumption was wrong. 

Therefore, the density of the non-degenerate ground state must determine the external potential 

and therefore the Hamiltonian and wave function. Hamiltonian not only specifies the ground state 

wave function, but also all the wave functions of the excited states. Therefore, much information 

is hidden in density. 
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The Hohenberg–Kohn Variational Theorem 

The first Hohenberg-Kohn theorem does not tell us how to predict the density of a system. Like 

molecular orbital theory, here we need something to help optimize our fundamental quantity [4]. 

Suppose we have a well-behaved density that gives the number of electrons N by integrating. The 

first theorem states that a density determines a wavefunction and a Hamiltonian. We can calculate 

an expectation value of energy. Therefore, we can choose different densities and know those that 

provide lower energies are more accurate. In their second theorem, Hohenberg and Kohn showed 

that density follows a variation principle. They proved that for any trial density function 𝜌𝑡𝑟 that 

satisfies the following two conditions for all r [1] 

 ∫ 𝜌𝑡𝑟(r)𝑑r = 𝑛      and      𝜌𝑡𝑟(r) ≥ 0 
(7) 

 

the following inequality holds 

𝐸0 ≤ 𝐸𝜐[𝜌𝑡𝑟] 
(8) 

Since 𝐸0 = 𝐸𝜐[𝜌0], the true ground state electronic density minimizes the energy functional 

𝐸𝜐[𝜌𝑡𝑟]. Hohenberg and Kohn proved their theorems only for non-degenerate ground states, but 

Levi also proved these for degenerate states [4]. 

So far, we have found a correspondence between density and Hamiltonian and wave function and 

therefore energy, but we have not presented any mathematical formalism for how density can 

determine energy in a variational equation without using the wave function. Such an approach was 

first introduced in 1965. 

3.1.1.2 The Kohn-Sham Equations 
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The considerable step in developing the modern density functional theory was in 1965 when Kohn 

and Sham arranged a practical method for finding  𝜌0 and, 𝐸0 from 𝜌0 [6]. The results of their 

formulation on DFT is known as the Kohn-Sham (KS) method, which is capable, in principle, of 

yielding the exact results, but due to the presence of an unknown term, it yields approximate results 

[1]. They assumed that the original many-body interacting system could be replaced by 

considering a fictitious system reference of non-interacting electrons with ground state density 

same as the original system [7]. The energy functional is described as [4], 

𝐸[𝜌(𝑟)] = 𝑇𝑛𝑖[𝜌(𝑟)] + 𝑉𝑛𝑒[𝜌(𝑟)] + 𝑉𝑒𝑒[𝜌(𝑟)] + 𝛥𝑇[𝜌(𝑟)] + 𝛥𝑉𝑒𝑒[𝜌(𝑟)] (9) 

The components in the above equation refer to the kinetic energy of the non-interacting system 

𝑇𝑛𝑖[𝜌(𝑟)] , the nuclear-electron interaction (𝑉𝑛𝑒[𝜌]), the electron-electron repulsion (𝑉𝑒𝑒[𝜌]), the 

correction to the kinetic energy for the interaction of electrons 𝛥𝑇[𝜌(𝑟)] and all non-classical 

corrections to electron-electron repulsion energy 𝛥𝑉𝑒𝑒[𝜌(𝑟)]. Within an orbital expression for the 

density, we can rewrite the equation (9) as, 

𝐸[𝜌(𝑟)] = ∑ (⟨χ𝑖| −
1
2 ∇𝑖

2| χ𝑖⟩ − 〈χ𝑖| ∑
𝑍𝑘

|𝑟𝑖 − 𝑟𝑘|

𝑛𝑢𝑐𝑙𝑒𝑖

𝑘

|χ𝑖〉)

𝑁

𝑖

+ ∑ 〈χ𝑖|
1

2
∫

𝜌(�́�)

|𝑟𝑖 − �́�|
𝑑�́� |χ𝑖〉 + 𝐸𝑥𝑐

𝑁

𝑖

[𝜌(𝑟)] 

(10) 

where N is the number of the electrons and the density is defined as,  

𝜌 = ∑⟨χ𝑖|χ𝑖⟩

𝑁

𝑖=1

 (11) 

 

𝐸𝑥𝑐  is placed instead of complex terms  𝛥𝑇[𝜌(𝑟)] + 𝛥𝑉𝑒𝑒[𝜌(𝑟)] and is known as exchange-

correlation energy.  
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The orbitals 𝜒 that minimize E in Eq. (11) must satisfy the Kohn-Sham equations 

 

ℎ𝑖
𝐾𝑆χ𝑖 = ε𝑖χ𝑖 (12) 

where the Kohn-Sham (KS) one electron operator described as 

ℎ𝑖
𝐾𝑆 =  −

1

2
∇𝑖

2 − ∑
𝑍𝑘

|𝑟𝑖 − 𝑟𝑘|

𝑛𝑢𝑐𝑙𝑒𝑖

𝑘

+ ∫
𝜌(�́�)

|𝑟𝑖 − �́�|
𝑑�́� + 𝑉𝑥𝑐 (13) 

 

𝑉𝑥𝑐 =
𝛿𝐸𝑥𝑐

δ𝜌
 (14) 

where 𝑉𝑥𝑐 is functional derivative. Using the orbitals in Eq (12) we can write the slater 

determinantal form of Kohn-Sham equations as follows, 

∑ ℎ𝑖
𝐾𝑆

𝑁

𝑖=1

|χ1χ2 … χ𝑁⟩ = ∑ ε𝑖|χ1χ2 … χ𝑁⟩

𝑁

𝑖=1

 (15) 

To calculate the KS orbitals in this method one uses an initial guess of the electron density. The 

Kohn-Sham orbitals are ones for the fictitious reference system of noninteracting electrons, thus 

provide the exact molecular ground-state ρ which can be calculated from. 

3.1.1.3 Time-Dependent Density Functional Theory 

Time-dependent DFT (TD-DFT) was developed by extension of DFT to calculate properties of 

excited electronic state. The formal foundation of TD-DFT is done by Runge-Gross Theorem [8], 

and described as: 

�̂�Ψ = 𝑖 
∂

∂𝑡
 Ψ (16) 



30 
 

The Hamiltonian and the wavefunction are a function of the spatial coordinates and the time. The 

wavefunction can be calculated at any time (t) by this equation. (considering t0 the initial time for 

the system) [9]. 

3.1.1.4 Hybrid functional  

Exchange in DFT is an approximation based on free-electron model and thus not suitable for the 

molecular systems where electrons are strongly localized. One the other hand, in Hartree-Fock 

(HF) method the definition of exchange is exact and come directly from the Slater-Determinant. 

Becke found that adding a portion of HF exact exchange to DFT can improve the accuracy of DFT 

for the molecular system. The new mixed functional is called Hybrid functional. He has developed 

one of popular exchange functionals, B3, which is twinned with Lee-Yang-Parr (LYP) functional 

to make B3LYP. One of the broadly used hybrid functional is B3LYP functional in molecular 

calculations [10]. This thesis uses hybrid functional B3LYP and MPW1K [11,12] as they were 

successfully applied in previous works [13].  

3.1.2 Software Used 

 
1.     Avogadro: a molecular editor and a visualization tool that allows constructing and 

visualizing 3D molecules. It is also useful to visualize the molecular orbitals [14]. 

2.     Gaussian 09: the computational software to run many kind of calculations. In order to 

perform a calculation, an input file with .com extension has to be specified and the program 

will generate an output file with .log extension [15].  

3.     PuTTY: the open source software that allows to manage with informatics remote 

systems [16]. 
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4.     WinSCP: the software that allows the file transfer between a local and a remote 

computer [17]. 

5.     Molden: the program that allows the molecular and electronic structure pre- and post- 

processing [18].  
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3.2 Life Cycle Assessment 

The origins of Life Cycle Assessment (LCA) dates back to the late 1960s and early 1970s, when 

the energy crisis had led companies to think of effective solutions for saving energy since their 

customers were demanding more energy-efficient products [19-22]. The evolution and 

strengthening of LCA concept have been largely supported by the activity of the Society of 

Environmental Toxicology and Chemistry (SETAC) in the following years [23]. In 1993, SETAC 

gave the first official definition of LCA as a strategic tool to evaluate the environmental burdens 

associated with a product, process, or activity thanks to its potential to analytically identify and 

quantify energy consumption, material usage and emissions to the environment. Beside the 

essential work of SETAC for LCA methodological development, the International Standardization 

Organization (ISO) [24], has been involved in LCA standardization since 1994. The 

methodological structure defined in the first edition of the ISO 14040 series organized the LCA 

approach in four phases, namely the (i) goal and scope definition, (ii) life cycle inventory, (iii) life 

cycle impact analysis and (iv) life cycle improvement analysis. This framework is still used in the 

LCA process method. Thanks to the synergy among SETAC, ISO and the United Nations 

Environmental Programme (UNEP) [25-26], environmental LCA had remarkable and fast growth 

over the last three decades [27].  

Nowadays LCA is internationally acknowledged as a quantitative method, that allows to calculate 

the potential impacts associated with a product, process or service. It is considered by the European 

Commission as the only tool with a scientific basis useful for understanding the environmental 

loads of a product or process as it provides verifiable quantitative data and allows the identification 

of the most critical environmental aspects on which to intervene to improve the environmental 

profile of the analyzed system. 
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LCA could play an essential role in supporting environmental product policy and legislation. The 

impact of products on the environment has become one of the main elements of decision-making 

processes,   

 

                                                                         Figure 3.1 Life cycle assessment (LCA) process 

 

The methodological framework and the guidelines of the LCA approach are reported in the 2006 

edition of the international ISO 14040 and 14044 Standards [28-29].  

LCA results allow for the identification of the environmental hotspots of the entire life cycle, 

highlighting the products or processes that have the highest load on the environment. These results 

and information are crucial for decision-makers, giving them proper support to implement policies 

related to the environmental impact mitigation and sustainable development. 

According to the ISO standards, the application of LCA is performed through 4 main phases (Fig 

3.2): 

1. Goal and Scope Definition 
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2. Life Cycle Inventory Analysis 

3. Life Cycle Impact Assessment 

4. Interpretation 

 

                                                                         Figure 3.2 LCA methodological framework 

3.2.1 Goal and Scope Definition 

Goal and scope definition is the first step of LCA method and it represents the fundamental phase 

in which the study model is defined as well as the methodological framework of the study. Two 

basic elements for and LCA study are defined at this level: the functional unit and the system 

boundaries. The functional unit is the unit of measure on which all input and output flows are 

normalized. The system boundaries describe the system being studied, and which activities, the 

so-called process units, have to be included and investigated in the LCA analysis (Figure 3.3). 
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Figure 3.3. Sketch of the system boundaries of the Dye Sensitized Solar Cells production phase 

 

Furthermore, during goal and scope definition the following items are considered too: 

• Determining the reasons of the study; 

• Intended audience and use of results; 

• Data quality and requirements; 

• Identifying study limitations and assumptions; 

• Type of the report required for the study. 

During the LCA study, changes may happen in goal and scope definition, as LCA is an iterative 

process. This step can guide the entire LCA procedure to confirm if the most related results are 

attained.  
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3.2.2 Life Cycle Inventory Analysis (LCI) 

Life Cycle Inventory (LCI) consists of a list of the input and output material and energy flows 

characterizing the whole life cycle of the system as defined in the goal and scope phase. In this 

step the data collection is performed to develop a list, as much detailed as possible, of raw materials 

and energy amounts involved in all the process units included in the system boundaries.  

3.2.3 Life Cycle Impact Assessment (LCIA) 

In this step, the extent of environmental changes generated by the outflows to the environment and 

raw materials consumption produced by the case system is highlighted. Practically, the magnitude 

of the potential environmental impacts generated by the case system under investigation is 

calculated by linking life cycle inventory data to specific environmental impacts and expressing 

the results through related indicators. The LCIA phase is divided in different steps recommended 

by the ISO standards: 

a) Classification: inventory data are assigned to impact categories. These categories show the 

environmental impacts caused by the emission and consumption of natural resources during the 

product’s life cycle (obligatory step according to the ISO). 

b) Characterization: after the LCI results are assigned to various impact categories, the 

characterization of the impacts must be performed. This task is accomplished using 

characterization factors that specify the relative load of LCI results to the pertinent environmental 

impact category by quantifying the contribution that a product or service has in 

each impact category (obligatory step according to the ISO). 

c) Normalization: this step allows the calculation of the magnitude of the results of impact category 

indicators relative to some reference values (optional step according to the ISO).  
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d) Weighting: this step involves the conversion of the normalized results of each of the impact 

categories using weighting factors into values that expresses the relative importance of the impact 

category. The weighted results all have the same unit and can be added up to create one single 

score for the environmental impact of a product or scenario. This step mostly dedicated to complete 

information about ecosystem functions, where numerous environmental parameters are weighted 

and various environmental impact categories reflecting the comparative importance of the impacts 

are considered (optional step according to the ISO).   

Several LCIA calculation methods have been developed to support in the implementation of the 

LCIA phase. Nowadays, there are several LCIA methods that can be used to assess the 

environmental impact of a system and the choice is mainly driven by the purpose of the study. 

Each method differs from the others in the way it performs the calculation and presents the final 

results.  

3.2.4 Life Cycle Interpretation 

Interpretation is the fourth phase of LCA in which the data from the inventory analysis and the 

impact assessment are evaluated together. The interpretation step should present results that are 

associated with the defined goal and scope, and it includes conclusions, explanation, and 

limitations and provides recommendations. The outcomes of this step can support the decision-

making process. 

3.3 Life Cycle Assessment Implementation  

LCA has been demonstrated to be an effective and powerful tool for the evaluation of 

environmental burdens associated with the life cycle of PV systems [30-37]. The environmental 

impact of the PV systems is mainly associated with their production and disposal processes rather 
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than the operation phase, since the latter includes almost no greenhouse gas emission. Indeed, to 

evaluate the sustainability of PV devices, the investigation of the environmental impacts generated 

during their fabrication is essential in order to improve and optimize the energy and resource 

efficiency of manufacturing processes and, ultimately, the environmental footprint of the device. 

This assessment becomes of paramount importance especially for photovoltaic devices based on 

innovative technologies that stand out for the use of alternative materials than traditional 

semiconductors. 

In this thesis, the assessment of the environmental performances connected with the fabrication of 

DSSCs components, namely the sensitizer, through the application of the LCA methodology has 

been performed. More in details, LCA has been employed to investigate the environmental profile 

of alternative protocols for the synthesis, and eventually the production scale-up, of an organic dye 

bearing a thiazolo[5,4-d]thiazole ring as central unit, namely the TTZ5, that has been successfully 

proposed as a sensitizer for the manufacturing of DSSCs [38]. 

Two LCIA method were employed for the analysis: 

1 - the ILCD 2011 Midpoint+ method, developed by the Joint Research Centre - European 

Commission [39]. The primary objective of ILCD is to transform the long list of life cycle 

inventory data into a limited number of indicators based on midpoint and endpoint modeling 

thanks to specific characterization factors. At the midpoint level, 16 impact categories are 

included: climate change, ozone depletion, human toxicity non cancer effects, human toxicity 

cancer effects, particulate matter, ionizing radiation human health, ionizing radiation ecosystem, 

photochemical ozone formation, acidification, terrestrial eutrophication, freshwater 

eutrophication, marine eutrophication, freshwater ecotoxicity, land use, water resource depletion 

and mineral, fossil and renewable resource depletion. 
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2 - the Cumulative Energy Demand (CED) method [40] is employed to quantify the use of the 

direct and indirect energy requirement (in units of MJ) over the whole life cycle of the system. It 

quantifies the cumulative energy demand of fossil resources including hard coal, lignite, natural 

gas and crude oil, nuclear and other renewable resources like biomass, water, wind, and solar 

energy during the life cycle phases of the investigate system and it displays the energy demand as 

primary energy values. 
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4. Results and Discussion 

This thesis is based on three papers that are included in this Chapter 4. In the following, a brief 

introduction to the three manuscripts along with a comment to specify candidate’s contribution is 

presented: 

4.1 New Blue Donor–Acceptor Pechmann Dyes: Synthesis, Spectroscopic, Electrochemical, 

and Computational Studies 

In this paper that is published in the ACS Omega journal, a new class of blue-colored Pechmann 

dyes having a D-A-π-A configuration are designed and their synthesis and characterization are 

reported. These organic compounds could have a great interest for application as photosensitizers 

in DSSCs due to their particular characteristics such as light absorption in one of the most photon-

dense region of the solar spectrum and their blue color. The presence of Pechmann unit (which is 

a strong electron withdrawing unit) as an auxiliary acceptor in the π bridge allows to obtain the 

desired optical and electrochemical properties.  

The candidate’s contribution to this paper refers to the application of computational chemistry 

methods based on DFT and TDDFT for the prediction of main optoelectronic properties of these 

metal free organic dyes. In particular, as for an efficient dye is necessary to have, among other 

features, LUMO energy levels higher than the CB of the TiO2 and HOMO energy levels lower 

than redox couple, FMOs energies are computed and compared to those of the semiconductor and 

redox couple and also to those of previous known dye as reference. Moreover, the absorption 

maxima (λmax), excitation energy (Eexc) and oscillator strength (f))and related LHE, ΔGinject, 𝐸𝑜𝑥
𝑑𝑦𝑒

 

and 𝐸𝑜𝑥
𝑑𝑦𝑒∗

are evaluated including solvent effects via implicit methods. On the basis of the in silico 

results, the most promising dyes were proposed and thus synthesized. 
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4.2 Ground state redox potentials calculations of organic dyes for DSSC and Visible-Light-

Driven Hydrogen Production 

In this paper that is submitted to the Molecules journal, the in silico prediction of ground state 

redox potential (GSRP) of 16 organic dyes is reported. They are computed in terms of Gibbs free 

energy changes of the redox reaction using DFT, and in particular the MPW1K functional, which 

have been shown to give the best accuracy in previous works, and a polarizable continuum model 

(PCM) to take into account solvent effects. The prediction of GSRP is fundamental for a successful 

design of more efficient novel organic sensitizers to be employed in DSSCs but also in 

photocatalytic systems for the production of H2. 

The DFT predicted values have been compared to the available experimental data showing that 

the employed strategy allows to reproduce the GSRP with a mean absolute error < 0.2 eV.  

The Ph.D. candidate is first author of the paper and mainly contributed to the computational data 

collection, analysis and interpretation.   

4.3 Combined LCA and green metrics approach for the sustainability assessment of organic 

TTZ5 dye synthesis at lab scale 

The development of emerging solar cells based on innovative materials such as DSSCs needs an 

evaluation of their environmental impact profile specifically regarding the synthesis of sensitizers. 

This paper that is submitted to the Frontiers journal reports the environmental profile of alternative 

synthetic protocols for preparation of the metal free organic dye TTZ5, that has been successfully 

proposed as a sensitizer for DSSCs The methodology applied relies on a mass-based green metrics 

and LCA combined approach to obtain a gate-to-gate assessment. The outcomes of the present 
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study clearly show that the LCA results should be carefully taken into account to guide the 

preparation of new photosensitizers. 

In the context of this manuscript, the candidate contributed to carry out the LCA analysis and its 

interpretation.  
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