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Abstract

Hybrid quantum systems represent one of the most promising routes in the progress
of experimental quantum physics and in the development of quantum technologies.
In a hybrid quantum system two (or more) different quantum systems interact in the
same experimental setup. Therefore, these composite systems benefit from both the
properties of each single system and from the presence of an interaction term, leading
to the emergence of new variables that can be experimentally manipulated.

A promising hybrid quantum system is the one realized by the com-
bination of an ultracold atomic gas and trapped ions. Ultracold atoms and
trapped ions are two of the most studied physical systems for the implementation
of several quantum technologies, like e.g. quantum simulation, quantum computa-
tion, and quantum metrology. When trapped together, atoms and ions interact via
an interaction potential that scales asymptotically with R−4, where R is the inter-
particle distance, due to the electrostatic (attractive) force between the ion’s electric
monopole and the atom’s induced dipole. Interestingly, this potential has a typical
range on the order of hundreds of nm, i.e. approx. two orders of magnitude longer
than the range of atom-atom interactions. Several studies have proposed to use this
interaction to realize new quantum simulations, study few-body physics, and control
atom-ion chemical reactions.

Elastic collisions between ions and atoms can be exploited to sympathetically cool
the ions and try to reach the so-far elusive s-wave scattering regime, in which atom-
ion collisions can lead to a quantum coherent evolution of the composite system.
However, the ultracold atom-ion mixtures realized so far were not brought to the
s-wave scattering regime because of the so-called “micromotion”, a driven motion
affecting the dynamics of the ions trapped in Paul traps. Atom-ion collisions in the
presence of micromotion cause a coupling of energy from the oscillating field of the
Paul trap to the colliding particles, which can be heated up in the collision. In order to
realize an atom-ion experiment in which the system could reach the s-wave scattering
regime, the choice of the atomic species and the ion trapping strategy are crucial.

We decided to build a new experimental apparatus for the realization
of an ultracold atom-ion quantum hybrid system made of a quantum gas
of fermionic Lithium and trapped Barium ions. The choice for the elements
ensures that atoms and ions in their electronic ground state will not undergo charge-
exchange collisions, i.e. inelastic processes for which an electron is “exchanged” be-
tween the two colliding particles. Additionally, the large mass ratio ensures an efficient
cooling of the ion in the ultracold gas.

For what regards the ion trapping strategy, in order to remove the limitations
set by micromotion, we conceived a new trap. This is formed by the superposition
of an electric quadrupole static potential and an optical lattice along the untrapping
direction of the electric quadrupole. The ions are moved into this electro-optical trap
(EOT) from a standard Paul trap, in which the ions are first trapped after their
production through photoionization.

In this thesis, I will describe how this new experimental apparatus for the real-
ization of an ultracold atom-ion quantum hybrid system was conceived, designed and
assembled. I will first describe the motivations for investigating atom-ion interactions
in the ultracold regime. Then, I will describe the experimental techniques to trap
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and cool Barium ions and Lithium atoms, and how we plan to make them interact.
The largest part of the thesis will be dedicated to the description of the parts of the
experimental setup that I designed and realized, like the Lithium optical setup, the
Barium imaging system and the electrical setup of the ion trap, including a compact
RF drive based on interdependent resonant circuits that I developed for operating the
Paul trap. The last chapter of the thesis is dedicated to this innovative drive.
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Introduction

The investigation of fundamental aspects and applications of quantum mechanics with
the experimental realization of individual quantum systems represents a very lively
research field. Several quantum systems have been studied over the last decades,
and the specific features of each quantum system make them suitable for different
applications. In exploiting the properties of a quantum system, the ability to control
its evolution is a crucial point. The full control of a quantum system makes it possible,
for instance, to prepare the system in a selected quantum state, to ensure a controlled,
coherent evolution of the system by engineering its Hamiltonian and to measure with
a high level of reproducibility its quantum properties.

Ultracold gases of neutral atoms are an exceptional platform to investigate quan-
tum physics because they realize a coherent many-body system in which the experi-
mental parameters can be precisely controlled. As a result, ultracold gases have been
used for several applications, including the quantum simulation of condensed matter
models [1] and the investigation of quantum phase transitions [2].

An example of the high grade of control that ultracold gases offer is given by the
fact that the interactions can be modeled by using only one parameter, the scattering
length, the value of which can be tuned by using Feshbach resonances [3], making it
possible to study both weakly and strongly correlated systems [4].

Trapped ions constitute another example of quantum system that is commonly
exploited to advance research in quantum physics. Trapped ions represent an excep-
tional source of single particles that experience extraordinary long coherence times
(up to tens of seconds [5]). Because of Coulomb repulsion, trapped ions cooled at
sufficiently low temperature arrange themselves in ordered structures, i.e. Coulomb
crystals [6].

A high level of control can be exerted on trapped ions by manipulating with laser
fields the ions’ internal and external degrees of freedom. Trapped ions can be prepared
in a selected internal state [5], and their motion can be cooled through laser cooling to
the absolute motional ground state [7]. These features make of Coulomb crystals one of
the best candidate for several applications of quantum physics – the so-called quantum
technologies – like quantum computation [8], simulation [9] and metrology [10].

In recent years, scientists have improved the development of quantum systems by
creating hybrid quantum systems composed of two different interacting quantum sys-
tems [11]. When these systems are isolated, they undergo evolutions governed by their
unperturbed Hamiltonians. When they are made interact with each other, the evolu-
tion of both systems is perturbed by the presence of interactions, leading to the emer-
gence of new interesting physical properties. However, realizing an experiment with a
hybrid quantum system is extremely challenging because of the complexity in build-
ing an experimental apparatus that can be used to control systems with properties
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INTRODUCTION 2

and features that can be very different. Due to the complexity in their experimen-
tal realization, only a few hybrid quantum systems have been successfully realized
so far, including atoms and ions in optical cavities [12], quantum gases coupled to
membranes [13], and atom-ion mixtures [14].

Among them, atom-ion hybrid systems not only inherit the interesting features of
their constituents – like the possibility of singly addressing and precisely controlling
localized trapped ions, and creating large ensembles of coherent matter with quan-
tum gases – but offer new properties that arise from atom-ion interactions. When
trapped together, atoms and ions interact via an interaction potential that scales
asymptotically with R−4, where R is the inter-particle separation, due to the electro-
static (attractive) force between the ion’s electric monopole and the atom’s induced
dipole. Interestingly, this potential has a typical range on the order of hundreds of
nm, i.e. approximately two orders of magnitude longer than the range of atom-atom
interactions. Several studies have proposed to use this interaction to realize new quan-
tum simulations [15, 16], study few-body physics [17] and control atom-ion chemical
reactions [18].

Ions and neutral atoms can play the role of probe and system at the same time.
From the point of view of the atoms, a single ion can act as a single, localized impurity
in a many-body system, making it possible to investigate condensed matter models
like the Anderson [19] and the Kondo model [20]. From the point of view of an ion,
the atoms act as an ultracold bath [21] that sympathetically cools the ions, in which
one may encode qubits of information. In this way it would be not necessary to stop
a quantum computation process running on the ions to optically cool the Coulomb
crystal, which would be continuously cooled by the ultracold gas instead. Moreover,
the ion could act as the reaction center for chemical processes in which reactions and
molecules are created in a controlled way [22]. For these reasons, quantum atom-
ion hybrid systems can be employed to investigate fundamental chemical reactions
and they could represent a useful platform to advance quantum chemistry and astro-
chemistry research [23].

Although much has already been done in the field of atom-ion hybrid systems [14],
the problem of lowering the collisional energy between atoms and ions represents the
main limitation for the observation of quantum effects in atom-ion interactions. In
fact, these quantum features arise mainly in the ultracold regime, in which atom-
ion interactions are parametrized by a single parameter: the s-wave phase shift or
scattering length. The ultracold atom-ion mixtures realized so far were not brought
to this s-wave scattering regime because of a heating mechanism caused by the so-
called “micromotion”, a driven motion affecting the dynamics of the ions trapped
in radiofrequency traps. Atom-ion collisions in the presence of micromotion cause
a coupling of energy from the driving field field of the ion trap to the ions’ secular
motion [24, 25].

The work reported in this thesis is devoted to the construction of a novel experi-
mental setup for the realization of an ultracold atom-ion quantum hybrid system made
of a quantum gas of fermionic Lithium and trapped Barium ions. We plan to over-
come current limitations in atom-ion experiments by trapping the ions in a novel trap
made of static optical and electric fields that is inherently free of micromotion. More-
over, the choice of fermionic Lithium and Barium as mixture elements, will ensure a
strong control over inelastic collisions, like charge-exchange processes or three-bodies
recombinations, which can compromise the achievement of the ultracold regime.
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In this thesis, I will describe how this new experimental apparatus was conceived,
designed and assembled. Several technical problems had to be considered and solved,
since the ions experimental setup must be matched with the equally complex setup
for producing, cooling and trapping atomic quantum gases.

The thesis is organized as follows:

Chapter 1: Atom-ion interactions. This chapter focuses mainly on the interac-
tions between atoms and ions, which are the essential characteristic of atom-ion hybrid
systems. First, the atom-ion interactions is described. Then, the choice of Ba+-Li as
the elements of the mixture is justified by giving an overview of the possible inelastic
processes that can be controlled with these elements. Finally, a detailed list of possible
applications for ultracold Ba+-Li mixtures is given as motivations.

Chapter 2: Realizing an atom-ion quantum system. In this chapter the the-
oretical principles behind the cooling and trapping techniques that will be used for
both atoms and ions will be discussed. In particular, the strategy for trapping ions
with static fields will be presented. Finally, the experimental apparatus will be shown,
and the strategy for mixing together atoms and ions will be provided.

Chapter 3: Lithium experimental setup. In this chapter, the experimental setup
for trapping and cooling Lithium atoms is described. The different methods for cool-
ing and trapping are based on the generation of several laser frequencies, prepared in
an optical setup by splitting, modulating and amplifying laser lights originating from
two master lasers locked in frequency. The procedure for realizing both the master
lasers and the tapered amplifiers used in the optical setup are reported. Then, the
whole optical setup is described, and a model for adiabatically transport the neutral
atoms into the ion trap is presented.

Chapter 4: The Ba+ ion trap. In this chapter the experimental setup for produc-
ing and trapping Barium ions is described. The procedure that is planned for trapping
Barium ions is discussed: neutral Barium atoms are produced from evaporation in two
ovens, photoionized and then trapped first in a linear Paul trap and then moved to our
new trap made of static fields. In the first part of the chapter the mechanical features
of the ion trap are described. The second part of the chapter is focused on electrical
issues: there it is shown the electrical setup for providing high voltages to the DC
electrodes and for feeding the ovens with high current for short times. Moreover, an
electrical model of the ion trap is given.

Chapter 5: RF drive. The Paul trap is a key element in the Ba-Li experiment and
it will make it possible to trap linear or 2D ion crystals. In this chapter I will describe
the designing and prototyping phases of the RF drive, an electric circuit for feeding
with intense RF the Paul trap electrodes that generate the ion trapping potential.
The circuit is formed by four interdependent resonant circuits, each of which provides
a high-voltage signal to an electrode of a Paul trap. The RF design is conceived both
for compensating micromotion and for controlling the shape of the ion crystal. For
instance, the presence of a single resonant circuit for each electrode ensures a strong
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control on the voltage drop on each electrode, e.g. by applying a DC field through a
bias-tee.



Chapter 1

Atom-ion interactions

Interactions are the key element in a hybrid system, since they represent the additional
term that is not present in the single quantum systems forming the composite system.

This chapter is dedicated to the description of atom-ion interactions, their prop-
erties and their importance in the scientific landscape. In the first section [1.1] the
atom-ion interaction potential will be described. Section [1.2] will provide an outline
of the two-body scattering theory and how, for low scattering energies, it is possible
to describe the scattering process by using only one parameter, the scattering length
as spell in full.

Section [1.3] will give an overview on the state-of-the-art in experimental atom-ion
physics. In particular, the main issues that prevent from reaching ultralow temper-
atures in atom-ion systems will be discussed, and our strategy of using Barium ions
and Lithium atoms will be explained.

Finally, Sec. [1.4] will provide an overview of possible experiments that could be
realized with an atom-ion system brought to the ultracold regime.

1.1 Atom-ion interaction potential

An ion with an intrinsic charge Ze0, with Z integer and e0 the electron’s charge,

creates an electric field ~Eion(~R) = 1
4πε0

Ze0 ~R
R3 , where ε0 is the vacuum dielectric constant

and ~R is the field point. In the presence of an electric field ~Eion(~R), a neutral atom
developes an electric induced dipole ~p = α0

~Eion(~R), where α0 is the atomic static
polarizability [26]. The interaction potential of the induced dipole moment ~p in the
driving field ~Eion(~R) is given by [27]:

V = −1

2
~p · ~Eion , (1.1)

the factor 1/2 takes into account that the dipole moment is an induced, not a perma-
nent one.

This potential is the atom-ion interaction potential, usually written in the form [28]:

V (~R) = − C4

2R4
, (1.2)

with C4 = α0Z
2e2

0/(4πε0)2.
It is interesting to note that the Van der Waals interactions between two neutral

atoms scale asymptotically with R−6, because they arise from an interaction between

5
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Figure 1.1: Ion atom interaction potential vs. internuclear separation. In this graph
the hard-core short-range repulsion has been represented by a term that goes like
R−12.

two induced dipoles [14]. Because of this longer-range asymptotical scaling, the atom-
ion interactions have typically a range that is two orders of magnitude larger than
atom-atom interactions: hundreds of nm instead of a few nm. Taking for instance the
pair 138Ba+-6Li, it has a reduced mass µ = mBamLi/mBa + mLi = 5.75 u with u the
atomic mass unit, mBa the ion mass and mLi the neutral mass. The characteristic

radius for the 138Ba+-6Li interaction potential is R∗ =
√
µC4/h̄

2 = 70 nm [14] (atomic

polarizability for Lithium taken from [29]: α0(2S1/2) = 164.1125± 0.0005).
The interaction potential in eq. (1.2) diverges to positive values for R → 0, but

this behavior is unphysical since in the short range the real potential has a hard-core
repulsive potential, as shown in Fig. (1.1).

1.2 A short outline on atom-ion scattering

For obtaining a complete description of the atom-ion scattering process it would be
necessary, in principle, to know the exact form of the hard-core repulsive potential.
However, in a classical description of the scattering processes, it is sufficient to use the
potential of eq. (1.2) to predict some of the main features of atom-ion interactions.

Classically, a collision between two particles in the center-of-mass (COM) frame has
energy Ecol = 1

2µv
2 and angular momentum L = µvb, where v is the relative velocity, b

is the impact parameter. The possible trajectories after a collision are divided into two
different sets on the basis of b being smaller or bigger than a critical impact parameter
defined as bc = (2C4/Ecol)

1/4 [30]. If b < bc, attractive R−4 potential makes the
particles approach and collide at a short distance, thus strongly deviating their initial
trajectories [14]. We will refer to these collisions as Langevin collisions [31]. Instead,
if b > bc the free-particle trajectories are only slightly modified by the interaction and
the process is classified as forward scattering.
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Since particles can exchange a considerable amount of momentum only in Langevin
collisions, one can assume that Langevin collisions are the ones responsible for most
of the physics originating in atom-ion collisions. The total cross section for Langevin
collisions is [32]:

σLang = πb2c = π

√
2C4

Ecol
, (1.3)

that scales as E
−1/2
col . This implies that the collisional rate Γcol = navσLang, depends

only on fundamental properties of the atom-ion system as C4, µ and the particles

density na and it is independent by the collisional energy Ecol, since v ∝ E
1/2
col . This

is a special feature of the R−4 interaction potential.

1.2.1 Wavefunction development in partial-waves

In the limit of low collisional energies, the Langevin formula fails and it is necessary to
apply a semi-classical approach to describe the particles dynamics. Because the atom-
ion interaction potential of eq. (1.2) is a central potential V (~R) = V (R), the scattered
wave-function in spherical coordinates (R, θ, φ) is such that Ψ(R, θ, φ) = Ψ(R, θ) and
it is possible to write a partial wave expansion of the atom-ion system wavefunction
in the COM frame [33]:

Ψ(R, θ) =

∞∑

l=0

Y 0
l (θ)

ul(R)

R
=

∞∑

l=0

(
2l + 1

4π

)1/2

Pl(cos θ)
ul(R)

R
, (1.4)

where Y m
l (θ, φ) are the orthonormalized spherical harmonics [34], Pl(cos θ) are the

Legendre polynomials and ul(R) are the solutions of the one-dimensional Schrödinger
equation: (

− h̄2

2µ

∂2

∂R2
+
h̄2

2µ

l(l + 1)

R2
− C4

2R4

)
ul(R) = Eul(R) . (1.5)

For the moment we are considering only the R−4 term of the potential, and we are
not considering the repulsive hard-wall potential dominating at a short interparticle
distance. Two terms contribute to the effective potential in eq. (1.5): the interaction
potential V (R) and the centrifugal barrier that depends on the angular momentum
h̄l. Effective potentials describing the atom-ion interaction for different values of l
are plotted in Fig. (1.2). Without considering effects of quantum tunneling through
the centrifugal barrier, for a given collisional energy Ecol there is a momentum L =
(1/h̄)

√
2µ
√

2C4Ecol such that for l > L, Ecol is lower than the centrifugal barrier
height and the particles collide with the centrifugal barrier. For l < L, the collisional
energy is sufficiently high to pass over the centrifugal barrier so that the particles
scatter from the repulsive hard wall. These two cases correspond to the classical cases
of forward scattering and Langevin collisions, respectively.

The scattered wavefunction of eq. (1.4) can be written in terms of the phase shifts
δl acquired by solving the Schrödinger equation for the partial waves:

Ψ(R, θ) = eik·R(1 +
f(θ)

R
) with f(θ) =

1

k

+∞∑

l=0

(2l + 1)eiδl sin (δl)Pl(cos θ) , (1.6)
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l=0 
l=1 
l=2 
l=3 
l=4 

Figure 1.2: Effective interaction potential of eq. (1.5) in which the hard-wall potential
has been neglected.

where k =
√

2µEcol/h̄ . The scattering cross section can be calculated as the sum of
the cross sections from all partial waves [30]:

σel =

+∞∑

l=0

σl =
4π

k2

+∞∑

l=0

(2l + 1) sin2 δl . (1.7)

Therefore, in order to determine the total elastic cross section and the scattered
wavefunctions, one has to calculate the values of δl for each l by integrating eq. (1.5).
For this calculation, we can consider the different contributions for the two cases
l < L and l > L. If l < L, i. e. in case of Langevin collisions, the particles have
enough energy to pass over the centrifugal barrier and directly scatter on the repulsive
potential. In principle, for these collisions one should add the hard-wall repulsive term
in the potential of eq. (1.5) and integrate it. However, this term cannot be precisely
calculated, and it is usually derived from experimental measurements related to the
molecular potential, such as the energy of a bound state [35]. A possible approximation
is to assume that the phase shifts are isotropically distributed between 0 and 2π, so
that sin2 δl ' 1/2 in eq. (1.7). With this approximation, which is valid for sufficiently
large L [36], each partial wave contributes with σl<L = 2πl/k2. The Langevin cross
section of eq. (1.3) can be obtained by summing all the σl<L for all ls up to L.

Instead, if l > L the particles collide with the centrifugal barrier and δl can be
calculated by integrating eq. (1.5). The solution of the l-dependent integral can be
approximated to [36]:

δl>L ' −
πµ2C4

4h̄4

Ecol

l3
, (1.8)
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and and the cross section contributions can be approximated to (2l+ 1) sin2 δl ' 2δ2
l .

In this case, summing all the contributions for l > L and l > L, we obtain the total
elastic cross section:

σsc = π

(
µC2

4

h̄2

)1/3(
1 +

π2

16

)
E
−1/3
col , (1.9)

scaling with E
−1/3
col .

In this case the collisional rate depends on the collisional energy and scales as
Ecol, differently from the purely classical Langevin treatment. The Langevin classical
approximation of eq. (1.3) is typically valid for processes in which the particles needs
to approach each other to short distances and the contribution of partial waves with
l > L is negligible, e.g. in inelastic processes, see Sec. [1.3]. Otherwise, the elastic
cross section is well described by the semiclassical treatment of eq. (1.9) up to low
collisional energies [21]. At sufficiently low collisional energy and L, the semiclassical
approach fails and exact quantum mechanical calculations show a deviation from the
semi-classical behavior [36].

1.2.2 s-wave approximation

When Ecol is smaller than the height of the l = 1 (p-wave) collisional barrier, i.e.
when L < 1, the partial wave with l = 0 (s-wave) is the only with l < L. When this is
the case, all the partial waves for l ≥ 1 provide a small contribution to the scattered
wavefunction, and one can use the so-called s-wave approximation, for which the total
elastic scattering cross section can be written as:

σel =
4π

k2
sin2 δs = 4πa2

s , (1.10)

where δs is the phase shift evaluated for l = 0 and as a scalar named scattering length.
When eq. (1.10) is valid, the scattering cross section is independent from the

collisional energy and it is described by only one real parameter, i.e. the scattering
length as.

The s-wave approximation is well suited for describing the collisional physics in
most of ultracold atoms experiments [37], and the success of this field relies also on the
possibility of treating atom-atom interactions coherently and to tune them through
Feshbach resonances [3].

Let’s suppose that, in addition to the molecular potential Vbg(R) of the two col-
liding particles, there exists a second molecular potential Vc(R) corresponding to a
different asymptotic channel, see Fig. (1.3). For large internuclear distances, the back-
ground potential Vbg(R) asymptotically connects to two free atoms in the ultracold
gas. For a collision process, having the very small energy Ecol, this potential repre-
sents an energetically open channel, since the two particles have enough energy to exit
the collision from this channel. The other potential Vc(R), instead, represents a closed
channel, since the particles do not have enough energy to exit the scattering process
from it. Nevertheless, the closed channel can support bound molecular states near the
threshold of the open channel.

A Feshbach resonance occurs when the bound molecular state in the closed channel
energetically approaches the scattering state in the open channel. When this is the
case, even weak coupling can lead to strong mixing between the two channels, leading
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col

Figure 1.3: Basic two-channels model for a Feshbach resonance. The phenomenon
occurs when two atoms colliding at energy Ecol in the background channel resonantly
couple to a molecular bound state with energy Ec supported by the closed channel
potential. In the ultracold domain, collisions take place near zero-energy, Ecol → 0.
Resonant coupling can be conveniently realized by magnetically tuning Ec near 0, if
the magnetic moments of the closed and open channels differ. Adapted from [3].

to a significant change of the scattering cross section. If the energy gap between
Vbg(R) and Vc(R) can be tuned with an external parameter B, e.g. an externally
imposed magnetic field (magnetic Feshbach resonance), then the Feshbach resonance
can be used to change the scattering length.

In a magnetic Feshbach resonance, the s-wave scattering length as can be written
as a function of the magnetic field as [38]:

as(B) = abg

(
1− ∆fr

B −B0

)
, (1.11)

where abg represents the off-resonant value for the Vbg(R) scattering length, B0 denotes
the resonance position where the scattering length diverges and ∆fr is the resonance
width.

Magnetic tunable Feshbach resonances have been experimentally observed in most
of alkali-metal species [39, 40], including 6Li [41, 42]. However, for atom-ion interac-
tions, even if Feshbach resonances were theoretically predicted [43] they have never
been experimentally observed for the difficulties encountered in reaching ultracold
regimes with atom-ion systems (the next Section is devoted to explain this issue).

Apart from the fundamental interest in observing quantum effects in the charge-
induced dipole potential, atom-ion Feshbach resonances would be an important tool
in order to reach the maximum grade of control for atom-ion systems. With Feshbach
resonances it would be possible to tune the scattering length and to fully control the
collisional physics of the atom-ion quantum system.

1.3 Ba+-Li: going efficiently to ultracold regimes

In an inelastic collision, the internal state or the chemical composition of the col-
liding particles is changed after the collision. At low energies endothermic reactions
are improbable and energy conservation imposes that the energy difference between
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Figure 1.4: 6Li energy levels diagram.

the initial and the final particles must be released either by the emission of a photon
(radiative processes) or by an increase of the kinetic energy (non-radiative processes).
In atom-ion systems, since in inelastic processes particles must approach each other
to short distances, inelastic scattering events follow the Langevin scattering rate be-
havior [44].

Quantum control of chemical reactions is an important goal in chemistry and
physics and for this reason inelastic processes were amply studied in atom-ion sys-
tems [18, 45]. However inelastic reactions, especially non-radiative ones, provide a
heating mechanism in atom-ion systems [46]. Additionally, in case of chemical reac-
tions, the composition of the atom-ion mixture changes, causing an interruption of
the experiment [47].

In order to prevent these inelastic processes in our experiment, we planned to use
138Ba+ as the charged particle and fermionic 6Li as neutral atom. In this section I
will firstly describe the atomic structures of these two species and then I will list the
inelastic processes that are typical in atom-ion systems, specifying how they could be
prevented by choosing a 138Ba+-6Li combination.

1.3.1 Li atoms: properties and energy levels

Lithium is an alkali metal with atomic number 3. The energy levels diagram of 6Li
is sketched in Fig. (1.4). As all the alkali atoms, it has dipole transitions from the
ground state S1/2 to the excited states P1/2 and P3/2, which are traditionally named
D1 and D2 transitions respectively. D1 and D2 are very close in frequency: their
frequency difference is approximately 10 GHz.

6Li is one of the two stable fermionic atoms among the alkali metals, together with
40K. It has just one s-electron in the outer shell (~S = 1/2 and ~L = 0) and nuclear
angular momentum ~I = 1. It follows that the vector ~F = ~I + ~S + ~L has half integer
values from which derives its fermionic nature and the rich hyperfine structure shown
in Fig. (1.4). Laser cooling in Lithium is particularly convenient since it has accessible
transitions in the visible range. But the main interest in using 6Li is because of the
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Figure 1.5: 138Ba+ energy levels diagram.

presence of several broad Feshbach resonances among the two lowest hyperfine levels,
one of which located at 834 Gauss [48, 49]. This property makes 6Li one of the best
systems for observing fundamental phenomenons in strongly correlated fermions, like
the BEC-BCS crossover and the growth of magnetic phases [50, 51].

1.3.2 Ba+ ions: properties and energy levels

Neutral Barium is an alkaline earth metal with atomic number 56. It has high chemical
reactivity, so it can not be found in nature as a free element and, when exposed to
air, it quickly reacts with the molecular oxygen to form Barium oxide. 138Ba is the
most abundant stable isotope in nature with a percentage of about 72 % [52].

The ionized 138Ba+ has an atomic level structure similar to that of alkali metals: it
has the electronic configuration of the xenon with an additional electron in the 62S1/2

state. Since its nuclear spin is null, it does not have a hyperfine structure. The atomic
levels of 138Ba+ are shown in Fig. (1.5). As for Lithium, also in the case of Barium
ions the wavelengths for addressing its lower transitions are all in the visible region of
the electromagnetic spectrum.

Ba+ is one of the first atomic ions that was trapped [53] and nowadays 138Ba+

ions have been successfully trapped by several groups.

1.3.3 Inelastic collisions

In approximately 10 years of experimental atom-ion physics, several inelastic processes
were observed and characterized. Here in the following, I provide an overview of the
most relevant ones, and explain why a 138Ba+-6Li will be exempt from most of them.

Charge-exchange processes

A charge-exchange process is a collision after which the initial atom and ion “exchange”
an electron [44, 54]:

A+ +B → A+B+ .

Charge transfer can occur in atom-ion collisions both in radiative and non-radiative
processes, characterized with different probabilities that depend on the electronic state
of the colliding particles [44]. In principle, the newly formed ion B+ can be trapped
after its creation, depending on the mass and the final energy of the charged particle.
In heteronuclear collisions, non-radiative charge-exchange processes typically release
enough energy that the newly formed B+ ion escape the trap.
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In experiments in which several ions are trapped, the occurrence of a charge-
exchange process can be revealed by the presence of a dark ion in the Coulomb crys-
tal [47]. Otherwise, if the new ion B+ escapes from the trap, the process is revealed
simply by the loss of the ion A+ from the trap [55]. In both cases the original physical
system is modified, and the atom-ion system must be re-loaded.

In the case of Ba+ and Li, charge-exchange collisions of the type Ba+ + Li →
Ba + Li+ cannot occur when the atoms are in their electronic ground state, since the
Ba + Li+ composite system has an energy 0.2 eV higher than the Ba++Li one.

Three body recombinations

A three body recombination is a mechanism for which a diatomic molecule is formed
in the presence of a third particle that absorbs a portion of the momentum:

A+ +B +B → A+ +B2 .

In this kind of processes the momentum conservation is guaranteed by the presence
of the ion during the molecule formation [56]. The reaction is non-radiative and the
binding energy of the molecule is transformed into kinetic energy of the colliding
particles.

Since the atom-ion interacting potential is long-ranged and attractive, even at low
temperature there is a relevant probability for two atoms to interact simultaneously
with the same ion as reaction center. This leads to the ion heating up in addition to the
loss of the two reactant neutral atoms. In our experimental system, however, three-
body recombination reactions (Ba+ + Li + Li→ Ba+ + Li2 but also Ba+ + Li + Li→
LiBa++Li) will be strongly suppressed at sufficiently low temperatures by using a spin
polarized gas of 6Li, since the Pauli principle does not allow two identical fermions to
undergo an s-wave collision.

Collisional quenching

Quenching collisions are inelastic collisions in which one or both particles in the atom-
ion pair undergo a relaxation of the internal state [18, 55]:

A+ +B∗ → A+ +B ,

where the superscript ∗ indicates a particle in an excited internal level.
These effects may reduce the lifetime of the ions’ excited states, thus affecting

processes in which metastable excited states are used like in ion-based clocks [57]. In
our case, collisional quenching of the kind Li∗ + Ba+ → Li + Ba+, will be avoided
by using atoms in the absolute ground state, i. e. |F = 1/2,mF = 1/2〉 for 6Li, see
Fig. (1.4).

A particular type of quenching collisions are spin-exchange and spin-relaxation
processes. These mechanisms can cause a loss of coherence in the system and, in case of
non-radiative processes, an increase of the kinetic energy of the particle. The problem
of controlling spin-exchange processes is particularly relevant, for instance when a
qubit is encoded in an ion’s internal state, since quenching reduces the coherence of
the qubit itself [58, 59].

In our experimental setup both Zeeman sublevels of the ion’s ground state mani-
fold, |mJ = 1/2〉Ba and |mj = −1/2〉Ba, in which we could encode a qubit, are stable



CHAPTER 1. ATOM-ION INTERACTIONS 14

m  = -1/2f

m  = +1/2f

m  = -1/2j

m  = +1/2j

Ba+

Li

m  = -1/2j

m  = +1/2j

m  = -1/2f

m  = +1/2f
Li

Ba+

Forbidden 
by energy 

conservation

Forbidden by 
angular momentum 

conservation

a) b)

Figure 1.6: Suppression of spin-exchange processes with Ba+ and Li atoms prepared in
the absolute ground state. (a) The reaction |F = 1/2,mF = 1/2〉Li |mJ = −1/2〉Ba →
|F = 1/2,mF = −1/2〉Li |mJ = 1/2〉Ba is forbidden because of energy con-
servation. (b) The reaction |F = 1/2,mF = 1/2〉Li |mJ = 1/2〉Ba →
|F = 1/2,mF = 1/2〉Li |mJ = −1/2〉Ba is forbidden because of angular momen-
tum conservation.

against s-wave collisions with an ultracold Fermi gas of 6Li in the |F = 1/2,mF = 1/2〉Li

state, since (see Fig. 1.6):

1. The reaction

|F = 1/2,mF = 1/2〉Li |mJ = 1/2〉Ba → |F = 1/2,mF = 1/2〉Li |mJ = −1/2〉Ba

is forbidden because of angular momentum conservation. It can occur only
through spin-orbit coupling in a collision with contributions from partial waves
with angular momentum l > 0 (spin-relaxation [59]), which are strongly reduced
in the ultracold regime.

2. The reaction

|F = 1/2,mF = 1/2〉Li |mJ = −1/2〉Ba → |F = 1/2,mF = −1/2〉Li |mJ = 1/2〉Ba

is forbidden because of energy conservation. The process is endothermic: since
the Landé g-factor has a different sign for the F = 1/2 state of 6Li and the J =
1/2 state for 138Ba+, the energy Efin of the |F = 1/2,mF = −1/2〉Li |mJ = 1/2〉Ba

state is larger than the energy Ein of the |F = 1/2,mF = 1/2〉Li |mJ = −1/2〉Ba

state. With a magnetic field of only one Gauss the evaluated energy difference is
(Efin −Ein) ' 200 µK× kB, an energy that is 20 times the height of the p-wave
centrifugal barrier, and therefore much larger than the collisional energy in case
of ultracold collisions.

1.4 Applications of ion-atom systems

Currently, more than ten experimental groups in the world are currently building or
have already reported on experiments with cold atoms and ions [14]. These experi-
ments have so far mainly explored atom-ion collisions in the cold regime by charac-
terizing the effects of elastic and inelastic collisions [22]; only very recently a group
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has reported the observation of atom-ion collisions just above the p-wave centrifugal
barrier [60]. Elastic atom-ion collisions lead to sympathetic cooling of the ions since
the atoms are typically much colder [21, 47]. Although sympathetic cooling has been
observed by many groups, it has not yet been sufficient to bring atom-ion temperature
to the ultracold regime; in the next chapter I will explain the mechanisms causing this
limitation. Nevertheless, many groups have instead focussed their investigations in
the study of inelastic processes, including chemical reactions like charge-exchange pro-
cesses [44, 54, 61], molecule formation [55], collisional quenching of excited levels [18],
and spin relaxation and spin exchange [59]. Interestingly, sympathetic cooling was
successfully used to cool the internal state of a molecular ion to its vibrational ground
state [62].

The field of atom-ion hybrid systems is thus very active, and several proposals
have been made to use this type of systems to advance various fields of research: from
molecular physics [17] to quantum computation [63], to many-body physics [15]. In
this section, some of the most interesting applications for experiments with ultracold
atom-ion quantum mixtures are listed.

1.4.1 Quantum simulation

The use of even small-scale but controllable quantum systems may offer a route to
efficiently simulate other quantum systems that could be very hard to describe ana-
lytically or numerically on classical computers. This idea dates back to the 1980s and
in particular to Richard Feynman, who pointed out that the proper way of simulating
quantum physics would be by making use of a quantum machine instead of a classical
computer [64].

Both trapped ions and cold atoms, as separate systems, have successfully been
employed as quantum simulators. Neutral cold atoms can be prepared in ensembles of
many thousands of particles (either bosons or fermions), which can be simultaneously
manipulated and be arranged in spatially periodic structures, i.e. optical lattices, for
instance to simulate the behavior of electrons in a solid [65]. Trapped ions, instead,
form much smaller ensembles of particles that do not experience contact interactions
because of Coulomb repulsion. Nevertheless, ion-ion “interactions” can be initiated
with the mediation of light fields, which make it possible to simulate models with long
range interactions [9].

In an atom-ion system, the presence of a new type of long-range interaction makes
it possible to conceive new methods for emulating condensed matter models. Recently,
it was suggested to use a one-dimensional crystal of trapped ions to create a quasi-
periodic potential for ultracold atoms and induce a band structure [15] or, for instance,
to use atom-ion mixtures for simulating bosonic Josephson junctions [16].

The main advantage of using an ion crystal to create a quasi-periodic potential
for ultracold atoms instead of an optical lattice, is that the atomic degrees of freedom
couple to phonons of the ion lattice, thus emulating a natural thermally excited solid-
state system [66]. If we were able to realize systems such as degenerate Fermi gases
interacting with localized ions in a crystal, then it would be possible to enable the
investigation of models based on localized impurities like the Anderson model [19]
and, in the presence of a spin-exchange term, of Kondo physics [20].
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Quantum chemistry and astro-chemistry

Quantum simulators based on atom-ion hybrid systems can be employed to investi-
gate fundamental chemical reactions and they could represent a useful toy-model for
quantum chemistry and astro-chemistry researches.

Ion-neutral interactions have a longer-range character as compared to atom-atom
interactions and ionic species can be manipulated and detected at the single particle
level. This makes it possible to investigate internal state-controlled chemical reactions
with a few particles at a time [18, 22, 45]. Additionally, sympathetic cooling can be
an effective method to cool molecular ions to their ground state [62], leading to the
possibility of performing molecular spectroscopy.

Ions are ubiquitous in space and are potentially responsible for the formation
of increasingly complex interstellar molecules [67, 68]. Typical temperatures of the
interstellar clouds are between a few to several Kelvin. Thus, the knowledge gained
about cold collisions and especially chemical reactions using cold hybrid ion-atom
experiments can be instructive for better understanding chemical transformations of
ions in space [23].

1.4.2 Quantum computation

An important application for ultracold systems of trapped atoms and ions is quantum
computation. Both trapped ions [69, 70] and neutral atoms [71, 72] have been identi-
fied as good candidates for implementing a quantum computer, since they are closed
quantum systems that have a very long decoherence time and in which entanglement
can be realized with external fields such as lasers. Trapped ions were defined as one
of the most promising physical systems for implementing quantum computation [73],
even if scaling current machines to a large number of qubits is a tough technological
issue [74].

Ultracold atoms in a trapped ion quantum computer could act as a coolant that
is transparent to the wavelengths used for manipulating the ions, and that could
continuously cool a trapped ion quantum computer, which in principle could operate
without stopping the operation for cooling the particles. Additionally, ions have been
proposed as a tool to create entanglement on demand in an array of atoms loaded in
an optical lattice [63], and to measure the atoms at the single particle level [75].

1.4.3 Metrology

In recent years, optical clocks were demonstrated to be the most stable and accurate
clocks in the world [76]. Several atoms [77] and ions [78, 79] have been investigated
as optical clock candidates.

Atom-ion systems can provide a novel platform to study some of the open problems
in ion-based clocks. For instance, studying atom-ion interactions at both quantum and
classical level could help in improving the estimate of the frequency shift due to col-
lisions with background particles in ion-based clocks. The longer-ranged interaction
potential with neutral particles makes the ions more sensitive to collisions with par-
ticles of the background gas. However, at the moment, the estimate of background
collisional shift is only based on theoretical calculations [80] and precision measure-
ments have been so far realized only in atom-based clocks [81].
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Moreover, in ion-based clocks the particles are trapped using radio-frequency fields
and their dynamics is affected by micromotion, see Sec. [2.2]. The Doppler shift caused
by micromotion is currently one of the largest contributions to the overall uncertainty
in state-of-the-art ion-based clocks [82].

The effects of atom-ion collisions in the presence of micromotion are currently
the best method to measure micromotion in RF traps [83]. Therefore, atom-ion in-
teractions could be used to improve the performances of ion-based optical clocks by
providing a more accurate measurement of the micromotion affecting the ion.



Chapter 2

Realizing an atom-ion quantum
system

In the previous chapter I showed the basics of atom-ion interaction and why it can
represent a new “knob” in the atomic physics toolbox for advancing different fields
like quantum simulation and quantum computation. In particular, I showed how the
atom-ion pair we chose for our experiment, i.e. Ba+ and Li, is protected by energy
and momentum conservation from inelastic scattering processes like charge-exchange
collisions. In this chapter I will provide more details about our Ba+-Li machine, and
our strategy to reach the s-wave regime with this mixture.

2.1 Cooling Lithium

In atomic physics, the manipulation of atoms is managed in the most part using
interactions between atoms and electromagnetic fields. By tuning the electromagnetic
field parameters, like the intensity and the frequency, it is possible to engineer the
atomic interaction hamiltonian and to exert a high level of control over the atoms
motion.

Lasers constitute an exceptional tool in order to manipulate atoms: they can
produce a coherent electromagnetic wave with a narrow frequency spectrum. When
the mean atomic orbital dimension, typically on the order of the Bohr radius a0, is
much smaller than the electromagnetic wavelength λl, then it is possible to work in
electric dipole approximation. Let’s consider a hydrogen-like atom, i.e. an atom with
only one electron in the outer shell. Then the Hamiltonian of an atom in the presence
of an electromagnetic field ~E(t) is:

Hatom = H0 + VAL , (2.1)

where H0 is the unperturbed atomic hamiltonian and VAL = −~d · ~E(t), with d = −e0~r
the atomic electric dipole and r the electron position, is the electric dipole interaction
hamiltonian between the laser and the atom.

In our application it is reasonable to work in the the following approximations:

1. The laser wavelength λl is much bigger than the length-scale of the atomic
wavefunction. In this way it is possible to treat the atom as localized and to treat

the atomic position operator ~̂Ra as a classical variable ~Ra, by approximating it

18
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to its mean value. In this approximation the electric field perceived by the atom
will be:

~E( ~Ra, t) = E0~ε( ~Ra) cos (ωlt+ ξ( ~Ra)) , (2.2)

where ~ε( ~Ra) is the laser electric field polarization, ωl is its angular frequency,
E0 its amplitude and ξ(~R) its phase.

2. If the laser’s angular frequency ωl is such that ωl ' ω0, where h̄ω0 = Ee −Eg is
the energy gap between the atom ground state |g〉 of energy Eg and one of its
excited atomic levels |e〉 of energy Ee, then the hamiltonian contribution due to
other excited states can be neglected and the atom can be treated as a two level
system. The difference between the angular frequencies of the laser and of the
atomic transition is called detuning: δ = ωl − ω0.

3. I will consider the atom stationary during the atom-light interaction. This as-
sumption is correct if the typical timescales of the internal atomic degrees of
freedom are much shorter than the evolution timescales of the external dynam-
ics of the atom. This condition is verified if ωrecoil � Γ, where Γ is the linewidth

of the atomic transition |g〉 → |e〉 and ωrecoil =
h̄k2l

2Matom
is the recoil frequency

associated with a laser with kl = 2π
λl

and an atom of mass Matom.

With all these approximations it is possible to calculate the mean atomic force
that the laser exerts on the atom [84]:

~Fal = − h̄
2

(~∇ ~Ra
Ω)Ust +

h̄Ω

2
(~∇ ~Ra

ξ( ~Ra))Vst , (2.3)

where

Ust = Ω
δ

Γ2

4 + δ2 + |Ω|2
4

,

Vst = Ω
Γ
2

Γ2

4 + δ2 + |Ω|2
4

,

(2.4)

(2.5)

and Ω =
e0~µeq ·~ε

h̄ is the Rabi frequency and ~µeq is the dipole moment of the transition.
The first term of eq. (2.3) is called reactive force or optical dipole force and it

arises from the non-absorptive interaction between light and atoms. The second term
of eq. (2.3) is called dissipative force or radiation pressure force, associated with the
transfer of momentum from light to atoms in a resonant scattering process [85].

2.1.1 The Zeeman Slower

The Zeeman Slower (ZS) is a first application of the radiation pressure force of eq. (2.3)
in our experiment. The Lithium gas is created for evaporation from a solid sample
in an oven at high temperature TLi,Oven ' 650 K for creating an adequate vapor
pressure [48]. In the oven, the particles at temperature T follow a Maxwell-Boltzmann
distribution:

fMB(vx, vy, vz) = (
mLi

2πkBT
)3/2e

−
mLi(v

2
x+v2y+v2z)

2kBT , (2.6)

and their mean velocity in a certain direction, e.g. z-axis, is v̄ ' 800 m/s at TLi,Oven.
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Figure 2.1: (a) Rendering of a ZS solenoid and scheme of the ZS working princi-
ple. The atoms are evaporated in an oven at TLi,Oven and an array of nozzles (not
shown) creates a first velocity selection in the directions perpendicular to the ZS sym-
metry axis. A proper magnetic field is generated by the solenoid. The laser beam,
counter-propagating with respect to the atomic beam, decelerates the atoms along
the z direction. (b) Magnetic field along the ZS optical axis. In blue the theoretical
magnetic field of eq. (2.9) with z̈ = z̈max = h̄klΓ

2mLi
, where Γ is the natural linewidth of

the used atomic transition and vmax ' 830 m/s. The simulated magnetic field gener-
ated by the ZS solenoid in figure (a). (c) Velocity trajectories along the z-axis for the
simulated magnetic field in picture (b). Each blue line corresponds to a particle with
a different initial velocity. Particles with velocities higher than about 800 m/s are not
decelerated.

The Zeeman Slower (ZS) is an experimental apparatus to longitudinally cool a
beam of atoms from hundreds of Celsius to a few Kelvin [86]. Typically, a first velocity
selection is done using some micro-tubes called nozzles which select the atoms with
small speed components vx,vy in the directions perpendicular to the ZS optical axis
z. The nozzle velocity selection leaves unchanged the velocity distribution along the
z-axis. The idea of the Zeeman slower is to slow an atomic beam in one direction by
exerting radiation pressure on the atoms over a large distance by compensating the
reduced Doppler shift of the slowed atoms with an additional magnetic field. Then
the Zeeman slower is composed by two elements: a special solenoid that creates a
tailored magnetic field B(z) and a laser with angular frequency ωl, propagating along
the z-axis (see Fig. (2.1)).

The shape of the required magnetic field can be found imposing the condition of
maximum decelerating force acting on the atoms. From eq. (2.5), we know that the
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Figure A.4: Magnetic-field dependence of the 2 2S1/2 ground state of 6Li.

identical to those obtained from the analytical results above. The computer code

that generated these results is given in Section C.2.

As the field strength continues to grow, eventually the hyperfine energy can be

neglected and the eigenstates are those of the Zeeman Hamiltonian. At this point,

we can treat the atoms in a pure product state basis |JmJ⟩ |ImI⟩. Each ket is

treated independently with respect to the Zeeman effect—in other words (A.13)

becomes:

∆Ez =
µB

!
(gJmJ + gImI)B. (A.18)

At this point, the states are arranged into spectroscopic triplets (the normal Zeeman

effect). Further, since gJ ≫ gI , for sufficiently large fields, the nuclear contribution

APPENDIX A. PROPERTIES OF 6LI 240

!" #

!$ #

!% #

!& #

#

& #

% #

$ #

" #

!

"

#

$

%

&

'

(

)

*

+

,

'

-

.

/

0

1

' #( #" #$ #% #& ##

.2 % "#,*3'4*#56 '-71

Figure A.5: Magnetic-field dependence of the 2 2P1/2 excited state of 6Li.
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Figure A.6: Magnetic-field dependence of the 2 2P3/2 excited state of 6Li.

a) b)

Figure 2.2: a)Magnetic-field dependence of the 22S1/2 ground state of 6Li. (b)
Magnetic-field dependence of the 22P3/2 excited state of 6Li. Adapted from [48].

dissipative force has a maximum when the effective detuning ∆eff is zero, with:

∆eff = ωl − ω0 + klv −
∆Ehs(B)

h̄
, (2.7)

where ∆hsE(B) is the hyperfine splitting of the cooling transition, dependent on the
magnetic field, v is the atom speed, and klv is the Doppler shift.

For 6Li atoms, as shown in Fig. (2.2), both the ground state and the excited
state hyperfine levels enter the high field regime, also called Paschen-Back regime, for
magnetic fields larger than 100 Gauss for the ground state and larger than 3 Gauss
for the excited one. In the Paschen-Back regime, the hyperfine splitting among these
states can be written as ∆Ehs(B) = ∆µ · B, with ∆µ a constant dependent on the
Zeeman sub-levels selected for the transition.

Working in the condition for zero effective detuning, i.e. putting ∆eff = 0 in
eq. (2.7), we obtain the expression for the magnetic field:

B =
h̄

∆µ
(δ + klv) , (2.8)

which, with the help of the kinematic formula at constant deceleration z̈, v2(z) =
v2

max − 2z̈z, gives us an expression of the form [87]:

B(z) =
h̄

∆µ
(δ + kl

√
v2

max − 2z̈z) , (2.9)

where vmax represents the maximum velocity which is slowed down by the slower. In
Fig. (2.1 b) is represented the ideal parabolic magnetic field behavior of eq. (2.9).
Atoms with a speed larger than vmax will never be resonant with the laser radiation
and will be lost. The atoms with vz ≤ vmax, instead, will be resonant with the laser
beam in one point along the z-axis and, starting from there, they will be decelerated.
In Fig. (2.1 c) I show an example of atoms trajectories in a ZS, calculated numerically
with Wolfram Mathematica.
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2.1.2 Optical molasses

By combining two counter-propagating, red detuned plane waves, it is possible to
create a viscous force for cooling atoms [88]. The dissipative force term in eq. (2.3)
can also be written, for an atom of velocity ~v, as:

~FD =
h̄~kΓ

2

s

1 + s+ 4(δ−~kl·~v)2

Γ2

, (2.10)

where the parameter s is defined as s = 2|Ω|2
Γ2 = I

Isat
with Isat is the saturation intensity.

For the same atom with velocity ~v illuminated by two counter-propagating laser
beams at the same angular frequency ωl, the total dissipative force at which it is
subjected is:

~Ftot =
h̄~kΓ

2

(
s

1 + s+ 4(δ−~kl·~v)2

Γ2

− s

1 + s+ 4(δ+~kl·~v)2

Γ2

)
. (2.11)

Working with small intensities s� 1, and expanding the eq. (2.11) for small velocities
|~kl · ~v| << Γ, δ, the total force takes the form of a viscous force:

~Ftot = −αmol~v + o(v3) , (2.12)

where

αmol = −8h̄k2
l s

δ
Γ

1 + 4δ2

Γ2

, (2.13)

is the damping factor.
However, there is a limit in how much an optical molasses can cool an atomic

sample. This limit is due to the fact that, while the interaction with photons cools
the atoms as a viscous force, the random recoil of the atom, due to the spontaneous
emission, makes the atoms acquire a random momentum h̄kl and induces a heating
mechanism. The limit is reached when the cooling rate is comparable to that of
the spontaneous emission and the atom performs a random walk of step size h̄kl in
momentum space. The limit temperature for an optical molasses coincides with the
equilibrium between these two opposing effects, corresponding to :

T =
h̄Γ

4kB

1 + (2δ
Γ )2

2|δ|
Γ

, (2.14)

which for |δ| = Γ
2 has its minimum:

TD =
h̄Γ

2kB
. (2.15)

This limit temperature is usually called Doppler temperature, and in the case of
6Li it’s on the order of 140 µK.

Mechanisms that can be used to cool an atom to a temperature lower than the
Doppler cooling limit are called sub-doppler cooling. An example of sub-doppler cool-
ing is the Sisyphus cooling, which can be achieved in an optical molasses in which the
two counter-propagating laser beams have orthogonal polarization [89, 90].
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2.1.3 The magneto-optical trap

Since the force in a molasses is just a viscous one, atoms cannot be trapped in it and
after some time spent in the molasses they will escape from it. In order to confine
the atoms one can superimpose in each spatial direction a magnetic field gradient
to two counter propagating beams with opposite circular polarizations [91]. This
configuration forms the so-called Magneto-Optical trap (MOT) and it is the most
convenient method to create relatively large clouds formed by 108–109 particles at
cold temperatures [92].

In the one-dimensional case, the MOT configuration consists of two counter prop-
agating red detuned laser beams with opposite circular polarization, right-handed σ+

and left-handed σ−, with the addition of an inhomogeneous magnetic field. The field
magnitude is zero in the center of the trap and increases linearly along the direction
of propagation of the beams, e.g.

~B(z) = b̃~z , (2.16)

where b̃ is the magnetic field gradient. For simplicity, I will consider a scheme for an
atom with ground state with total angular momentum F = 0 and an excited one with
F ′ = 1 moving in one direction, see Fig. (2.3). The atomic levels will be affected by
Zeeman shifts, the amplitude of which depends on the atoms position along z. As
a consequence, the hyperfine energy levels of the atom will be shifted by an amount
∆E = µ′b̃z, with µ′ = µBgF ′mF ′ , µb = e0h̄

2me
the Bohr magneton, gF ′ the hyperfine

Landé factor and mF ′ is the projection of F ′ on the quantization axis. As shown in
Fig. (2.3), the effect of the Zeeman shift is to make resonant to the red-detuned lasers
only the atoms that are moving away from the trap center, as if there were a restoring
force towards the center of the trap.

By inserting the Zeeman shift in eq. (2.11) and expanding it for small |v| and z in
s� 1 approximation, the total force can be written as [85]:

Ftot = −mLiω
2
MOTz − αmolv + o(z3, v3) , (2.17)

where the parameter αmol is defined in eq. (2.13) and:

ω2
MOT =

gF ′µB b̃

h̄klmLi
αmol . (2.18)

In the case of red detuning δ < 0, eq. (2.17) describes a damped harmonic oscillator
motion. Furthermore, by tuning the slope of the MOT magnetic field it is possible to
choose the trap radius of capture. For a fixed radius of capture rcap, the value for the
magnetic field gradient is found by imposing a resonance condition between the beam
and an atom at rest at a distance rcap from the MOT center:

b̃ =
h̄|δ|
µ′rcap

. (2.19)

For a fixed radius of capture rcap and, consequently, for a fixed magnetic field gradi-
ent b̃, it is possible to demonstrate that only atoms with velocity |v| ≤ vcap can be
trapped [84]:

vcap =
h̄2k2

l

µ′b̃

Γ

2mLi

s

1 + s
. (2.20)
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Figure 2.3: Principle of the MOT. The atoms perceive a restoring force towards the
center of the trap in addition to the viscous force of a standard optical molasses. This
restoring force is due to the fact that the beams circular polarization makes the atoms
scatter photons from the counter propagating laser beam.

Typically the 6Li MOT is implemented by using the D2 transition because it has
no dark states. For instance, if we set a magnetic field gradient b̃ ' 25 Gauss/cm and
MOT beam intensities such that s = 2, then the capture velocity is around 250 m/s.

Nevertheless, it is necessary to use two laser frequencies in order to avoid dark
states: the cooling laser near resonant to the 2S1/2 F = 3/2 → 2P3/2 F ′ = 5/2
transition and a repumper light acting on the 2S1/2 F = 1/2 → 2P3/2 F ′ = 3/2
transition, which depopulates the state 2S1/2 F = 1/2 on which atoms may decay
from the excited state of the cooling transition, see Fig. (1.4). However, when the
D2 line transition is used, the sub-Doppler cooling is not efficient and a temperature
below the Doppler one cannot be reached. This is due to the small energy separation
of the levels of the excited state, which doesn’t allow to have any closed transition.
The optical pumping scheme is so inefficient and consequently a typical value of the
temperature in a lithium MOT is of the order of 1–2 mK, one order of magnitude
larger than the Doppler limit [87].

2.1.4 Compressed MOT and grey molasses

In order to reduce the temperature and the size of the cloud it is possible to create
a so-called compressed MOT stage (CMOT). In the CMOT the repumper intensity
is reduced with respect to the optimal MOT operation, typically around 1–2% of the
initial value. At the same time the gradient of the MOT magnetic field is increased.
After a short period of time, all the atoms spend most of the time into the 2S1/2 F =
1/2 state and so the scattering of photons from the cooling beams is reduced. In this
way also the heating effect is reduced. The CMOT stage optimizes the compression
and the cooling of a cloud that is first loaded into a MOT, but it works for a limited
amount of time, since eventually the atoms will escape from the trap because the
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poor interaction with light significantly increases the rate of loss of atoms. In other
experiments with 6Li temperatures on the order of 300 µK were observed at the end
of a CMOT phase [87].

After a CMOT phase, atoms are typically transferred into a trapping potential,
e.g. magnetic or optic, that does not use light scattering for its operation. Before
doing so, it is common to perform a short stage of optical molasses without magnetic
field, optimized to lower as much as possible the atoms temperature by using laser
cooling [84].

In a standard optical molasses the main problem that prevents to reach the Doppler
temperature limit is that the atoms are trapped in states that do not prevent their
mutual interaction. The fact that trapped atoms emit a lot of spontaneous photons
that can be reabsorbed by other atoms can lead to a repulsive force and a heating
effect on the sample. On the other hand, atoms in a dark state do not interact with
light at all and cooling them using interactions with light will be impossible. The
solution is to use a weakly interacting state with light, a so-called gray state for which
the light interaction is present but the probability of absorbing a scattered photon is
significantly lower. This cooling technique is called gray molasses [93, 94].

For 6Li atoms the gray-molasses cooling was experimentally proved using the D1
transition [95]. This method is based on the combined effect of a standard gray mo-
lasses, working on the D1 (2S1/2 → 2P1/2) transition, and velocity-selective coherent
population trapping [96] in a Λ-type three-level system. Following the experimental
procedure described in [95] it is possible to obtain a sample of about 7× 105 atoms at
temperature of about 40 µK, far below the Doppler temperature.

2.1.5 Evaporative cooling

After having cooled and compressed the atomic sample using CMOT and gray-molasses,
the atoms can be confined in a magnetic or optical trap, and all near-resonant laser
fields are turned off. In the following, I will discuss the principle of operation of an
optical dipole trap, since this is the trapping potential that we are going to use in our
experiment.

Optical dipole traps rely on the electric dipole interaction with far-detuned light
and they have trap depths typically in the range of the millikelvin. In these traps
the atoms are spatially confined by the optical dipole force of eq. (2.3), which can be
written as [27]:

~Fdip(~r) = ~∇Udip(~r) , (2.21)

where

Udip(~r) =
h̄δ

2
log

(
1 +

Ω2

2

δ2 + Γ2

4

)
. (2.22)

In far-detuning approximation, i.e. when δ � Γ, |Ω|, the dipole potential is directly
proportional to the laser intensity I

Udip(~r) = − 1

2ε0c
Re(αp)I =

h̄Ω2

4δ
, (2.23)

where αp is the so-called atomic polarizability [27]. It follows that for red-detuned
laser beams the atoms will be attracted to a maximum of the laser intensity I(~r),
instead for blue-detuned lasers they will be attracted to the minimum intensity. As a
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result, a single gaussian beam works as a trap for the atoms only if it is red detuned
with respect to the main transitions.

The temperature of the atoms in a dipole trap can be efficiently reduced by per-
forming the so-called evaporative cooling. Evaporative cooling, originally proved with
magnetically trapped hydrogen [97], relies on the selective removal of high-energetic
particles from the trap and subsequent thermalization of the remaining particles
through elastic collisions [92]. At low collisional energies, elastic collisions can be
parametrized with only one single parameter, the scattering length as, and the cross
section takes the form of eq. (1.10).

The evaporative cooling technique allows to reach the fermionic degeneracy for
the atoms [98]. The evaporative cooling timescale is inversely proportional to the
collisional rate Γcol. The collisional rate is proportional to the cross-section σel, see
Sec. [1.2]. At zero magnetic field the collisional rate is not sufficiently high to perform
an efficient evaporative cooling for 6Li in reasonable times. Feshbach resonances must
be used in order to enhance the scattering cross-section and to implement an efficient
evaporative cooling [48, 99].

2.2 The Paul trap

The Paul trap is a standard experimental method to trap ions, widely used in the
atomic physics community in experiments with atomic ions, molecular ions, and even
mesoscopic objects [100]. A Paul trap can have trap depths on the orders of thousands
of Kelvin and, for this reasons, charged particles can be trapped almost indefinitely
in time. The Paul trap is the easiest method to trap a charged particle, and in all the
atom-ion experiments reported so far the ion was trapped in a Paul trap.

2.2.1 Paul trap working principle

The Earnshaw theorem states that it is not possible to maintain in stationary equilib-
rium charged particles by using an arrangement of purely static electric fields [101].
A possible way out is to use oscillating fields, e.g. radiofrequencies (RF), in addition
to static DC fields to create a confining potential. This is the principle of the RF trap
(or Paul trap).

Let’s consider an electric potential created by the combination of an RF and a DC
quadrupole potential:

Φtot(~r, t) = ΦRF(~r, t) + ΦDC(~r)

= ΦRF(αx2 + βy2 + γz2) cos(ωRFt) + ΦDC(α′x2 + β′y2 + γ′z2) ,
(2.24)

where ωRF is the RF frequency and the sets of real coefficients (α, β, γ) and (α′, β′, γ′)
must satisfy the Laplace equations ∇2ΦRF(~r, t) = 0 and ∇2ΦDC(~r) = 0 [103].

Of the possible sets of values for the parameters (α, β, γ) and (α′, β′, γ′), let’s
consider the case of α = −β, γ = 0 and α′+β′ = −γ′. This configuration is the one of
the so-called linear Paul trap (see Fig. (2.4)) in which the radiofrequency is provided
by linear rods parallel to the z-axis, so that in principle there is at the center of the
trap no RF field along z. The DC fields are provided by additional electrodes (called
endcaps) that can be placed, for instance, along z. The full potential of eq. (2.24) can



CHAPTER 2. REALIZING AN ATOM-ION QUANTUM SYSTEM 27

18 CHAPTER 1. EXPERIMENTAL SETUP

The electric field E⃗0(r⃗) is linearly approximated by

E⃗0(r⃗) = E⃗0(r⃗m) + δr⃗

[
∂E⃗0(r⃗)

∂r⃗

]

r⃗=r⃗m

. (1.5)

Now the mean force on the ion over one oscillatory period 2π/ΩT is calculated,

F⃗ (r⃗m) =
〈
F⃗ (r⃗)

〉
= Q

〈
E⃗(r⃗)

〉
= Q

[
∂E⃗0(r⃗)

∂r⃗

]

r⃗=r⃗m

Q E⃗0(r⃗)

2m Ω2
T

. (1.6)

With the usual convention

F⃗ (r⃗m) = −∇⃗U(r⃗m) (1.7)

the pseudopotential U(r⃗m) can now be defined as

U(r⃗m) =
Q2E⃗2

0(r⃗m)

4m Ω2
T

. (1.8)

This result of the pseudo potential approximation is for a general electric field geometry and

the motion an ion exhibits due to U(r⃗m) is usually termed secular motion.

1.2.2 Linear RF-Quadrupole Trap Potential

Figure 1.3: Schematic configuration of the trap electrodes. Four parallel rods define an electric
field with a dominating quadrupole term in the centre of the trap. Two opposing rods are on
an oscillating electric potential (RF) the other two on ground (GND). The distance from the
centre of the trap to the surface of an electrode is R.

In the linear Paul trap configuration, which we use in our experiment, the electric RF

potential is defined by four electrodes arranged as in Fig. 1.3, with the diagonally opposing

electrodes being on the same voltage. The applied voltage difference between the two diagonal

Figure 2.4: Schematic configuration of the trap electrodes. Four parallel rods define
an electric field with a dominating quadrupole term in the centre of the trap. Two
opposing rods are on an oscillating electric potential (RF) the other two on ground
(GND). The distance from the centre of the trap to the surface of an electrode is R.
Adapted from [102].

be written as [103]:

Φtot(~r, t) =
φRF

2

κRF

R2
RF

(x2 − y2) cos(ωRFt) +
φDC

2

κDC

R2
DC

(2z2 − x2 − y2) , (2.25)

where φRF is the RF amplitude, φDC is the potential applied on the endcaps, RRF

and RDC are respectively the distances of the RF and DC electrodes from the trap
center, and κRF and κDC are trap geometrical factors.

A classical electrode configuration of a linear Paul trap consists in setting two
opposite electrodes on an RF-voltage and the other two electrodes on ground. The
simplicity of this configuration arises because only one RF signal is needed. However,
another configuration might be preferable: with respect to Fig. (2.4), the electrodes
connected to ground can instead be connected to another RF-potential, equal in fre-
quency and amplitude but with a phase shift of π relative to the first RF-potential.
The electric potential of eq. (2.25) remains unchanged if we redefine the RF amplitude
φRF as peak-to-peak voltage, with an overall gain of a factor of two in the potential
depth [104].

2.2.2 Kinematics of ions in a Paul trap

For an ion with positive charge e0, the electric force acting on it is ~Fion = −e0
~∇Φtot(~r, t).

In the specific case of the potential of eq. (2.25), the equation of motion for an ion
with mass mBa reduces to a system of differential equations [7]:

d2x

dτ2
− (a− 2q cos(2τ))x = 0 ,

d2y

dτ2
− (a+ 2q cos(2τ))y = 0 ,

d2z

dτ2
+ 2az = 0 ,

(2.26)

(2.27)

(2.28)
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where τ = 1
2ωRFt and the parameters a and q are defined as:

a =
4e0φDCκDC

mBaω2
RFR

2
DC

,

q =
2e0φRFκRF

mBaω2
RFR

2
RF

.

(2.29)

(2.30)

Eq.s (2.26), and (2.27) have the canonical form of Mathieu equations, which can
be solved via the Floquet theorem [7]. This yields the following general solutions for
the coordinates to the lowest order in the adiabatic approximation a, q � ωRF :

x(t) = [Cx cos(Ωtt) + Sx sin(Ωtt)](1−
q

2
cos(ωRFt)) ,

y(t) = [Cy cos(Ωtt) + Sy sin(Ωtt)](1 +
q

2
cos(ωRFt)) ,

z(t) = [Cz cos(ωzt) + Sz sin(ωzt)] ,

(2.31)

(2.32)

(2.33)

with the constants of integration denoted by Cj and Sj , j = {x, y, z}. Along the
z-direction the ion motion is purely harmonic, with angular frequency ωz =

√
2a,

since there is no radio-frequency field in this direction. In the transverse xy-plane,
instead, the ion motion shows two components: the first term is the so-called secular

motion with a slow frequency of Ωt = ωRF
2

√
a+ q2

2 and the second term, that is a fast
oscillating component called micromotion, at RF field frequency ωRF.

The stability zones

Mathieu equations have two types of solution [103]:

1. Stable motion: the particles oscillate in the x-y plane with limited amplitude.

2. Unstable motion: the amplitude grows exponentially in x, y or in both directions.
The particles will be lost.

Whether stability exists depends only on the parameters a and q and not on the
initial parameters of the ion motion, e.g. its initial velocity and position. Therefore, it
is possible to delineate an area in the a-q space for which the ions experience a stable
motion or, vice versa, get accelerated out of the trap. The stable region that contains
the origin (a, q) = (0, 0) is often called the lowest stability region and it is typically
the region in which most of the experimental Paul traps work.

As it is shown in eq.s (2.29) and (2.30), the parameters a and q depend on the
trap geometry, on the RF and DC voltages that are applied on the electrodes, and on
the ion mass. Once the ion is set (in our case atomic mass is 138) and the design of
the electrodes is decided, it is possible to biunivocally map the a-q stability diagram
in an equivalent graph with φDC and φRF as independent variables, this graph for our
trap is shown in Fig. (4.3).

Trajectory of an ion

An example of the dynamics of the ion moving following the eq.s (2.31,2.32, 2.33) is
shown in Fig. (2.5). The ion motion is characterized by the “slow” secular motion at
frequency Ωt and its micromotion at ωRF. In many applications the role of micromo-
tion can be ignored and only the ion secular motion is taken into consideration. In this
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a) b)

Figure 2.5: Example of trajectories in a Paul trap for an ion of mass mBa. The
trap parameters used in these plot are: ωRF = 2π × 3.5 MHz, κRF = κDC = 1,
RRF = RDC = 2.0 mm, φRF = 200 V, and φDC = 4.5 V. These values generate a and q
parameters similar of those of our experimental trap. (a) Trajectory for an ion starting
with zero initial velocity at position ~r = (50, 50, 0) nm. (b) Trajectory of an ion
starting with initial velocity ~v(t = 0) = (0, 0.08, 0) m/s at position ~r = (50, 0, 0) nm.

case the ion is considered as moving in a harmonic potential with angular frequency
Ωt [7]. However, in the most general case, micromotion has to be considered for a
complete treatment of the ion motion.

The derivation of the eq.s (2.31)-(2.33) for the ion motion is purely classical. In
this case, there is no lower limit to the kinetic energy of a trapped ion: it can, in
principle, be cooled down to zero motion.

However, micromotion is an intrinsic and ineradicable effect of the trapping process
with an RF electric field: a quantum mechanical analysis of the ions’ motion shows
that the dispersion of the wave-packet leads to a minimum micromotion amplitude.
The minimum energy associated with this motion corresponds to [22]:

Emin,j =
h̄Ωt

4
(2.34)

with j = {x, y} is called micromotion quantum limit.
Other additional contributions to the micromotion are called excess micromotion

and they are [105]:

1. In-phase excess micromotion: it occurs when the center of the pseudopotential
and of the RF quadrupole field do not coincide. Let’s suppose that in the centre
of the trap there is an electric field ~εemm = (εemm, 0, 0); this field displaces the
ion equilibrium position from the centre of the trap. This leads to an increase of

the average ion kinetic energy equal to Eemm =
e20q

2ε2emm

16mBaω
2
RF(a+ q2

2
)2

. For our trap

values, for instance, it is sufficient that εemm ' ±0.2 V/m to obtain an in-phase
excess micromotion equal to the micromotion quantum limit of eq. (2.34).

2. Axial micromotion: If the electrodes of the linear Paul trap are not exactly
symmetric, then γ 6= 0 in eq. (2.24). This adds a contribution of the RF field in



CHAPTER 2. REALIZING AN ATOM-ION QUANTUM SYSTEM 30

the z-direction, leading to a correction to the micromotion quantum limit, which

becomes: Emin,z = h̄e0φRFγ
4mBa

√
1
2(1 +

2mBaω
2
RF

e0
φDCγ′

φ2RFγ
2 ). In our trap configuration

γ ' 0 m−2 from simulation (see Tab. (4.2)): a factor γ of approx. 3.3×105 m−2

is necessary to have a contribution from the axial micromotion Emin,z equal to
that of radial micromotion of eq. (2.34).

3. Out-of-phase excess micromotion: Excess micromotion can also be caused by
a phase difference ϕemm between the RF electrodes that are supposed to be in
phase. A phase mismatch may originate from differences in impedance of the
electrodes and their electric connections to the RF source, or from length differ-
ences in the wiring between the radio-frequency electrodes and the RF sources.
The immediate effect of this phase difference is to make time-dependent the po-
sition of the zero-field line. At the first order of approximation in ϕemm this phe-
nomenon gives an average energy contribution of Epmm,i = 1

64mBa(qRRFϕemmΩt)
2.

In our trap geometry, explained in detail in Chapter 4, it is necessary a phase
difference ϕemm ' 0.013◦ to obtain an Epmm,i value equal to the quantum limit
of eq. (2.34).

Excess micromotion can be prevented or minimized toward the micromotion quan-
tum limit. To prevent excess micromotion, in particular axial and out-of-phase mi-
cromotion, it is sufficient to take particular care in designing and assembling the Paul
trap [106]. For instance, it is important to ensure a symmetrical arrangement of both
the electrodes and the wiring in their proximity in order to prevent contributions to
the micromotion.

Micromotion can be detected with several experimental methods, for example
by detecting the ion position with a high numerical aperture objective [83], or by
observing the ion spectral composition of the absorbed excitation lasers [105], or by
exerting a parametric excitation of the secular ion motion [107] or, in an atom-ion
hybrid system, by monitoring atom losses [108]. Once the micromotion is characterized
it can be minimized by applying extra DC or RF fields: for this reason, in the trap
design it is important to include additional electrodes and/or bias tee for adding
compensating fields.

2.3 Atom-ion collisions in the presence of micromotion

Thermodynamics principles affirm that two separate, interacting objects in thermal
contact tend to the same temperature, i.e. to the thermodynamic equilibrium. This
concept is exploited in atomic physics, e.g. in sympathetic cooling, in which two
different atomic species are made interact to each other [109].

However, an ion trapped in a Paul trap with a quantum gas do not reach a thermo-
dynamic equilibrium [21, 110]. This evidence strongly differs from what observed in
atomic mixtures, and it is due to the presence of the RF field in the atom-ion mixture.

Let’s consider a particle confined in a one-dimensional static trap of angular fre-
quency ωh.a. having position x̄ and velocity v at time t′. Let’s suppose that at
the same time t′ the particle collides instantaneously with a much colder particle
of the same mass. After a billiard-ball collision the velocity of the particle can be
assumed to be zero: v(t′) = 0. Then, the trapped particle undergoes a new trajectory
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Mðt2; t1Þ ¼
1

D
S1P2 $ Q2R1 P1Q2 $ P2Q1

S1R2 $ S2R1 S2P1 $ Q1R2

! "
; (3)

where P and Q are the two linearly independent solutions
of a second order linear differential equation, R and S are
the respective time derivatives, and the Wronskian D ¼
S1P1 $ Q1R1. The rf ion trap obeys a Mathieu equation

d2x

dt2
þ ða $ 2qcos2tÞx ¼ 0; (4)

for which P and Q are given by the Fourier solutions [1,2]

Pi ¼
Xm¼1

m¼$ 1
cos½ð!þ 2mÞtiÞ'C2m; (5)

where Qi has sin½ð!þ 2mÞtiÞ' in place of the cosine. Here
q¼ 2eV0=mi!

2r20, a¼ 4eU0=mi!
2r20, E0 and U0 are the

rf and dc applied potentials, r0 is the trap radius, and the
unit of time is 2=!, where ! is the angular frequency of
the applied rf. The coefficients up to and including C( 8 are
evaluated to 24 bit accuracy (5 ) 10$ 8 error) with a re-
cursive routine. Error propagation has been tested with the
identity MðtN; t1Þ ¼

QN$ 1
i¼1 Mðtiþ1; tiÞ. For N up to 106 the

discrepancy <1 ) 10$ 5 for randomly chosen times ti.
The distribution function is computed by Monte Carlo

averaging over six random variables for each collision: the
time ti, the center-of-mass angles "i and ’i, and the three
random velocities vx

i , v
y
i , and vz

i of the buffer gas, which
obey a Maxell-Boltzmann distribution at temperature T,
where T ¼ 100, 300, or 1000 K. We assume a linear ion
trap with transverse rf confinement and a dc potential along
the z axis, represented by the Mathieu matricesMx andMy,
where qy ¼ $ qx, and static harmonic oscillator matrix Sz
as in Eq. (2) above. We combine the three matrices for the
x, y, and z axes into a single 6 ) 6 matrix equation

rxðtNÞ
ryðtNÞ
rzðtNÞ

0
@

1
A ¼

YN

i¼1

Cð"i; ’i; ~viÞ ~Mðti; ti$ 1Þ
rxðt0Þ
ryðt0Þ
rzðt0Þ

0
@

1
A; (6)

where ~M has Mx, My, and Sz along the diagonal, and
where, for example, rx is the column vector ðx; _xÞ.
Collisions are represented by a matrix C which leaves
the coordinates unchanged but transforms the velocities
according to a hard sphere (isotropic in the center of mass)
collision model. The ion-neutral atom collisions are mod-
eled by Langevin scattering in which the cross section # /
1=v so the time between collisions is a random variable
independent of the relative velocity v. An ensemble typi-
cally consists of 106 trials each containing 500–50 000
collisions. All distributions for >500 collisions agree
within statistics.

Distribution functions for a single 136Baþ ion at q¼ 0:1
are shown in Fig. 1. Six different buffer gases with masses
mB ¼ 4, 40, 84, 136, 170, and 200 amu have been as-
sumed, corresponding to the noble gases He, Ar, Kr, Xe, as
in a recent experiment [20,21], and to two hypothetical

heavier gases. The distribution for 136Baþ in He is a good

fit to a MB distribution with a classical # *
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2kT=mI!

2
p

,
where ! is the secular frequency !!=2. All of the other
gases show non-Gaussian distributions which develop
broad power-law tails as the mass increases. The four
heaviest gases fit a power law x$ 2$ with good %2 over at
least 3 orders of magnitude. For mB ¼ 84, 136, 170, and
200 the best fits are $ ¼ 3:2, 1.98, 1.5, and 1.17, respec-
tively. A typical fit will have %2=n + 1:1 for n > 100
degrees of freedom.
In the absence of an analytic theory, the data have been

fit to a Tsallis function Tðx=#; nÞ

Tðx=#; nÞ ¼ T0

½1þ ðx=#Þ2=n'n ; (7)

which is a generalization of the Gaussian. For n ! 1, T
reduces to a Gaussian, while for small n it has power-law
tails of the form ðx=#Þ$ 2n. The exponent n is related to the
more familiar ‘‘entropic’’ Tsallis parameter qT by qT ¼
1þ 1=n. The Tsallis function arises in the theory of non-

FIG. 1 (color online). Monte Carlo distributions for a single
136Baþ ion cooled by six different buffer gases at 300 K ranging
from mB ¼ 4 (left) to mB ¼ 200 (right). Note the evolution from
Gaussian to power law (straight line) as the mass increases. The
solid lines are Tsallis functions [Eq. (7)] with fixed # ¼
0:0185 cm and the exponents of Table I.

TABLE I. Tsallis parameters n and qT fit from Fig. 1.

Buffer gas mI=mB n qT

He 34.5 >60 1.03
Ar 3.40 8.2 1.12
Kr 1.70 3.8 1.26
Xe 1.0 1.98 1.51
170 0.80 1.50 1.80
200 0.68 1.15 1.87
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Figure 2.6: 136Ba+ ion cooled by six different buffer gases at 300 K with mass mB =
4, 40, 84, 136, 170 and 200 amu from left to right, corresponding to the noble gases He,
Ar, Kr, Xe and to two hypothetical heavier gases. Note the evolution from Gaussian
to power law (straight line) as the mass increases. The solid lines are Tsallis functions
of eq. (2.35) with fixed σai = 0.0815 cm and decreasing nai from nai ≥ 60 for He to
nai = 1.15 for the buffer gas with the element with mB = 200. Adapted from [112].

r(t) = x̄ cos(ωh.a.t) and the collision will always reduce the total energy of the atom
confined in the trap.

Let’s consider now the same example, but with an ion confined in a Paul trap.
The condition v(t′) = 0 can be realized by imposing vsec = −vmm, where vsec is the
secular velocity and vmm is the instantaneous micromotion related velocity. Therefore,
the ion would begin a trajectory in the secular potential with an initial velocity vmm,
which can correspond to a larger energy [111].

Apart from this intuitive description, the dynamics of an ion in a Paul trap and
immersed in a buffer gas has been studied by different groups [44, 110, 112]. By con-
sidering the case in which trapped ions interact with a buffer gas at finite temperature
via hard-core collisions, it was shown that the ions should develop non-Gaussian dis-
tributions with power-law tails that fits well with a Tsallis distribution. The Tsallis
function is:

TTsallis(xp/σai, nai) =
T0

[1 + (xp/σai)2/nai]nai
, (2.35)

where xp is the distance of the ion from the trap center, T0 is the normalization
parameter and σai and nai parameters of the distribution depending on the atom-ion
mass ratio [112]. For nai → +∞, TTsallis reduces to a Gaussian, while for small nai it
has power-law tails of the form (xp/σai)

−2nai . In Fig. (2.6) it is shown the probability
density of finding an ion at a given distance from the trap center after a Monte-
Carlo simulation with 106 trials for ensemble that reproduce 500–50000 collisions
each, calculated in Ref [112].

Following the results of Ref. [112], an analytical model that predicts the steady-
state distribution of the kinetic energy of a single ion immersed in a neutral buffer gas
was developed in Ref. [111]. By defining m̃ as the ratio between the neutral atom mass
and that of the ion, it is possible to define a critical mass ratio m̃c, the value of which
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depends on the trap parameters, for which if m̃� m̃c the ion is efficiently cooled, while
if m̃ ≥ m̃c the ion heats up until it becomes too energetic to be trapped, regardless of
the temperature of the buffer gas. Ref. [32] showed that for very elongated Paul traps
m̃c = 2.17.

Also in the best possible scenario in which the neutral buffer is a degenerate quan-
tum gas, the ion is optically cooled to its motional ground state and the micromotion
is well compensated, it is possible to still have a strong heating mechanism due to the
RF [24]. This phenomenon is related with the 1/R4 long-range nature of the atom-ion
interaction: as the atom approaches the ion, it “pulls” the ion out of the trap cen-
ter and the collision occurs at the center of mass of the two particles, which do not
coincide with the Paul trap center [25]. The heating mechanism can be mitigated if
m̃ � m̃c, since the center of mass in the atom-ion collision is closer to the RF trap
center. Therefore, the best candidates for reaching the s-wave regime are mixtures
with a strong mass imbalance, as Yb+-Li [25] and Ba+-Li.

2.4 The Electro-Optical trap (EOT)

An atom-ion quantum system in which the ion is trapped in a Paul trap is, even in the
most favourable conditions, an energetically open system. The coupling with the RF
field makes it particularly challenging to reach ultra-low temperatures and the s-wave
regime in atom-ion collisions.

In order to avoid RF coupling of energy in the atom-ion system, the simplest
method is to eliminate the presence of the RF field itself. A possible approach is to
use an optical dipolar trap, see Sec. [2.1.5], which provides a conservative and static
potential.

In recent years, three-dimensional optical trapping of ions in optical tweezers and
optical lattices has been demonstrated [113, 114]. However, optical dipolar traps are
typically much weaker than a Paul trap, and laser cooling is challenging since the light
used for the trap may shift the energy levels of the cooling transition. As a result,
even if there has been an improvement over the years of orders of magnitude in the
ions’ lifetime in an optical trap, this is still limited to a few seconds [115].

2.4.1 Working principle of the EOT

The Earnshaw theorem states that it’s not possible to trap ions using static electric po-
tential in all the three spatial dimensions. However, the problem can be circumvented
by superimposing to an electrical quadrupole static potential a trapping potential
of different nature, e.g. an optical potential, along the untrapping direction of the
electrical quadrupole.

This is the trap that we chose for our experiment: an electro-optical trap (EOT)
formed by a static electric quadrupole and an optical lattice.

The idea is to use an electric quadrupole that provides a trapping potential in
two directions, and an optical lattice that confines the particles in the third direction,
where the electric potential is anti-trapping. If the optical lattice is deep enough to
counteract the untrapping potential of the electrical quadrupole, then the ions will be
trapped in all three dimensions with a static potential and they will not experience
any micromotion.
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Figure 2.7: (a) Sketch of two focused gaussian beams that cross at angle 2θOL and
give rise to an interference pattern along the x axis. Adapted from [116]. (b) Optical
lattice potential rescaled by the Boltzmann’s constant kB in plane y = 0.

The optical lattice is created by the interference of two laser beams. If two laser
beams of wavelength λM cross each other at an angle 2θOL as shown in Fig. (2.7 a),
the optical lattice originating from the interference will have a lattice constant:

dOL =
λM

2 sin(θOL)
. (2.36)

The generic expression of the electric field of a circular gaussian beam with waist
w0 in the origin of the reference frame, traveling along the z direction, can be written
as [117]:

~E(x, y, z) = ~εE0
w0

w(z)
e−(x2+y2)/w(z)2e−ikze−ik(x2+y2)/2R(z)eiζ(z)eiφg , (2.37)

where ~ε is the unitary polarization vector, E0 is the field amplitude, k = 2π/λ is

the wave vector, φg is a generic phase, zR =
πw2

0
λ is the Rayleigh length, ζ(z) =

arctan(z/zR) is the so-called Gouy phase, and R(z) and w(z) are, respectively, the
radius of curvature and the radius of the beam:

R(z) = z

(
1 +

z2
R

z2

)
,

w(z) = w0

√(
1 +

(
z

zR

)2)
.

(2.38)

(2.39)

In the paraxial approximation, z � zR, eq. (2.37) can be approximated to:

~E(x, y, z) = ~εE0(1− z2

2z2
R

)e−(x2+y2)/w0e−ikzeiz/zReiφg . (2.40)

In order to obtain the total intensity profile of the optical lattice it is sufficient to
rotate the coordinates around the y-axis of an angle θOL for the first beam ~E1 and of
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an angle −θOL for the second beam ~E2:

I(x, y, z, θOL) =
1

2
cε0| ~E1 + ~E2|2 , (2.41)

where c is the speed of light. Under the assumption that the two beams have the same
intensity and polarization, the intensity profile is (see Fig. (2.7 b):

I(x, y, z, θOL) = I0 exp

(
− 2

y2

w2
0

)
exp

(
− 2

cos2(θOL)x2 + sin2(θOL)z2

w2
0

)

[(
2 cosh

(2 sin (2θOL)xz

w2
0

)
+ 2 cos

(
2 sin (θOL)(k − 1/zR)x

))
×

(
1− cos2 (θOL)z2 + sin2 (θOL)x2

z2
R

)
− sin (2θOL)xz

2z2
R

sinh

(
2 sin (2θOL)xz

w2
0

)]
(2.42)

where

I0 =
2Pc
πw2

0

(2.43)

and Pc the power of each laser beam.
The full potential created in the electro-optical trap is the combination of the field

of eq. (2.42) and an electric quadrupole:

φEOT = Re(αp)I(x, y, z, θOL) +
κEOTe0φEOT

2R2
EOT

(2x2 − y2 − z2) , (2.44)

where atomic polarizability is a function of the wavelength λM of the interfering beams:
αp = αp(λM). The intensity profile of eq. (2.42) is directly proportional to Pc and
so the optical potential of eq. (2.44). In order to enhance as much as possible the
trap depth it is convenient to create the optical lattice using an optical resonating
cavity [117]. The optical resonating cavity used in our experimental setup is a bow-tie
cavity, described in Sec. [4.2.2].

2.4.2 The magic wavelength

There are several aspects that we considered in choosing the laser frequency for the
optical potential in the EOT. If one wants to trap more than one ion, the electrostatic
repulsion between the ions sets the energy scale for the dipolar potential, which,
therefore, must be as deep as possible. In selecting the laser wavelength to generate
the EOT potential, an opportune laser frequency corresponding to a high value of
the atomic polarizability should be chosen. Moreover, in order to reduce the heating
mechanism of off-resonant scattering from the trapping beams, it is convenient to
select a blue-detuned laser with respect to the 62S1/2 → 62P1/2 transition of Ba+,
since the ions will arrange in the minima of light. Furthermore, in order to cool the
ions both during the trap loading processes and when the EOT is on, the trapping laser
frequency should be a “magic wavelength” for the Ba+ cooling transition. A magic
wavelength is a laser wavelength that causes the same energy shift for ac Stark effect
for two atomic levels of interest. If we use for the optical lattice a magic wavelength
for the cooling transition, the detuning of the cooling laser will be the same with or
without the optical lattice and it will be possible to cool the ions in the EOT. A
wavelength with all these features is λM = 451.762 nm with an atomic polarizability
of Re(αp) = −4460 a.u [118].
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For the neutral Lithium in the ground state S1/2 the atomic polarizability is ap-
prox. −133 a.u. [119]: the optical lattice created with lasers at λM is blue-detuned for
the Lithium too. Consequently it would be possible to trap either the Barium ions
and the Lithium neutral atoms in the same light minima of the optical lattice at λM.

In terms of geometry, the simplest way to realize a 1D optical potential is to
retro-reflect a laser beam with a mirror, i.e. to choose θOL = π

2 . However, in this
configuration, the distance between two neighbour minima of the EOT potential is
λM/2 ' 226 nm (see eq. (2.36)). This value is particularly small, and it would make it
very challenging to load the ions in only one minimum of the potential. By choosing
an angle θOL smaller than π

2 it is possible to increase the lattice constant; e.g. for
θOL ' 5◦ we obtain d ' 2.6 µm, a value that is one order larger than in the counter-
propagating geometry.

2.5 The Ba+-Li experiment

Realizing a hybrid quantum system requires the separate realization of the two com-
posing quantum systems, which must then be confined in the same physical location.
For this reason the experimental implementation of these kind of systems is, in general,
more complex than realizing a single quantum system.

The strategy we have decided to adopt consists of creating quantum gases and
trapped ions first in two separate vacuum chambers, and only in a second time to
make them interact in one place. This allows us to separate the complexity in the
realization of the two quantum systems by taking them one at a time.

In this chapter we have described the techniques that we plan to use for trapping
and cooling both neutral atoms and ions. In the next two chapters I will present
the strategy for the experimental implementation of the methods, and provide all the
details on the parts of the experimental apparatus that have been realized in this
thesis. The purpose of this section is to provide an overview of the experimental
apparatus that is currently under development and to introduce the general strategy
we intend pursue for realizing an ultracold atom-ion mixture.

Fig. (2.8) shows a schematic rendering of the experimental apparatus of the Ba-Li
experiment. The vacuum system is formed by two chambers connected through a
valve. The Lithium chamber, described in Chapter 3, will be used to create quantum
gases of Lithium atoms, starting from hot vapours originating from an oven, then
cooled in a Zeeman slower. The Zeeman slower ends at the Lithium chamber, where
the atoms will be accumulated in a MOT. Then, following a CMOT and a gray mo-
lasses phase, we will transfer the atoms into an optical potential for some evaporative
cooling. Finally, the atoms will be transported into the chamber with the ion trap by
moving the optical potential. The Barium chamber, described in Chapter 4, will host
the ovens for the Barium, a Paul trap, an electro-optical trap with a bow-tie cavity to
enhance the depth of the optical potential, and a high numerical aperture objective
for the detection of the atom-ion mixture. The role of the Paul trap is to trap the hot
ions produced by photoionization of hot Barium atoms originating from the ovens.
The ions will be then transferred into the EOT before the atoms enter into the ion
trap and start interacting with the ions.
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Figure 2.8: Rendering of the Ba-Li experimental setup. The procedure we have
planned for the experiment is made of several steps. Barium neutral atoms are pro-
duced from an oven below the ion trap; after photoionization, hot Ba+ ions are trapped
in a Paul trap and optically cooled. The Paul trap is then switched off and the ions
are captured in the EOT. In parallel, Lithium atoms form a hot vapour in an oven,
then they pass through a Zeeman slower for a first deceleration process. When they
arrive in the Lithium vacuum chamber, the atoms are trapped and further cooled
in a MOT, before being trapped in an optical trap in which they are evaporatively
cooled. Finally, the ultracold Lithium gas is transported from the Lithium experi-
mental chamber to the Barium one, by using a red-detuned laser beam, the focus of
which is displaced. Once in the centre of the ion trap, the Lithium gas can interact
with the Barium ions, and atom-ion interactions arise.



Chapter 3

Lithium experimental setup

The procedures that allows to cool and trap Lithium atoms were described in Sec. [2.1].
A number of laser frequencies are necessary to carry out these operations, they are
listed in Tab. (3.1).

All these frequencies can be generated by using only two laser sources, one at
frequency ωL,D1 ' ωD1 and the other at frequency ωL,D2 ' ωD2, where ωD1 and
ωD2 are the frequencies of the D1 and the D2 transitions, respectively. Then, these
two laser beams will be split, amplified and shifted in frequency by some acousto-
optic modulators (AOM) in an optical circuit, in order to obtain all the desired light
frequencies and powers.

In this Chapter I will describe how the Lithium optical circuit was designed and
partially realized, and the plan for the vacuum chamber in which we will trap and
cool quantum gases of fermionic Lithium.

3.1 Laser sources for D1 and D2

Lasers diodes are inexpensive lasers composed by a semiconductor gain medium en-
closed in a Fabry-Pérot cavity. Lasers diodes emitting on a single transversal mode
can be easily found in the market, with output powers typically ranging from a few to
hundreds of mW, and frequency in the near infrared or in the blue/red portion of the
visible spectrum. However, the mirrors of the Fabry Perot cavity in a diode laser are
right at the surfaces of the active medium (with a relative distance of 100s of µm),
and the free spectral range of the laser cavity is so large that the linewidth of bare
diode lasers is typically hundreds of times larger than the typically linewidth of atomic
transitions. A common strategy to realize inexpensive laser sources with a narrower
linewidth is to use laser diodes as an active medium inside an external cavity.

3.1.1 The ECDL configuration

The configuration in which laser diodes are used as an active medium inside an external
cavity is called extended cavity diode lasers (ECDL) and is widely used in optical
spectroscopy of atoms, ions and molecules [120]. Typically, one can use the back
mirror of the diode as the high reflectivity mirror of the laser cavity, and a second
partially reflective element placed at a few cm distance from the diode laser as the
output coupler of the laser.

37
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Commercial laser diodes have typically the two surfaces coated in order to reflect
the emitted light back in the active medium and consequently induce the stimulated
emission. These laser diodes are Fabry-Pérot (FP) diodes and they have an internal
cavity. If a FP coated laser diode is placed in an external cavity configuration (external
cavity diode laser - ECDL), then the spectrum of the internal FP cavity is added to
the contribution of the external cavity.

In order to avoid that the external cavity response may be affected by that of the
internal cavity, in our laboratory we have used only diode lasers with anti-reflection
(AR) coating on the front facet (in this case the diode lasers are also called gain chips),
in which the internal cavity is not present and all the emitted light is transmitted by
the front facet. These diodes need the external cavity injection to emit coherent light
for stimulated emission.

In order to select an optical mode of the external cavity as the emission laser
mode, the ECDL setup may be realized by using the diode as a gain medium enclosed
in an external cavity composed by an element providing retro-reflection to the gain
medium, like a mirror, and frequency-selector elements, e.g. an interference filter or
a diffraction grating. In this way an external optical feedback is given to the diode
and the emission spectrum is modified by the stimulated emission at the selected
frequency.

Moreover, in order to lock the laser frequency to an external frequency reference,
it is necessary to modify the laser emission by changing external laser parameters such
as:

1. the diode temperature: the correction bandwidth is typically not enough broad
for granting alone an efficient lock, because the temperature variations are slow
due to the laser thermal capacitance,

2. the diode forward current : the correction bandwidth is typically wide from hun-
dreds of MHz to GHz, but the emission range is in general limited at hundreds
of MHz because of jumps to other modes of the external cavity,

3. the external cavity length varied actively for instance with a piezo-electric stage:
in this last case we can observe a wider emission range than that of the fast
current corrections, but small correction bandwidth limited at frequencies on
the order of a few of kHz.

Modified Littrow ECDL

One possible ECDL configuration (see Fig. (3.1) a) employs interference-filters or
etalon to perform the wavelength selection and a partially reflecting mirror, named
output-coupler (OC), to provide the feedback into the diode [121]. The main advantage
of this design is the decoupling between the wavelength selection and the optical-
feedback operations, but it has a few drawbacks like the temperature sensitivity of
the optical interference filter and the generally lower output power which is due to the
non-negligible transmission losses of the filter, even at the peak wavelength.

For these reasons the most common configuration of ECDL is the Littrow type
(see Fig. (3.1) (b)), where the first order of diffraction of a grating is back reflected to
the laser diode, while the laser output is the grating’s zero order refracted light [122].
In order to achieve more tunability, the grating tilting has to maintain the tracking
between the grating selected frequency and the external cavity resonance. In the
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Figure 3.1: Possible configuration for ECDL laser. With LD is indicated the laser
diode, with PZT the piezo-electric translator and with CL the laser collimating lens.
(a) Etalon configuration. (b) Littrow configuration. (c) Modified Littrow configura-
tion.

Littrow design, the ideal pivotal point for the grating should lie on the LD emission
plane [123, 124]. However, this design is sensitive to misalignment due to mechanical
and thermal stresses and, consequently, several designs have been developed with
improved damping and isolation from the external environment [125, 126] and with a
careful choice of the grating pivotal point [124, 127].

The laser design used for D1 and D2 master laser is an ECDL in a modified Littrow
configuration [128], illustrated in Fig. (3.1) (c). This alternative design combines the
advantages of the interference filter models with the high output power typical of
the Littrow designs. The main feature of the new design is the decoupling of the
fine-tuning of the wavelength via small changes of the external cavity length from the
coarse-tuning of the wavelength and the alignment of the optical feedback achieved by
manually tilting the grating. This is realized by positioning a piezo transducer behind
a tube containing the laser diode and the collimating lens, while the diffraction grating
is tilted with a standard mirror mount. The main advantage is that the lasers do not
suffer of mechanical hysteresis that often affect conventional Littrow lasers, a result
of the contradicting demands for a rigid construction and fine tunability of the opto-
mechanical components.

Finding injection conditions

The AR coated gain chip begins to laser when its collimated output beam is perfectly
superimposed to the grating’s first diffracted order, this condition is called injection.
When the laser is mounted and electrically connected it remains to find the injection
condition.

The first thing to do is to move the collimating lens inside its holder to collimate
the output beam of the diode. This operation is in general not trivial since the gain
chip optical mode is not gaussian and it is therefore sometimes complicated to assess
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Figure 3.2: Rendering of our experimental ECDL. The tube holder contains both the
gain chip and the collimating lens.

by eye when the emission is collimated. If necessary, multiple measurements with a
camera at different distances from the gain chip may help finding the best collimation.

When the laser is collimated, then the injection condition has to be found by
moving the micrometric screws of the grating holder, see Fig. (3.2). When the first
diffracted order of the grating overlaps the diode output then the injection condition
is reached. In order to find this condition, the laser forward current should be set to a
value slightly larger than the threshold value declared by the gain chip provider. The
signature of the injection is a sudden increase in the output intensity, appreciable with
naked eye in case of 670 nm diodes. Finding the injection of an ECDL can be a time
consuming operation, since there are in general two degrees of freedom (vertical and
horizontal tilting of the grating) and since the injection is not reached after optimizing
a measurable variable, but it’s rather a condition that is either there or not. In order
to reduce the time needed to inject a laser, I found it convenient to realize a small
disk of black paper with a very small hole (usually realized with a needle) placed at its
center, and put this disk at the center of the collimating tube output. By aligning the
grating so that the small portion of light passing through the hole is back reflected,
one is able to place the grating at an angle that is usually very close to the one for
which the laser is injected.

Data of light power versus forward current are measured for not-injected diode
without the external cavity, see Fig. (3.3) (a). Then, when the injection condition is
reached new data are taken, see Fig. (3.3) (b). Below the threshold value the laser
behavior is similar to when there is no feedback, above the threshold the linear slope of
the current-vs-power curve suddenly increases. The data of light power versus forward
current before and after the injection are useful to characterize the diode response and
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Figure 3.3: (a) P -I characteristic measured below the declared laser threshold and
without optical feedback. (b) Light power in ECDL setup versus forward current.

to be able to diagnose any problem that may occur to the diode. For example, when
a diode is aged or near failure one can usually observes an increase of the threshold
value.

3.1.2 The Gain Chip

The laser diodes used for the experimental setup are gain chips EYP-RWE-0670-
00703-1000-SOT02-0000 sold by Eagleyard Photonics [129]. The wavelength emission
of these gain chips has a tuning range from 665 nm up to 675 nm. They are designed
to work in an ECDL configuration, and their main application is the Lithium spec-
troscopy at 671 nm, so they are in principle perfect for our setup. For these gain chips
I have used the Thorlabs C330TMD − B lens as collimating lens, and holographic
Thorlabs grating GH25-18U for the optical feedback.

Technical requirements

The Eagleyard 670 nm laser diode has a cathode-ground configuration as shown in
Fig. (3.4). The declared threshold current for stimulated emission is about 70 mA
but experimentally we found this value ranging from 60 mA to 90 mA depending on
the chip. The maximum forward current in recommended operational conditions is
140 mA and its absolute maximum rating is 160 mA.

For the current supply and temperature control of the diodes we use a combined
unit provided by a startup company based at LENS: ppqSense (model QubeCL). Our
QubeCLs are formed by three modules: current drivers (CD), temperature controllers
(TC) and Phase-Locked-Loop (PLL) modules.

We use the CD and TC modules for both master lasers and we plan to use a
PLL module to lock the D1 source on the D2, see Sec. [3.3]. Fig. (3.5) describes the
electrical configuration for our laser setup.

The CD module is not directly connected to the gain chip, but the CD output
is connected to a protection board, placed as close as possible to the gain chip and
connected to it. The role of this board is to prevent possible causes of breakage
like ground shocks or misconnections of the gain chip anode/cathode. The protection
board is substantially composed by a Schottky diode, a Zener diode, and two transient
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Reference
Function

Detuning from
Transition the reference transition

D2 D2 MOT cooling −3.4ΓD2 = −20 MHz [95]

D2 D2 MOT repumper +211 MHz

D1 D1 MOT cooling 5.4ΓD1 = +31.7 MHz

D1 D1 MOT repumper +207 MHz [95]

D2 Zeeman Slower cooling −127 MHz

D2
Zeeman Slower

+104 MHz
repumper

D2 Imaging at 0 G 0 MHz

D2 Imaging at 1000 G 920 MHz

Table 3.1: List of the laser detunings from D1 and D2 frequencies that are needed to
efficiently trap and cool the 6Li atoms.

Figure 3.4: (a) Electrical schematic of the gain chip. The package pin-out is: (1)
Laser Diode Cathode, Monitor Diode Cathode, Case (2) Photodiode Anode (3) Laser
Diode Anode. In our experimental setup the pin (2) is not connected. (b) Rendering
of the package of the gain chip EYP-RWE-0670-00703-1000-SOT02-0000 and the pin-
out correspondent to the schematic (a). The gain chip package is SOT02, for the
complete data-sheet see [129].
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Figure 3.5: Conceptual schematic of the electric connections for feeding the laser
diode and for stabilizing its temperature. The protection board is installed as near as
possible to the gain chip to better protect it from possible ground shocks.

voltage suppressor (TVS). Additionally a capacitor in parallel to the gain chip is used
as low-pass filter (theoretically limited to 3 MHz) to protect the chip from possible
spikes of current.

In the datasheet of every gain chip sold by Eagleyard it is possible to find the
emission spectrum of the laser diode, a graph showing the junction voltage U versus
the forward current I, and one showing the light power P vs I. All these data are
measured by Eagleyard without injection, i.e. with the diode not mounted in an ECDL
setup.

In Fig. (3.6) (a) is reported an example of a so called P -U -I graph. The U -I
behavior has been tested by using the QubeCL software to ensure consistency with
the test protocol sheet. The P -I behavior was tested by using a power meter, see
Fig. (3.3) (a). These tests were particularly useful to assess a possible failure of a gain
chip. Also the light power without injection has been measured with a power-meter,
see Fig. 3.6 (a).

3.1.3 The premature death of 671 nm gain chips

In the assembly of the Lithium optical setup, I have first mounted and injected the two
master lasers for the D1 and the D2 lines of Li. However, after a few days of normal
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Figure 3.6: P -U -I characteristics are measured below threshold without feedback from
an external cavity resonator. Laser parameters are not applicable in this setup. The
blue line is the light power, the red line is the diode photocurrent if used as photodiode
(not our case), while the black dashed line is the voltage drop across the gain chip.
Adapted from [129].

operation, the first operating laser lost its injection, and eventually failed. After the
first failure, other chips were tested, and their lifetime ranged from a few days to a
month; in all cases the first signal of an upcoming failure was the loss of the injection,
which was either never found again or found first at higher currents before the laser
was failing after running for a few hours at a higher current. The output power of the
gain chips with no feedback after this event was lower than the value measured at the
beginning of the diode operation, see Fig. (3.7) (a).

The damaged chips were sent back to Eagleyard to analyze the possible causes
of failure. Eagleyard provided to us a return merchandise authorization (RMA) final
report, see Fig. 3.7 (b), which showed two types of damage between the diode surface
and the AR coating:

1. The critical optical damage (COD), that might be caused by back reflection of
the setup,

2. The spalling, that might be caused by current peaks of the electrical equipment
(current driver).

We have thoroughly investigated our ECDLs in order to find the problem that
have caused these repeated damages.

Electrical issue

We started our investigation from the QubeCL power supply. It was tested in sta-
tionary conditions using a low resistance as load, and we observed a very low noise in
current, as expected from data-sheet [130]. We observed a 2× 10−4 relative stability
at 100 mA (this data could be lower since we were limited by the resolution of the in-
strument). We subjected the QubeCL system to a stress test in transient conditions:
not only by turning on and off the forward current by software but also abruptly
turning off the DC power supply of the QubeCL. It resulted that the QubeCL was
able to turn off the forward current smoothly, running an exponential decrease of the
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Figure 3.7: (a) Light power versus forward current. These data are relative to the
gain chip S/n:AG-07373, previously tested by Eagleyard. (b) Picture adapted from
the RMA final report of the gain chip with S/n:AG-08415, one item from the first
batch of diodes we have acquired. According to the report the diode shows a COD
(critical optical damage) and a spalling.

current with a fixed time-constant and not showing significant current peaks during
the transient.

Optical issue

The critical optical damage could be due to a too intense stationary electro-magnetic
wave, which could damage the gain chip AR coating. The value of the maximum
optical feedback for the gain chip is not given in Eagleyard data-sheet, but only that
of the maximum light power output in an ECDL setup is present, equal to 20 mW.
This value was not communicated even after specific request [131].

In order to reduce the optical feedback intensity as far as possible, we tried to inject
the gain chip with three holographic Thorlabs gratings with different reflectivities in
the first diffraction mode: the GH25-18V that provides a measured back reflected
light of approximately 28%, the GH25-18U (reflected light of ' 8%) and the GH25-
24U (reflected light of ' 5%). With the latter I was not able to inject the laser, so we
decided to mount the GH25-18U grating.

We measured that the reflectivity of the Thorlabs C330TMD-B collimating lenses
are about 0.8%, a value comparable with what declared by the manufacturer and much
smaller than the grating reflectivity. Regarding the optical behavior of the gain chips
we discovered after some interactions with Eagleyard [131] that the recommended
operating temperature is 15◦ C, while all the graphs in the data-sheet were taken at
25◦ C, see Fig. (3.6). This temperature value was then corrected by Eagleyard [131].

Eagleyard also informed us that the gain chip could have 24 hours of “krunning be-
havior” during which it is not recommended to perform measurements, so we decided
to never turn the diodes off. We have also discovered that other colleagues were given
a similar advice of never turning off the device for amplification stages from Toptica
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at 671 nm, a company that uses the same active media we use [132]. It is important
to note that in our setup this is the only wavelength for which we experienced several
diode failures (7 in total).

How to solve the problems with 671 nm laser diodes

At the time of writing of this thesis, we are still investigating the possible causes of
the laser diode failure. Without the information about the maximum optical feedback
sustainable for the diode, which we would have expected to receive from Eagleyard,
we have decided to concentrate our attention on the electrical issues. Mounting the
grating that provides the smallest optical feedback we should be sure that there are
no optical problems; therefore, it is possible that electrical problems may induce an
optical failure by creating an excess of optical feedback, for instance with a sudden
discharge through the diode.

For what regards the electrical issue, as previously said, we have investigated the
QubeCL behavior both in stationary and in stress conditions using a resistive load in
place of the laser diode – for example disconnecting the power supply and observing
the power off transient – and we did not observe anything that could be harmful to
the diode. However, we observed some coupled signal between the protection board
and the external current supply, for example the discharge signals of the laboratory’s
fluorescent lights. These signals should not be dangerous for the laser diode: they last
a few microseconds and have a maximum amplitude of approximately 100 nA, with
the QubeCL case properly connected to the same laser ground. This coupling is due
to the fact that the current cable in between the protection board and the diode is not
shielded. In order to limit this coupling we reduced the bandwidth of the protection
board to 100 kHz.

Our debugging strategy that we will apply in the immediate future is the following:
in order to understand if the QubeCL is somehow involved in the failure of the diodes
in a way not yet understood, we will exclude it from the setup of the D2 master
laser. We have substituted the QubeCL with a laser driver by Thorlabs (PRO8000
LD and TEC Controller). The idea is to change a single experimental variable at a
time in order to isolate the failure source. If we experience another failure with this
new setup, we could exclude the QubeCL and continue the investigation focusing on
other elements. Otherwise we could deepen the QubeCL debbuging for understanding
the failure causes. We have mounted a new Eagleyard diode powered by a Thorlabs
driver for a month now and it continues to work properly. The longest lasting diode
with the QubeCL setup survived for about a month and a half but most diodes did
not survive for more than two weeks.

If the QubeCL should prove to be the failure cause we will try to understand the
physical reasons why this happens, in collaboration with the ppqSense startup which
has proved to be not only available to provide technical assistance but also to help us
with their experience in the field of lasers.

3.2 D2 lock-in on the transfer cavity

The emission of the ECDL in a single mode of the external cavity is yet not sufficient
for using it in the experiment, since slow fluctuations due to noise or thermal stability
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Figure 3.8: The basic layout for locking a cavity laser. Red lines represents optical
path, black lines represents electric signal paths. The signal going to the laser controls
its forward current and, consequently, its frequency [133].

will affect the stability of the laser frequency. It is then necessary to stabilize the laser
frequency, e.g. by comparing it to a given, fixed frequency with a stable reference.

A stable frequency reference could be found by exploiting a passive stable resonator
or a spectroscopy signal. In the laboratory, it was recently purchased a stable Ultra
Low Expansion (ULE) cavity that is resonant at two wavelengths: 1762 nm (the
S1/2 → D5/2 clock transition in Ba+) and 903.4 nm (corresponding to twice the
magic wavelength in Ba+). The finesse of the 10-cm-long ULE cavity at 903.4 nm is
approx. 3000, so a laser source at 903 nm can be locked to a cavity mode of width
500 kHz. The laser at 903.4 nm has been realized in the laboratory as a primary
source for producing the light at 451.7 nm that will be used for the ions’ EOT. The
lock-in strategy for the D2 laser is to use a transfer cavity to lock it by using the
903.4 nm light as reference after the 903.4 nm will be locked using the ULE.

For the frequency lock-in of the laser at ωD2,L = 2π× (446.8) THz we will use the
Pound-Drevell-Hall laser frequency stabilization technique [133]. With this method,
the laser’s frequency is measured with an optical resonator cavity, and this measure-
ment is fed back to the laser to suppress frequency fluctuations. The measurement
is made using a form of nulled lock-in detection, which decouples the frequency mea-
surement from the laser’s intensity.

The experimental setup to realize the Pound-Drever-Hall lock-in is sketched in
Fig. (3.8). The main elements for the Pound-Drever-Hall stabilization are a stable
resonating cavity, a device to modulate the laser frequency, e.g. an electro-optic mod-
ulator (EOM), and a photodiode to reveal the error signal from back reflection of the
transfer cavity.

For the transfer cavity we consider a cavity of length 10 cm formed by two curved
mirrors with radius of curvature 1000 mm. In order to obtain a cavity linewidth com-
parable to the Lithium D2 natural linewidth the finesse must be 250. A similar cavity
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was successfully built in the Ba+ optical setup [116] to transfer a Rb spectroscopy
reference to the lasers for cooling and manipulating Ba+ ions.

All the material required for the D2 lock is present in the lab and ready to be
mounted. The delay caused by the gain chip failures prevented from being able to
lock the D2 laser.

3.2.1 Selecting the reference laser frequency

To lock the D2 source at the desired frequency we have to find the correct cavity
length that makes it possible to ensure a resonance of both the reference laser and the
laser at ωD2.

In a Fabry-Perot cavity a wavelength is resonant when it is an integer multiple of
twice the cavity length. In our strategy, the cavity length is stabilized by adjusting
the position of one of the mirrors in order keep the cavity resonant with the reference
laser.

Therefore, the frequencies at which a second laser can be locked are determined by
the cavity length. As a consequence, we must ensure that one of the cavity resonances
at approx. 671nm is sufficiently close to the angular frequency ωD2,L. If the cavity
length is n times λS, where λS = c/νS is the stable wavelength, one can change the
length of the cavity L of ∆L by shifting the reference frequency of ∆νS = c∆L

λSL
.

The cavity length can be changed only in steps of λS/2. The number of steps that
must be made before the resonant modes around 671 nm cover an entire FSR centered
on νD2,L = ωD2,L/2π depends on the ratio between the frequencies of the reference
laser and the 671 nm laser:

∆L

L
= m

νD2,L

νS
, (3.1)

where m is an integer number. In Fig. 3.9 (a) it can be seen that, using λS = 903.4 nm
as a reference laser, 25 steps around the 10 cm of the transfer cavity are sufficient to
cover up an entire FSR centered in νD2,L. At λS the difference in cavity length between
two adjacent resonances is: ∆Lstep = λS

2 ' 451.7 nm. As a consequence, 25∆Lstep

correspond to an excursion of the piezo-translator of about 11 µm. Using as reference
wavelength the λRb = 780.2 nm from the Rubidium spectroscopy, we observe that the
same excursion in cavity length is not sufficient to cover the entire FSR around the
D2 frequency, because the excursion depend on eq. (3.1), see Fig. (3.9) (b).

The piezo-electric stack translator that will be mounted in the transfer cavity
is the HPSt 500/10–5/7, sold by Piezosystem Jena, that could have an excursion
of maximum 12 µm if a voltage from −100 V to 500 V is applied. However, it is
not recommended to use negative voltages because in this configuration the piezo-
translator will experience a larger hysteresis.

The maximum excursion of the cavity length can be considerably reduced if we
consider possible frequency shifts provided by acousto-optic modulator (AOM). In
Fig. 3.9 (c) it is shown, as an example, that with only ∆L = 5λS for the translator
and using AOMs at 80 MHz or at 200 MHZ, the entire FSR is covered.

3.2.2 The electro-optic modulators

In order to modulate the laser light we use electro-optic modulators. These devices
are based on the electro-optical phenomenon experienced by certain materials that
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a) b)

c)

Figure 3.9: (a) Plot of the resonant modes at 671 nm for 25 adjacent resonant modes at
λS. The FSR is homogeneously covered. (b) Plot of the resonant modes at 671 nm for
25 adjacent resonant modes at 780 nm. The FSR is not homogeneously covered, and
the transfer cavity strategy for locking the Lithium spectroscopy lasers may fail. (c) If
an AOM at 80 MHz or one at 200 MHz is used, the entire FSR can be homogeneously
covered by extending the cavity for only 10 adjacent resonant modes at λS.
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Figure 3.10: Scheme of a transverse modulator used in the electro-optical modulator.

are birefringent, i.e. they have two different refractive indices (ordinary and extra-
ordinary), with one of the two refractive indices being dependent on the local electric
field. In our experiment we used Lithium Niobate crystals with extraordinary optical
axis (z-axis) that belongs to one of the surfaces of the crystal.

Let’s suppose to have a laser beam with a wave vector ~k0 parallel to y-axis and
linear polarization parallel to the z-axis. We imagine to generate a constant electric
field E, parallel to z, by placing the crystal as a dielectric in an ideal capacitor with flat
and parallel faces. It is possible to demonstrate that the laser’s phase shift acquired
in passing through the crystal is [117]:

φ = φ0 − π
V

Vπ
, (3.2)

where φ0 is the phase shift in the absence of an electric field, V is the voltage potential
applied at the terminal of the capacitor and Vπ is called half-wave voltage and depends
on the material and on the geometrical properties of the crystal. In our case Vπ '
187.2V [117]. We use a crystal of Lithium Niobate of dimensions (2×2×20) mm. The
capacitor is realized using two copper plates that cover the xy-faces of the crystal, as
shown in Fig. (3.10).

In order to modulate in frequency the laser, it is necessary to apply a radiofre-
quency ωRF of amplitude VEOM. In this way the time-dependent phase shift is:

φ = φ0 − π
VEOM sinωRF t

Vπ
, (3.3)

resulting in a modulation of the laser frequency.

EOM electrical schematic

We want to modulate the EOM by feeding it with as low power as possible and
reaching potentials of the order of Vπ. In order to have a signal more monochromatic
as possible, it is advisable not to actively amplify the input signal in order to have as
low injected noise in the circuit as possible.



CHAPTER 3. LITHIUM EXPERIMENTAL SETUP 51

Figure 3.11: Exploded rendering of the mechanical parts that compose the EOM. The
transformer, wound in air, is not shown.

Therefore, I designed an electrical schematic for feeding the EOM based on a
resonant RLC series circuit. In this way the voltage amplitude at the EOM capacitor
will be enhanced by the Q-factor of the resonant circuit and at the same time the
circuit will act as a pass-band filter centered on the resonant frequency.

The measured capacity of the EOM capacitance load is about 7 pF, measured
with a vector network analyzer (VNA). The inductance that is needed to make the
RLC series circuit resonate at 20 MHz is about 9 µH, which – wound in air – occupies
approximatively a cylindrical volume with a diameter of 25 mm and height of about
50 mm. These dimensions are comparable to the ones of conventional optical elements
in an optical circuit. The typical Q-factor of the resonant circuits is approximately 50,
and we are able to reach a signal of amplitude Vπ with an input signal of amplitude
3.75 V.

EOM mechanical design

In Fig. (3.11) are shown the mechanical parts that constitute the EOM. The main
issue in realizing this device is that the Lithium Niobate crystal is a fragile material
and it is critical to press it between two flat metal plates without breaking it.

The solution, much less technically sophisticated and expensive, is to press the
crystal between two flat electrodes, made in copper, which is not only a good conductor
but also a soft material. The electric contact is made by applying pressure as evenly
as possible over the entire facets of the crystal. The upper and lower supports, made
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in teflon, ensure the presence of a “soft” material that reduces the stress on the crystal
and therefore reduces the probability of breaking it. The electrodes have a U-shape
in order to facilitate the soldering of the inductance on it.

Commercial solutions usually solve this issue by gold plating the crystal’s facets
and doing the electrical connection with wire bonding but we do not have such ma-
chinery available at LENS. An alternative could be to solder the wire on the gold
plated facet, but this would be critical in many aspects, since soldering gold and
copper requires special techniques.

3.3 D1 lock-in on D2

We have two master lasers, one for the spectroscopy of the D1 line, and one for the D2
line of Lithium. Sec. [3.2] described how to lock the D2 laser to an actively stabilized
cavity by using the Pound-Drever-Hall technique. The D1 master laser can be locked
by referring its frequency to the D2 master laser.

This can be done by using the technique called offset lock [134]. Following this
technique, the D2 laser beam is superimposed to the D1 laser beam and, by making
the two beams interfere, a beatnote originates from this interference. The beat note
has a frequency ωL,D2 − ωL,D1 = 2π × 9.9938 GHz that can be detected by a fast
photodiode, i.e. by a photodiode with a sufficiently large bandwidth (Hamamatsu
G4176-03). The D1 locking in frequency can be assured by imposing the frequency of
the beatnote remains constant in time.

In order to lock the D1 frequency, then one has to realize an electronic circuit
that locks the microwave beating signal. A possible solution is to use a phase-locked-
loop (PLL) chip that can be easily integrated in the laser current and temperature-
controller supply.

3.3.1 Electrical setup

Our fast photodiode is able to detect the beat note frequency between the D1 and
D2 laser. It needs to work counter-polarized with about 7 V. Working with approx.
10 GHz is very demanding because the signal could experience reflections along the
circuital lines and it needs special coaxial cables to be transmitted without losses. For
these reasons, the photodiode output is down-converted in a radiofrequency signal
of the order of 100 MHz by beating the photodiode signal and a stable 10.25 GHz
signal (Sage Millimeter SOD-10304117-SF-S1 oscillator by Sematron) on a mixer. To
minimize the path of the 10 GHz signal the photodiode will be directly connected to
a bias-tee for its counter-polarization and to the amplifier.

The output of the mixer is in the radiofrequency range and could be connected to
the input of the PLL module with an SMA cable. Fig. (3.12) describes the electrical
setup for the D1 frequency lock-in.

The PLL module provided by QubeCL can adjust the laser forward current to keep
constant the frequency of the beat note. It has on board a PLL chip that generates an
error function proportional to the phase shift between a reference signal – generated in
our setup by a DDS at 80 MHz – and the down-converted signal from the photodiode.
This error signal is sent to a Proportional-Integral-Derivative (PID) control circuit,
which acts on the laser forward current in order to vary the laser frequency. It is
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Figure 3.12: Scheme of the electrical setup for the D1 frequency lock-in. The parts
enclosed in the orange box are directly connected to each other and are mounted on
the optical table.

sufficient to know the frequency response of the diode to current variations and to set
the correct parameters for the feedback loop by using the software provided.

3.4 The Lithium optical setup

The Ba-Li experimental setup is organized in three optical tables: one hosts the
vacuum chambers for Barium and Lithium, one hosts the light sources to cool and
trap Barium ions, the third one is dedicated to the light sources for cooling and
trapping Lithium atoms.

In this section I will describe the optical setup of this third table. On top of the
table we have placed three breadboards on which we have placed different parts of the
optical circuit. The optical connections between the breadboards are realized with
optical fibers, so if in the future it is necessary to make room in the lab for other
parts of equipment, each breadboard can be moved independently without affecting
the alignment of the whole circuit. For the moment, in order to provide an extra
dumping of low frequency noise we have placed small pieces of neoprene between the
breadboards and the optical table.

In Sec. [3.4.1] I will describe the optical setup of the first breadboard that hosts the
two master lasers and a first tapered amplifier laser (TA) that amplifies the lasers’ light.
Sec. [3.4.2] provides a description of our home made tapered amplifiers. In Sec. [3.4.3]
I will describe the second breadboard: here the laser light is further amplified to
provide enough cooling and repumping light for the magneto-optical trap and the
Zeeman slower. Finally, Sec. [3.4.4] describes the the third breadboard, in which we
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produce the cooling and repumping light for the imaging of Lithium atoms at zero
and high magnetic field.

3.4.1 The first Li optical breadboard

Fig. (3.13) shows the optical setup of the first breadboard. The two ECDL lasers,
described in Sec. [3.1], are mounted near the two opposite long sides of the breadboard.
Just after the optical isolator, the D2 laser beam is split into four: a beam with most
of the power is sent to the TA, one beam is sent to a beamsplitter for the offset lock
with the second master laser, the last two beams are sent, through two optical fibers,
to the transfer cavity and a wavemeter.

The laser beam that is sent to the transfer cavity is first modulated by using
an EOM. The optical circuit of the D1 laser is similar to the D2 circuit; in this
case, though, the laser is locked to the D2 by offset lock, therefore we take only two
small portions of the laser light with a beam sampler for the offset lock and for the
wavemeter.

The D1 and D2 main laser beams are both s-polarized at the laser outputs. One
half-wave plate modifies the D2 linear polarization to superimpose the two beams on
a polarizing beamsplitter (PBS). At the output of this PBS the D1 light is p-polarized
and the D2 is s-polarized.

Because the MOT and the gray-molasses are realized at different times, see Sec. [2.1],
the D1 and the D2 lights can be sent selectively at the input of the first TA. The switch
from the first frequency to the second must be done fast, in a time of 10 µs as mag-
nitude order, for not breaking the TA at high currents. In other setup this switching
is realized by turning on and off two AOMs which select the correct frequency [87].

However, in our setup AOMs can not be used because too much laser power is
dispersed on them and the threshold injection power for the TA would not be reached.
Moreover, the input of the TA must be s-polarized.

Then, we will use a Pockels cell (from Leysop ltd.), which guarantees both the fast
switch between the two frequencies and the correct polarization selection. When the
Pockels cell is turned on, it acts as a half-wave plate. It is only a transparent medium
if it is off. Therefore, when the Pockels cell is off the D2 light injects the TA and the
D1 is deviated, when the Pockels cell is on the opposite situation occurs.

3.4.2 Light power amplification on the first TA

Master lasers for Lithium atoms need to be amplified to be used for all the cooling and
trapping operations. For instance, the magneto-optical trap needs large laser powers:
we need waists on the order of 1.5 cm and peak intensity of approximately 7 Is, with Is
the saturation intensity for the D2 (Is = 2.54 mW/cm2) [95]. A relatively cheap and
practical method to amplify laser light is to employ tapered amplifiers. To amplify the
671 nm master lasers the Eagleyard EYP-TPA-0670-00500-2003-CMT02-0000 tapered
amplifier is used [129].

The TA electrical configuration is similar to that described for the ECDL in
Fig. (3.5). The only differences are that the QubeCL must provide a rather higher
current (our TA’s maximum current is 1 A), and that the TA is anode ground, a
configuration for which QubeCL has better noise performances.

The GaAs semiconductor amplifier is mounted in an homemade setup sketched in
in Fig. (3.14). The TA chip has a CMT02 package that allows to fix it to a brass
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Figure 3.13: Optical Setup for the first breadboard of the Lithium laser lights optical
table.
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Figure 3.14: Exploded view of the tapered amplifier mounting. Adapted from [116].

base by means of a screw. In the brass base there is a terminal to ensure the ground
connection. The anode terminal of the chip is connected to the power supply by
means of a clamper. In the TA brass base there are two lens adjusting tubes with
micrometer thread that host two high numerical-aperture lenses. This two lenses are:
the input lens, which focuses the input laser on the TA chip, and the output lens
which collimates the TA output beam. The collimating lenses used for this setup are
Thorlabs C230 TMD-B, with a focal of 4.51 mm. The optical axes of the two lens
adjusting tubes and the TA chip coincide.

Positioning correctly these two lenses is quite critical because the TA active medium
is particularly small – the input aperture is 3 µm wide and the output aperture 190 µm
wide – and a high numerical aperture caused a reduction of the depth of field. For
this reason the lens adjusting tubes are externally micrometric threaded.

In general the TA may have thermal dissipation problems, for this reason the TA
mounting is equipped with a water cooling system, whose operation is described in
the next section.

An easy procedure for injecting a TA is to feed it with low current (around 100 mA)
and then superimpose the input beam with the fluorescence emitted by the TA back-
ward from the input facet. Once the first signal of amplification is present, the current
of the TA can be gradually increased in steps, while the input beam alignment must
be optimized at each step. The light power amplification occurs at a certain current
value, typically at approx. 300 mA, with a behavior shown in Fig. (3.15).

Water cooling TA system

The maximum TA recommended operational temperature condition is 40◦C from
datasheet [129]. However, in the exchange of information with Eagleyard about the
gain chips failure (see Sec. [3.1]), we have learned that also TAs at 671nm should
rather work at around 15◦C.

This temperature condition is quite demanding considering that the temperature
in the lab is approx. 23◦C and that the TA runs at relatively high currents. When the
TA is running at operational current, we found it necessary to water cool the device.
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Figure 3.15: (a) Light power of the TA versus forward current, measured with an
injection input power of 11.5 mW. (b) Amplification of the light power with respect
to the input power. At high forward currents it is possible to reach amplifications
higher than the 10 dB declared by Eagleyard Photonics.

Using eight compression fittings with outer thread, water can flow inside four
through holes in the TA heatsink, see Fig. (3.15). We use a water cooling system for
PC hardware by Phobya: the water is collected in a reservoir, then a pump creates a
water flow in the tube passing through the heatsink holes. A special NTC temperature
sensor installed inside a hydraulic fitting is used to control that the water temperature
remains constant. Since this NTC is sold without a datasheet, I have calibrated it
by measuring its resistance at some different temperatures, using a chiller. Once
I have found the parameters of the Steinart-Hart equation that describes the NTC
behavior [135], I have connected the electrical terminals of the NTC to an Arduino
Uno to periodically measure the temperature of the water in the TA.

3.4.3 Optical Setup - Breadboard 2

The optical setup designed for the second optical breadboard of the Lithium laser
table is shown in Fig. (3.16). In this board are produced the laser beam for the MOT
and for the Zeeman Slower and there are present three TA units identical to the one
described in the previous section. Every TA has a declared typical amplification of
10 dB (though we measured a higher amplification, see Fig. (3.15)), with an input
ranging between 10 mW and 50 mW. This technical requirement explains why we
have planned to mount two TAs in sequence, one at the end of the first breadboard
and one at the beginning of the second one: the D1 and D2 light injecting the TA
on the first breadboard are about 11.5 mW and they are just enough to inject a TA
before the optical fiber, but not after.

With the first TA in the second board it is possible to reach the maximum TA
output power in operational condition of about 500 mW. The laser is then divided
in several branches, in order to produce the frequencies needed for the Lithium gas
production (see Table (3.1)).

For both D2 and D1 lines, we need to produce light resonant with both a cooling
transition (|F = 3/2〉 → |F ′ = 5/2〉 for the D2 line and |F = 3/2〉 → |F ′ = 3/2〉 for
the D1 line) and a repumper transition (|F = 1/2〉 → |F ′ = 3/2〉 for the D2 line and
|F = 1/2〉 → |F ′ = 3/2〉 for the D1 line). The shifts between repumper and cooling
are sufficiently small that they can be realized with double passed AOMs.
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The repumper and the cooling light are created in two separate optical paths,
amplified, and then superimposed again using a PBS, see Fig. (3.16). The frequency
difference between the cooling and repumper beams correspond to the shift between
the cooling and repumper transitions for D1 and D2 respectively. For D1, an additional
shift of 0.2ΓD1 is added to the shift between the cooling and repumper transitions,
as suggested in Ref. [95]. After recombination, cooling and repumper beams do not
interfere because they have perpendicular linear polarization, independent of each
other.

At the moment of writing, the second breadboard is not yet implemented, because
of the problems we encountered with the laser sources (see Sec. [3.1]).

3.4.4 Optical Setup - Breadboard 3

The third breadboard is dedicated to the realization of the laser beams for the absorp-
tion imaging of Lithium atoms. The imaging will be carried out only employing the
D2 transition. Two imaging beams have been planned: the one in which the atoms
experience a high magnetic field, approximately 1000 G, and one at zero magnetic
field. The imaging at high magnetic field is necessary in order to observe the atoms
while they experience a Feshbach resonance without turning off the magnetic field.

The required frequencies for imaging are different in the two conditions because of
the Zeeman effect: at zero field we use the exact D2 frequency ωD2/2π, while at high
magnetic fields the laser must be shifted of approx. 920 MHz [48].

The optical setup shown in Fig. (3.17) has a scalable number of optical fiber
outputs for both the imaging configurations. This is because we may need to perform
imaging of the atoms in different locations and directions.
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Figure 3.17: Optical Setup for the third breadboard of the Lithium laser lights optical
table.
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Figure 3.18: Sketch of the optical setup for the ZS laser beam, to be mounted in the
experimental table. The vacuum window is made in UV silica and its thickness is
8 mm.

3.5 Optical Setup in the experimental table

Sec. [2.1] described the methods for cooling and trapping Lithium atoms. In this
Section I will describe how we plan to implement these methods by using the laser
lights produced in the Lithium laser table described in the previous sections of this
chapter.

I will treat: the optical setup for the Zeeman slower, the MOT, the imaging,
the optical trap, and the transport for moving the Lithium atoms from the Lithium
experimental chamber to the ion trap.

These optical setups involve one or more laser beams passing into the vacuum
chamber through a window: in Sec. [3.5.6] I will give an overview of this Lithium
experimental chamber.

3.5.1 Optical Setup for the Zeeman Slower

As explained in Sec. 2.1.1, in a Zeeman Slower a laser beam has to counter-propagate
with respect to the atoms flux in order to slow down the atomic beam. Far away from
the focus the profile for a gaussian beam can be written as linear in function of z. The
optimal shape for the Zeeman Slower beam, estimated with a simulation [136], is:

wFAR(z) = − wZS
2LZS

z + qZS , (3.4)

where wZS = βZSRMOT, RMOT ' 5.1 mm is the estimated capture range of the
MOT, βZS ' 1.41 is a parameter obtained by a simulation of the kinetics of the
Lithium atoms (see Sec. 2.1.1). The qZS is a parameter found by imposing that in
correspondence of the centre of the MOT the waist of the Zeeman slower beam has
to be wZS , LZS is the length of the Zeeman slower.

The optical path designed to obtain a good approximation of the beam profile of
eq. (3.4) with standard optical elements is shown in Fig. (3.18). In order to simulate
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Figure 3.19: Beam waist of the Zeeman slower laser beam along the Zeeman slower
axis. The origin of the optical axis is placed in correspondence of the internal surface
of the ZS dedicated vacuum window. Gray lines indicate the MOT centre position
along the z-axis and the desired waist of the ZS beam in this point, respectively. In
red the ideal laser profile is reported, see eq. (3.4), blue points represent the estimated
laser profile with the optical setup of Fig. (3.18).

the beam profile I propagated the laser beam profile through the optical path using
the ABCD matrix methods [137].

The ZS laser beam is brought to the experimental table with an optical fiber;
its output is collimated by using a fiber collimator (60FC-4-A11-02 fiber collimator
by Schäfter and Kirchhoff). The beam must then be increased in size by placing a
telescope with the first lens focal of 50 mm and the second of 125 mm. We considered
a 10 mm distance between the collimator and the first lens of the telescope. Finally,
a lens with focal length 1500 m (placed in the simulation at a distance of 10 mm from
the objective) creates a focussing beam that resembles closely the ideal beam profile
(see Fig. (3.19)).

3.5.2 Optical Setup for MOT and imaging

For the operation of a MOT (see Sec [2.1.3]), three pairs of counter-propagating, σ+-
σ− polarized laser beams must be implemented. For the parameters of the laser beams
I followed the experimental setup of Ref. [95], in which the MOT beams have waist of
about 1.5 cm and the peak intensity has to be 7IS, where 2.54 mW/cm2.

The MOT beams are brought to the experimental table through three separate op-
tical fibers, one for each spatial direction. At their output, the fibers will be connected
to a fiber collimator (60FC-4-A11-02 fiber collimator by Schäfter and Kirchhoff), and
the beam expanded to the desired waist of approx. 15.8 mm by using a telescope
composed by one lens of focal length −50 mm and the second of 400 mm. In order to
obtain the desired peak intensity with this waist a laser power of 70 mW is necessary.
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Figure 3.20: Sketch of the optical setup for the MOT-x and MOT-y.

The optical setup is shown in Fig. (3.20). The laser beam exits from the fiber
collimator with a linear polarization, the polarization is made circular with a quarter-
wave plate, then the laser propagates inside the vacuum chamber, just outside another
quarter-wave plate makes the polarization linear again, and finally the laser is counter-
propagated back in the vacuum chamber by a mirror.

3.5.3 Optical Setup for MOT z-direction

The optical scheme of Fig. (3.20) does not apply for the z-direction since this is the
direction that we chose for our imaging. This choice originates from the fact that we
have placed re-entrant viewport in the vacuum chamber and we are able to perform
imaging with a better resolution with respect to the horizontal plane (see Sec. [3.5.6]).
As a consequence, in the z-direction the MOT beam has to be superimposed to the
imaging one.

The MOT beam and the imaging one will not to be used at the same time, thus
a possible solution to the problem could be to use a mirror mounted on a rotating
stepper motor to deviate the imaging beam inside the vacuum chamber when the
MOT beam is turned off. However, this solution presents some problems: the main
one is that the speed of the switching from the MOT to the imaging beam is limited
by the bandwidth of the stepping motor.

Therefore, I decided not to use this option, but rather to exploit polarization for
separating the two beams. The sketch of this optical circuit is shown in Fig. (3.21).
The MOT beam and the imaging laser are superimposed by using two PBSs, one above
the vacuum chamber, in which enters the imaging beam from the fiber collimator, one
below the chamber, in which enters the MOT beam. This configuration is selected
because the lower vacuum window gives an optimal optical access to the atoms, al-
lowing to dispose the heavy and bulky camera directly on the optical table and not
in the upper optical breadboards that provide limited space and may be subject to
mechanical vibrations.

The collimated imaging beam enters in the first PBS and it is reflected by it in
the vacuum chamber. A quarter waveplate changes the imaging beam polarization
to circular before entering the vacuum chamber. The imaging is done in absorption,
but we can consider for simplicity the image of the atoms’ shadow as a point light
source. This ”light source” is collimated by a high-numerical aperture objective of
effective focal length fob, changed in polarization by a quarter waveplate, separated
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Figure 3.21: Sketch of the optical setup for the MOT-z and for the Lithium imaging.
For simplicity of treatment, we consider the atoms as a point light source.

from the MOT beam by a second PBS, and then refocussed on a camera (iXon Ultra
888 camera by Andor) with a lens of focal length fcam. The magnification of this
imaging will be fcam/fob.

The MOT beam enters in the second PBS, but it is not collimated, because of the
presence of the objective along its path. Before entering in PBS, the beam must be
shaped in order to obtain after the telescope a collimated beam of waist of approx.
15 mm, see Fig. (3.21).

We are currently collaborating with Sill Optics for the design and the production
of the objective for Lithium imaging. We are asking for a numerical aperture of 0.5, to
be able to have the maximum resolution allowed by the lower vacuum windows. Since
the depth of field is inversely proportional to the numerical aperture, we would like
to have the possibility to reduce it on demand in order to image relative big atomic
clouds. Referring to Fig. (3.21), by inserting a telescope between PBS 2 and the lens
of focal fcam it will be possible to select the numerical aperture of the whole optical
system by acting with an iris in the imaginary image plane placed between the two
lenses of the telescope [138].

3.5.4 Outlines about the Lithium FP cavity

The last part of the cooling procedure for producing Lithium quantum gases is to use
the evaporative cooling technique, see Sec. [2.1.5]. In order to perform evaporative
cooling, the atoms will be first transferred from the MOT to a deep optical trap. The
optical trap could be made up of a single beam [139] or a crossed beam configura-
tion [140]; however, in this case extreme powerful lasers (> 100 W) must be used.
Instead, we have chosen to increase the depth of the optical trap by using a Fabry-
Perot (FP) resonator. The Fabry-Perot resonator will be placed inside the vacuum
chamber and it is currently under construction, a rendering is presented in Fig (3.22).

The FP resonator is designed to work at λS = 903.4 nm, a wavelength for which
we can stabilize a laser by using the ULE cavity, see Sec. [3.2]. The cavity will have
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Figure 3.22: FP Lithium cavity rendering. Resonator mirrors will be held in place
by a V-shaped holder mounted in vacuum chamber. One of the two mirror will be
permanent, while the other will be able to move thanks to a piezo-electric translator.
The monolithic cavity will be fixed at the inferior vacuum flange in the Lithium
experimental chamber.

a length of about LLi = 68 mm, tunable by moving one of the mirrors with a piezo-
electric translator, and an expected finesse of FLi = 17500, for λS .

We plan to use a λS laser with an input power of Pin,Li = 100 mW and to have
a waist at the centre of the cavity of wLi = 116 µm. With these numbers, the
maximum trap depth would be approx. 26.5 mK, a value that is much larger than
the temperature that can be reached with the gray molasses (30 µK [95]). Therefore,
we believe that with these characteristics we will be able to confine in the resonator
a relatively large portion of the atoms in the MOT. Finally, we note that at the
maximum expected trap depth, the trap frequency associated with a single lattice site
in the resonator is approx. 9 MHz, a value comparable to the natural linewidth of
the D1 and D2 lines in Lithium. Therefore, the possibility of a single laser sideband
cooling could be explored [141].

At λS, the Lithium polarizability for the level P1/2 differs only of the 16% from
the S1/2 one, while the polarizability of the P3/2 differs from the S1/2 one of approx.
9% for sublevels mJ = ±1/2 and of 44% for sublevels mJ = ±3/2 [119]. Therefore, it
would be possible to perform laser cooling on the atoms while they will be trapped in
the lattice by slightly modifying the D1 and D2 laser frequencies.

3.5.5 Adiabatic displacement of the atoms

Once a sufficiently cold gas is formed, this will have to be displaced to the Barium
vacuum chamber where the ion trap is. This translation will be operated by first
moving the atoms from the resonator trap to a single beam optical dipolar trap realized
with a tightly focussed laser at λOT = 1064 nm. Then, after turning off the resonator
trap, we will transport the atoms in the second chamber by moving the focus of the
intense λOT laser beam [142, 143].

Transition from the resonator trap to single beam trap

The λOT laser dedicated to the optical transport has a power POT = 5 W. At a fixed
power, the waist of the laser determines the depth, the frequency, and the radius of
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Figure 3.23: Plot of the potential VhL + Vdimple, calculated for ωLR = 2πνL,||(S1/2),
POT = 5 W and a waist of 5 µm for the optical transport laser beam.

.

the optical dipole trap. Our goal is to transfer as many atoms as possible from the
resonator to the dipole trap. To this end, I have modeled the trap swap in order to
find the optimal value for the beam waist.

I model the transport procedure in 1D for simplicity, this is reasonable because the
angle between the optical axis of the resonator and the transport direction is relatively
small, approx. 17.20◦. I assume that Natoms = 106 atoms are trapped in an harmonic
potential at frequency ωLR with temperature TD1 ' 30 µK, the typical temperature
of the D1 gray-molasses [95]. I assume also that the atoms have energies that follow a
Maxwell-Boltzmann distribution. Supposing that in the initial conditions the atoms
have only potential energy, from the Maxwell-Boltzmann distribution it is possible to
obtain a probability distributions of the positions in the harmonic trap. Under this
hypothesis I basically assume that the size of the cloud in the resonator is the largest
possible.

I consider the potential of the resonator a harmonic potential VhL = 1
2mLiωLRr

2

as approximation of one lattice site in its minimum of potential, and the potential
Vdimple of the dipole trap creates a dimple on top of it (see Fig. (3.23)). For Lithium
in 2S1/2 state, the estimated trap frequency perpendicular to the resonator optical
axis is approx ωLR = 10 kHz.

I now consider to suddenly turn on the dipole trap, i.e. in a timescale faster than
the atoms’ dynamics in the resonator. At the instant in which the potential Vdimple is
turned on, the particle in position r assumes energy VhL(r) + Vdimple(r). Under these
assumptions, I am considering “the worst case scenario”, since I basically maximize
the energy transferred to the atoms by the fact of suddenly turning on the dipolar
trap. I now assume that the particles in the combined trap formed by the two optical
potentials will thermalize, and I assume that the temperature is the mean energy of
one particle divided by the Boltzmann’s constant kB. When the lattice potential is
turned off, I assume that only the atoms with energy lower than |Vdimple(r)| will remain
trapped. Integrating the new Maxwell-Boltzmann distribution from 0 to |Vdimple(r)|
I make an estimate of the percent of atoms that remain trapped in the dimple.

Fig. ( 3.24) shows the ratio of atoms transferred from the resonator to the optical
dipole trap as a function of the dipole beam waist and power. Interestingly, this value
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Figure 3.24: Number of estimated atoms survived at the optical transport procedure
as a function of the waist of the transport laser beam. The graph is evaluated for
different trap frequency in the resonator where νL,|| = ωLR

2π for the S1/2 Lithium
ground state.

.

approaches unity in a wide range of parameters. We opted to work with a waist for
λOT of approx. 25 µm.

Optical transport experimental setup

The displacement of the focus of a single dipole trap can be realized by moving one
or more lenses [144].

In principle, in order to translate the atoms of a distance ∆z it should be sufficient
to move the last lens focussing a collimated beam on the atoms of the same distance
∆z. However, we have to move the atoms of a considerable distance (DLi = 30 cm),
and low-noise translators’ price increases proportionally to their range. Therefore, we
have opted for an optical setup made in total of five lenses, in which the waist of the
laser is constant during the displacement of the first lens, and the focus location after
the last lens is moved M2

OT times δOT, where MOT is the magnification of the setup
and δOT is the excursion of the translator, see Fig. (3.25).

The optical setup to translate the laser focus is instead constituted by three lenses
fOT1, fOT2, fOT3 [142, 143]. The lens that is moved is fOT1 and its focal is equal
at that of the second, fOT1 = fOT2. The distance between the first two lenses is
fOT1 + fOT2 + δOT, and in the starting condition δOT = 0 (the center of the optical
trap is at the center of the Lithium vacuum chamber). The distance between the
second and the third lens is fixed at fOT2 + fOT3, so these two lenses constitute a
telescope with magnification MOT = fOT3/fOT2.

The lenses fOT4 and fOT5 only constitute a telescope for increasing the waist of the
laser, which is brought to the experimental table with an optical fiber (60FC-4-A11-03
optical collimator by Schäfter and Kirchoff). In the scheme reported in Fig. (3.25),
choosing fOT1 = 200 mm, with an input waist of 7 mm it is possible to obtain the
desired waist of approx. 25 µm on the atoms.
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Figure 3.25: (a) Schematic sketch of the complete optical setup for the atom transport.
After the fiber collimator we expect a waist of 1.4 mm, so we plan to use a 1 : 5
telescope in order to produce a sufficiently large beam. (b) Laser beam profile at
δOT = 0 near the centre of the Lithium experimental chamber. The waist of the laser
is about 25 µm as desired and remains constant during the transport. (c) Position of
the laser focus as a function of δOT.
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Adiabatic displacement of the atoms

The lens fOT1 is placed on a computer-controlled air bearing translator (Aerothech
ABL1000-050-E2-CMS1-PL2-TAS) that makes it possible to linear displace the lens
for up to 10 cm. Ideally, we want to move the trap adiabatically in order to minimize
heating [145]. To this end, if we assume that the probability to transfer one atom
from a level n of the dipole potential to a more excited state is much smaller than
one, the best acceleration profile for adiabatic transport is a sawtooth one [142]: the
translator is constantly accelerated from t = 0 to t = TOT

2 and constantly decelerated

from t = TOT
2 to t = TOT. With this acceleration profile, the jerk, i.e. the rate of

change of acceleration, is kept constant during the transport procedure.
If we approximate the dipole potential to a harmonic potential near the centre of

the trap and suppose to apply an acceleration to the lens translator with a sawtooth
profile, the transport is adiabatic if [146]:

TOT �
√
DLi

aOT

1

ΩOT
, (3.5)

where aOT is the ground state radius for the harmonic potential with trap frequency
ΩOT that approximates the optical transport dipole potential.

For the optical setup of Fig. 3.25 this adiabatic condition is TOT � 5 s for a waist
of 25 µm.

3.5.6 Overview of the Lithium experimental chamber

Atom-light interactions are the keystone of an experiment of atomic physics, since
they are used to cool and trap the atoms and thus exert a strong level of control over
their dynamics.

In the design of the Lithium experimental chamber we had to consider the presence
of a large number of laser beams, each with its specific features of shape and power,
that must interact with the atoms.

As already explained in Sec. [2.5], Lithium atoms are prepared in an oven and then
first slowed down in the Zeeman Slower. Then they arrives in the Lithium vacuum
chamber where they interact with different lasers for different cooling and trapping
stages.

In Fig. (3.26), the different laser paths are shown. In order to trap and cool the
atoms the vacuum chamber must ensure optical access to the laser beams for the ZS,
the 3D-MOT, the FP resonator, and for the imaging.

There are several constraints that we had to consider in designing the chamber.
First, the chamber is connected in vacuum to other two bulky parts: the Zeeman
slower and the Barium vacuum chamber; these elements take out space that could
be used for placing optical elements close to the chamber. Second, the viewport for
the Zeeman slower beam must be kept at a high temperature in order to avoid the
coating of the viewport with the Lithium atoms from the Zeeman slower. Third, the
positioning of the MOT beams.

The MOT needs laser beams in three directions. In the z-direction the MOT beam
path is superimposed to the imaging one, as explained in Sec. [3.5.3].

The imaging light enters from the upper viewport while the MOT beam enters
from the lower one. In this way the camera can be mounted on the optical table,
as well as the objective. To realize the MOT also a magnetic field with the profile
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Figure 3.26: Rendering of the Lithium experimental chamber with a schematic map
of the spatial position of all the laser beams for trapping and cooling Lithium atoms.

of eq. (2.16) is needed. This magnetic field will be realized using a pair of coils in
anti-Helmoltz configuration by Behncke Elektromaschinenbau, already delivered in
lab, that will be mounted over and under the Lithium vacuum chamber.

As explained in Sec. [3.5.4], the evaporative cooling will be realized after trapping
the atoms in an optical lattice generated by the Fabry-Perot resonator mounted in-
side the vacuum chamber. The λS laser input enters from a small CF16 viewport,
while another CF16 flange will be equipped with the feedthroughs that are needed
to bring the electric signal to the cavity piezo. In order to realize an efficient evap-
orative cooling we plan to use Feshbach resonances to speed up the pace of atomic
thermalization [3]. For this purpose we will switch to Helmoltz configuration the MOT
coils. However, in order to execute measures on which a higher precision on scatter-
ing length is required, we will have to transport the Lithium atoms into the Barium
vacuum chamber, where are present other coils by Oswald Company able to develop
high magnetic fields (approx. 1000 G) without curvature.

In order to transfer the atoms in the Barium chamber after the evaporative cooling,
we will use a single beam dipolar trap at λOT. By moving the focus of the λOT laser
we will adiabatically move the atoms from the Lithium chamber to the Barium ones
through a path of approx. 30 cm.



Chapter 4

The Ba+ ion trap

In this chapter I will give a brief overview of the structure of the Barium experimental
chamber. This vacuum chamber, differently from the Lithium one, contains many
mechanical parts that are needed to trap Barium ions. This chapter is divided in
two parts: first, I will describe the mechanical parts composing the chamber, then I
will describe the electrical components that are needed to create the potentials that
confine the ions.

The process of assembling and running an ion trap from zero is composed by
several activities of design, simulation and realization. In our laboratory, this work
was shared between myself and Elia Perego, who recently completed his Ph.D. [116].
While we both contributed in all the decisional processes related to the design, Elia
took charge mainly of the Ba+ laser system, the parts related to the mechanics of the
electrodes, and the simulation of the electric fields generated by them, while I took
charge of most of the electronic problems related to the trap operation, e.g. feeding
the electrodes with high voltage RF and DC signals, in addition to taking care of the
imaging system. In this chapter, I will provide a description of the ion trap design and
operation. In the first part, I will provide an overview of the geometry of the trap and
its general properties, referring to Elia’s thesis for more details. In the second part I
will focus mostly on the electronic devices that I designed for operating the trap, with
exception for the RF drive, which will be discussed in detail in Chapter 5.

4.1 Paul Trap design

Our Paul trap has been designed to fulfill some general criteria. First, we wanted to
have the possibility to have a linear Paul trap, similar to what described in Sec. [2.2].
With a linear Paul trap several ions can be trapped with minimum micromotion at
the same time. This feature is essential to be able to observe atom-ion interactions at
low temperatures with an RF field on and with many particles at the same time (see
[2.3]). This option represents a feasible “plan b” in case we are not able to efficiently
trap ions in the EOT for any reason.

Second, in order to ensure an efficient transition from the Paul trap to the EOT
with minimal ion losses, it is essential that that the ion crystal in the Paul trap
resembles as much as possible the 2D structure that the Coulomb crystal would take
in the EOT. To this end it is needed an effective potential, created by RF and static
electric fields, in which the trap frequencies in two directions are equal, i.e. Ωz = Ωy

(see Fig. (4.1)), and the third is much larger than the other two.

71
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Figure 4.1: Archetypical configuration from which our ion trap is inspired, it is an
efficient solution to the integration of a linear Paul trap in an electro-optical one with
a special attention in providing a wide optical access to detect the 2D ions crystals.
The optical access is obtained by hollowing the EOT electrodes and it is represented
by the blue cones. Note that the RF electrodes are rotated of an angle θBl = 45◦ with
respect to the endcaps’ frame. Adapted from [116].

In designing the Paul trap, the necessity to insert the EOT electrodes and its laser
beams had to be taken into consideration. Two intense counter-propagating laser
beams will provide the optical potential for confining the ions in one direction, say
the x-direction. Then, at least two electrodes will trap ions in the remaining other
two directions, the z-y plane.

To fulfill in a satisfying way all these requirements, our experimental Paul trap
has been designed following a model design as in Fig. (4.1). The four RF electrodes
are placed at the vertices of a square to create a linear geometric place of effective
potential minima along the z-axis.

In a linear Paul trap, the static trapping potential along the z-direction, which is
not provided by the RF electrodes, is created typically by using positive charged tips
collinear to z-axis itself [147] or by using segmented linear electrodes [104]. With this
electrodes configuration, trapped ions form a linear crystal along the z-axis. However,
we are interested in swapping the ions from the Paul trap to an EOT, in which the ions
are expected to form a 2D crystal in the y-z plane. Therefore, we have decided to opt
for a configuration in which the DC potential is created with two negatively-charged
electrodes along the y-axis. In this way, we are able to continuously change the shape
of the ion crystal from linear to a disk in the y-z plane.

4.1.1 Mechanical description

The ion trap concept shown in Fig. (4.1) was the starting point for the design of our
experimental ion trap. The RF electrodes have a blade shape with a tip having a
hyperbolic profile to better reproduce an ideal electric quadrupole, see Fig (4.2) (a)
and (b). Because of their shape, the RF electrodes will be in the following indicated
also as blades. In order not to occlude completely the optical access along the vertical
direction, the DC electrodes pair along the y-axis was substituted with four electrodes
(see Fig. (4.2) (c) and (d)). In order to reproduce the same potential created by a
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Figure 4.2: (a) Rendering of the four blade electrodes arrangement. They are equipped
with four pins in order to ensure their spatial positioning. (b) Section of the four blades
with a zoom on one of their tip, which is characterized by a hyperbolic profile. The
distance between two near RF blades is 2.1 mm. (c) Section of the endcap (EC)
electrodes. (d) General view of the endcaps with the blade electrodes, two blades
have been removed for a better insight. Figures adapted from [116].
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Figure 4.3: Stability diagram for our experimental Paul trap at low potentials range.
The black thick dots represent {q, a} pairs for which the Paul trap (described by a
system of coupled Mathieu equations) is stable, whereas the small gray dots indicate
instability pairs. The blue curves, calculated with the multiple-scale perturbation
theory, enclose a stability region which is wider than the numerically estimated one,
yet well describing the stability behavior for small values of q. The green area is the
stability region of the corresponding uncoupled system. The red curve indicates the
pairs of RF and DC voltages for which the trapping frequencies along the y and z
directions are equal. Figures adapted from [116].

pair of tips aligned along the y-axis , the distance between each pair of DC electrodes
must be small compared to the distance between the two pairs [116].

4.1.2 Stability diagram of the Paul trap

In Sec. [2.2] it is shown how the kinetic of an ion in a Paul trap can be entirely modeled
by the Mathieu equations (2.26-2.28). The geometry of the electrodes forming the trap
determines κRF and κDC , i.e. the proportionality factors in Mathieu parameters a
and q, see eq.s (2.29,2.30). The a and q parameters, that depend respectively on the
amplitude of the RF voltage and on the DC voltage of the endcaps, determine if the
centre of the trap is a stable or unstable equilibrium point [103].

In designing the ion trap, the electric fields for running the Paul trap were sim-
ulated, and a stability diagram for our trap geometry was calculated [116]. As a
reference, Fig. (4.3) shows the scales of the voltages that must be applied to our elec-
trodes: a crystal can be obtained by using DC voltages in the range [0,−4.5V ] for a
RF field of 200 V amplitude. In particular, for sufficiently large negative DC fields,
the crystal can be tuned from a linear shape to a 2D symmetric shape (red line in
Fig. (4.3)).
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Figure 4.4: Rendering of the cone electrodes and of two of four mirrors that consitutes
the bow-tie cavity for the EOT. In blue the optical path of the bow-tie cavity laser
beams. In the box panel the intensity profiles of the interference between two focused
gaussian beams forming a crossing angle 2θOL = 10◦. Figures adapted from [116].

4.2 Electro-optical trap design

The electro-optical trap consists of a quadrupole electrostatic potential confining the
ions in two directions and an optical lattice superimposed in the untrapping direction
of the quadrupole potential. Our experimental EOT has a design inspired by the
scheme of Fig. (4.1). The quadrupole potential is provided by two electrodes that
have an hollow shape that makes it possible to have optical access for the imaging.
The optical trap is generated by two intersecting laser beams that form an optical
lattice. In order to create a deep optical potential, the laser beam power is enhanced
by including in the setup a bow-tie cavity. Fig. (4.4) represents the EOT experimental
setup, described in detail in this Section.

4.2.1 EOT electrodes: mechanical description

In our experimental EOT, the electrodes have a conic hollow shape in order to max-
imize the exploitable numerical aperture for an objective with the optical axis along
the x-direction. Moreover, the conic shape maintains the same rotational symmetry
around an axis as that of a simple tip. Fig. (4.4) shows the cone electrodes: two holes
are placed on the sides of each cone electrode and the laser beam resonating in the
bow-tie cavity passes through these holes. Numerical simulations of the fields guar-
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Figure 4.5: a) Rendering of our experimental ion trap design, some relevant ideal
distances between electrodes are reported in mm. (b) Section of one lateral support
for the ion trap electrodes. In the design some holes have been provided for extra-
optical access for laser beams. Figures adapted from [116].

antee that the holes for the passage of the laser beams do not modify the quadrupole
potential generated by the cones [116].

Lateral Supports

All the electrodes must be precisely placed near the ideal trap center. Fig. (4.5) (a)
provides some of the dimensions of the trap, more details about the exact dimensions
of each electrode can be found in Elia Perego’s thesis [116].

In order to ensure a precise positioning of all ten electrodes, the electrodes are
mounted on the two lateral supports represented in Fig. (4.5) (b). Each electrode is
provided with two dowels, some of which provided with a M2 thread at the end of the
tip, so that the electrical connections are ensured by using cable toes tightened to the
same nuts used to tighten the electrodes.

Materials

As conductor material for the realization of the electrodes, a titanium alloy has been
chosen because of its ease in processing and for its low thermal expansion coefficient
compared to other metals. As isolator material it has been used the patented Shapal
Hi-M Soft [148], a special aluminum nitride ceramic that has the property to be a good
electric isolator but also a good thermal conductor. Moreover, like titanium, it has
a very low thermal expansion coefficient of 4.8 µm/mK. This property makes Shapal
an excellent material to construct electrodes holders, ensuring the electrode positions
remain constant and thus ensuring a stable alignment between the optical and the
electrical potential. For the same reasons also the bow-tie cavity mirror holders are
made in Shapal ceramic while the base on which both the mirrors and the ion trap
are mounted is realized in titanium alloy.
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Figure 4.6: Scheme of four-mirror bow-tie cavity resonator.

4.2.2 The bow-tie cavity

In order to increase the lifetime and the number of ions that can be trapped in the
EOT, it is important to realize the deepest possible optical potential. To this end,
we have decided to pursue the strategy of using an optical resonator to increase the
intensity of the interfering optical fields. Specifically, we have decided to use the
interference between the two crossed arms of a bow-tie cavity, see of Fig. (4.6).

In a traveling-wave resonator like a bow-tie cavity, an optical mode travels in one
direction along a closed path – the total length of which is 2lc – and repeats this path
without reversing the wave-vector [117]. The resonant frequencies of the modes may
be obtained by equating the round-trip phase shift to 2π. It results that the resonance
frequencies are ν0 = n× FSR, where

FSR =
c

2lc
(4.1)

is the frequency spacing between two adjacent resonator modes (the cavity free spectral
range, FSR) and n an integer.

An important parameter for an optical resonator is the finesse F , a parameter that
depends only from the mirrors’ reflectivity and that is proportional to the number of
round trips a photon does before leaving the cavity [117]:

F =
πLp

lc
=
πctc
lc

, (4.2)

where Lp is the mean optical path of a photon in the resonator and tc is the photon
lifetime in cavity. With the free spectral range and the finesse, it is possible to calculate
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the full width half maximum of a resonator mode:

δν =
FSR

F . (4.3)

The intra-cavity power is also proportional to the finesse, and it is equal to:

Pc =
FPin

π
. (4.4)

By exploiting this factor, we can increase the power of light participating to the
formation of the optical lattice of the EOT. Notably, this type of optical trapping has
been successfully realized for neutral atoms [149].

The bow-tie cavity of our experimental setup is designed to create a one-dimensional
blue-detuned optical lattice to confine ions in z-y parallel planes, see Fig. (4.4). The
bow-tie cavity is formed by four curved mirrors, supported by ceramic holders, that
make the laser beam circulate in the optical path shown in Fig. (4.4).

All the four mirrors have the same radius of 100 mm. This choice ensures that
each arm of the bow-tie cavity has its own focus. The two focuses of the intersecting
arms are superimposed to generate the optical lattice. The intersecting angle between
the two laser beams that form the optical lattice is 2θOL = 10◦. The small amplitude
of θOL facilitates the possibility of confining atoms and ions in a single minimum of
the optical potential because the lattice constant is much larger than in the case of a
lattice made by counter-propagating laser beams.

The laser light at λM = 451.7 nm is generated in a second harmonic generation
cavity (SHG cavity) from a laser at 903.4 nm. The lattice constant is given by equa-
tion (2.36) and for λM is about 2.5 µm. The light at 903.4 nm originates from an
ECDL and then it is amplified by a TA that guarantees an emission power up to 3 W.
The detailed experimental setup is described in [116]. The duplicated light is sent
to the experimental table with an optical fiber. Considering all the possible losses,
i.e. cavity coupling, doubling efficiency, fiber coupling, AOM efficiencies etc., we es-
timate to be able to couple in the bow-tie cavity approximately 250 mW of light at
λM = 451.7 nm.

A bow-tie cavity has four arms with a gaussian laser beam each: the waists of
horizontal beam branches are about 200 µm, while the waists of the intersecting
beams are about 40 µm.

With ultracold neutral atoms, trapping techniques that exploit a deep optical po-
tential generated by a bow-tie resonator cavity were yet experimentally tested [149].
Moreover, a large literature exist about controlling the coupling between ions and
electromagnetic fields in optical cavity [12, 150–152]. In our experiment the cavity
is designed essentially to obtain a deep trapping potential for the EOT and experi-
ments to investigate the ion-cavity coupling are not planned in the immediate future.
However, in order to not preclude such opportunity the cavity mirrors (by FIVENI-
NEoptics) have a coating designed to work at three wavelength: λM = 451.7 nm,
2λM = 903.4 nm and at 493.5 nm, i.e. the 138Ba cooling transition.

Every mirror holder has three micrometric screws to align the cavity and two of
the four mirrors have piezoelectric translators to lock the cavity: the cavity resonance
at 2λM will be used to lock the cavity length. The resonance at 493.5 nm was used
to measure the cavity finesse F , value that does not differ so much from the finesse
at λM. The esteemed finesse value is F ' 1700 and it was obtained by measuring
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the photon lifetime in cavity tc, i.e. by turning off the cavity at resonance and then
observing the decay of the cavity intensity profile in time.

Using eq. (4.4) to evaluate the EOT potential of eq. (2.44) with our experimental
value for Pc and F we can estimate a trap depth of 300 mK.

4.3 Other elements in trapping process

We have so far rapidly discussed the elements of the Paul trap and of the electro-
optical trap. In this chapter we focus on the ions production, which is based on
photoionization of hot neutral Ba atoms produced in two separate ovens.

4.3.1 The ovens

The ion trap is equipped with two ovens to produce hot vapours of neutral Barium
atoms. Referring to Fig. (4.7), the oven are the grey tubes labelled with number
(5). Micro-spheres of metallic Barium were pressed inside these tubes in an inert
atmosphere of Argon gas to avoid Barium oxidation. Then, the ovens were carefully
inserted in two holes in a copper heat-sink (1). The friction between the ovens and
the heat sink ensures that the ovens hold without the necessity of fixing them in other
ways. The inclination of the heat-sink holes applies a first velocity selection on the
Barium atoms and ensures that their trajectories pass through the trap center. The
tubes are both thermally and electrically connected to the copper-heat sink that has
two functions: ensuring the connection to ground and rapidly cooling the Barium
sample when the ovens are turned off.

The oven tubes are realized in stainless steel 316L, a metal with low electric con-
ductivity that facilitates the heating for Joule effect. The tubes have a total length
of 10 mm, an outer diameter of about 1.5 mm and an inner diameter of 1.2 mm.
The tubes are crimped to a copper wire with a diameter of 1 mm covered by Kapton
coating, a patented polyamide film. This thin wire brings current to the tubes, which
flows through them towards ground: a ground pin is then connected to the copper
heatsink. The lowest part of the ovens is expected to reach a temperature of about
500 K, only estimated with simulations [116] and not measured, while the upper sides
of the tubes are in direct contact with the copper heat-sink that can be considered at
room temperature: in the ovens there is a temperature gradient that facilitates the
production of a collimated atomic beam. Because of this thermal gradient the ovens
were filled with Barium only in their lowest parts, those that would reach high tem-
peratures. Moreover, thanks to the thermal connection with the heat-sink the oven is
rapidly cooled down when the current is turned off.

The barium atomic beam experiences a first velocity selection by two small holes
placed in a ceramic plate at room temperature, (11) in Fig. (4.7). Before reaching
the trap center, the atomic beam pass through a cylindrical hollow (13) that protects
the electrodes from possible sputtering of atoms, and through a hole on the titanium
baseplate. The diameter of this hole is different for each oven: the one indicated
with (15) in Fig (4.7) has a diameter of 0.4 mm and the one indicated with (16) a
diameter of 1.2 mm. The atomic beam passing from the smallest hole should reach
the trap center without sputtering the electrodes, while the larger one is thought for
applying a coarser velocity selection of the Barium atoms, and a minimal sputtering
of the electrodes surface may occur when the oven is run.
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Figure 4.7: Section of our experimental ion trap in a vertical plane passing through
the trap center. The numbered elements of the trap are: (1) copper heat-sink,(2)
venting holes,(3) screw passing hole for fixing the heat-sink on the flange, (4) cold
upper part of the (5) tubes with Barium, (6) tube stripes for the electric connection,
(7) threaded hole for the ground-connecting the heat-sink, (8) screw passing holes
for fixing the base on the flange, (9) pipes and (10) screw passing holes of the cold
ceramic, (11) skimmer, (12) inspection viewports of the (13) cylindrical oven chamber,
(14) anti-sputter wall for protecting the vertical optical access, (15) and (16) output
holes. Adapted from [116].
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At the moment of designing the ovens, several simulations were executed to esti-
mate their performance [116]. In order to reach a temperature of 500 K for the ovens
it is necessary to provide them with a current of 100 A for 200 ms. This value will be
experimentally adjusted during the trap loading optimization phase, and from some
preliminary runs it would be sufficient to let the current on for about 100 ms to see a
change of pressure in the vacuum pump.

From electrostatic simulations also the oven electric resistance has been estimated:
Roven ' 5.9 mΩ. This value, despite the fact that the design of the oven is conceived
to maximize the resistance, is quite small. In realizing the electrical setup for the
ovens, described in Sec. [4.6], this value has to be compared with the resistance of the
other components of the circuit. The electrical setup is designed in order to ensure
that most fraction of the dissipated power for Joule effect will be dissipated in the
oven and not on the copper cables and in their junctions and eyelet lugs. This not
only for having an efficient electrical setup but, in particular, to avoid the heating
up of the cables and the trap environment in general. We have estimated that the
total resistance of the oven setup should be smaller than 10 mΩ: in Sec. [4.6] the
precautions for reducing as much as possible the total resistance of the circuit are
described.

4.3.2 Ionization process

Barium neutral atoms are produced for evaporation from a solid sample by using the
ovens described in the previous section. Then, the atoms are ionized near the centre
of the trap and captured in the Paul trap. A typical method to ionize neutral atoms
is to use an electron gun [153]. However, this method present strong drawbacks as
massive charging up of trap surfaces, due to the electron impact on them, and the
creation of impurity ions, i.e. ions of different isotopes, because the ionization process
is not isotope selective.

For these reasons, we have decided to adopt the photo-ionization method in our
experimental setup. This technique has already been tested for loading Barium ions
in Paul traps [154] and it is isotope-selective.

Our photoionization scheme relies on a first excitation of neutral Barium atoms
from the ground state 6s2 1S0 to the level 5d6p 3D1 by absorbing a photon at 413 nm,
then the atoms are ionized by absorbing a second photon at the same wavelength.
This photoionization scheme is not the most efficient because the transition between
the level 6s2 1S0 and 5d6p 3D1 is an intercombination line for neutral Barium with
a transition line width of about 240 kHz [155]. Moreover from 5d6p 3D1 the Barium
atom can decay in other metastable levels that are dark for 413 nm light [155].

In order to improve the efficiency and increase the production rate, a second res-
onant two-photon scheme can be adopted. This scheme involves the radiation at
553.7 nm to drive the transition from the level 6s2 1S1 to the level 6s6p 1P1 of the
neutral Barium and then the absorption of a photon at 413 nm for the effective pho-
toionization transition [156]. The ionization rate with this second method is expected
to increase by a factor 40 with respect to the previous laser waists and the same
laser powers, but has the disadvantage of adding a second laser source. However, we
decided to opt for the photoionization method that requires only one laser source at
413 nm because realizing a laser at 553.7 nm is technically challenging while buying it
is very expensive and we believe that the selected photoionization method would not
compromise the experiment performances.
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Our 413 nm is focussed at the centre of the trap, and it has a light power of
about 10 mW. As a reference, in a similar experiment on Ba+ ions, ion loading rate
on the order of one ion per second was observed for a laser of 4 mW and a waist of
440 µm [154].

4.4 Ba+-Li imaging

A fundamental part of the experiment is constituted by the high numerical-aperture
(NA) objective, since it will provide a high resolution imaging of the quantum hybrid
system. In this experiment the objective is designed to work in vacuum, very close
to the centre of the ion trap and, in order to focus at the same time the fluorescence
of the ions at 493 nm and of the neutral atoms at 671 nm in the same image plane,
it has to be achromatic and fulfill different optical requirements for the atoms and
the ions. We expect the ions to arrange in crystal-like configurations that range from
linear to two-dimensional crystals. The typical reciprocal distance between the ions
is approximately 10 µm, and they can occupy an area of radius up to ' 100 µm.
The imaging system has to be able to detect the ions in a large crystal, and a sub-
micron resolution could allow us to measure the temperature and the micromotion of
the ions from their spatial delocalization [157]. Moreover, we plan to eventually trap
the neutral atoms in an optical lattice with lattice constant 532 nm. Therefore, the
resolution of the objective should ensure a single site resolution imaging [158].

The choice of installing the objective directly in the vacuum chamber is not very
common [159]. It was adopted because it gives us the possibility to collect light from
a very large portion of solid angle and to collimate the light rays before they pass
through the vacuum window. The collimation in vacuum solves most of the problems
related to aberrations because the vacuum window is substantially a plate with plane
parallel faces, which does not create aberrations on a collimated beam but it does on
light rays originating from a point source. However, the objective has to be ultra-high
vacuum (UHV) compatible, and doublets cannot be used since the glue is not UHV
compatible. As a result, the realization of an achromatic objective working at the
Li and Ba+ wavelength is particularly challenging. Additionally, a high numerical
aperture objective must be precisely positioned in space, and we opted to use a 5-axis
translator (three directions and two angles) in vacuum.

The objective has an original design that fulfills all the requirements. My master
thesis work consisted in the design of this objective, by implementing a program based
on simulated-annealing algorithm to minimize a particular test function which takes
into account all the relevant aberrations. The final results of the objective is shown
in Fig. (4.8): it is achromatic and diffracted limited with a NA ' 0.5 [160]. In the
next two subsections I will describe briefly the tests made on the two objectives we
have commissioned to a specialized company (Sill Optics) and delivered during my
second PhD year. I will explain first the theoretical relations between the numerical
aperture NA and the diffraction limit of the objective, then I will show how it is really
diffracted limited and how it is possible to quantify its field depth. Finally, I will
illustrate how the most performing objective was mounted on the five-axis translator
and how the imaging system in its final position was tested.
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Figure 4.8: Final design of the high NA objective. Of every lens is indicated the
glass material used to fabricate them. The poor image quality is due to low-resolution
graphics of OSLO, the ray tracing program used for the objective design.

4.4.1 Diffraction theory

Let’s consider a collimated beam that enters on a circular aperture of radius acb: the
planar infinite wavefront is cut by the diaphragm. Let’s also consider a thin lens of
focal length f having the optical axis coincident with that of the aperture stop and
placed after it. If we measure the light intensity on a plane at a distance f from
the thin lens, the intensity profile will be the Airy function, which in the far-field
approximation reads [137]:

I(X) = I0

(
2J1(X)

X

)2

, (4.5)

where I0 is the maximum intensity of the pattern at the Airy disk center, J1(X) is
the Bessel function of the first kind of order one and X = kacb sin(θobs) with k the
wavenumber, and θobs the observation angle, the latter defined as the angle between
the axis of the circular aperture and the line between the aperture center and the
observation point (see Fig. (4.9) (a)). This resulting image is a collection of concentric
circles with variable intensities, like the ones represented in Fig. (4.9 (b)).

The brightest disk at the centre is called Airy disk and its radius can be evaluated
using the equation:

RAiry = 0.61
λ

2NA
. (4.6)

The numerical aperture NA is defined as:

NA = n
acb

f
=

n

2(F#)
, (4.7)

where n is the refractive index of the lens and (F#) is the so called f-number. The
Airy Disk sets the scale of the physical limit in the resolution of an imaging system.
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Figure 4.9: (a)Schematic representation of the aperture stop, in blue, and of the image
plane in yellow. The angle in red is the observation angle θobs and the one in green is
the angle that identifies the image point in the image plane. (b) Reproduction of the
Airy function in 2D, the grey scale is adapted to enhance the external disks.

If we attempt to image atoms or ions, which can be approximated to point sources,
at best we will see them as their correspondent Airy Disk, unless one has additional
information, e.g. the spacing between particles like in optical lattices [158]. Systems
that focus all the rays inside the Airy Disk are said diffracted limited. Theoretically,
our objective should have a resolution limit of about 600 nm for the fluorescence
wavelength of the Barium ions and of approximately 820 nm for the fluorescence
wavelength of the Lithium atoms.

4.4.2 Testing the objective depth of field

We have decided to produce two identical objectives since it cost little more than
purchasing a single one; in this way we could implement in the experiment the best one
of the two. In order to test the objectives we used an experimental setup constituted
by a target, the objective collecting and collimating the light from the target, and
a lens of focal f = 500 mm that focuses the collimated light from the objective
onto a CCD camera. The target, shown in Fig. (4.11) (a), is a glass opaque slide
with nanometric slits (courtesy of Christian Gross) backlit with a laser of the proper
wavelength: 493 nm or 671 nm in our case. The magnitude was measured by moving
the target on a calibrated translator with respect to a direction perpendicular to the
optical axis of the system. By comparing the shift of the real target to that of its
image it is possible to measure the magnification. The estimated magnification of the
setup is 22.67±0.45, compatible to the expected magnification of 22.8, simulated with
a ray-tracing software.

Knowing the magnification of the optical setup and the theoretical resolution limit
of the system, it is possible to measure the depth of focus of the objective. To this
end, we moved the target along the direction of the objective’s optical axes and found
a set of positions for which some points have an image with a diameter comparable
to the resolution limit times the expected magnification. In this interval of positions
the objective can be considered at focus and this interval corresponds to the depth of
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field. The measured depth of field is approximately 5–10 µm for both wavelengths at
which the objective must work. In Fig. (4.10) I show the measured depth of field for
the objective that we decided to mount in the vacuum chamber.

Figure 4.10: Measure of the depth of field for the objective mounted in the vacuum
chamber at 493 nm and 671 nm. The green line represents the resolution limit. In
blue the data taken at 493 nm for some diffracted limited slits, in orange the data
for 671 nm, the data are fitted with eq. (2.39). The points images’ dimensions are
reported in diffraction limit units.

From this test we concluded that both objectives are resolution limited and behave
up to specs for achromaticity and lateral displacements. However, we chose to discard
one of the two objectives because it presented a ghost image and a more significant
diffraction pattern, probably related to the ghost image problem.

4.4.3 Installation of the high NA objective in vacuum

The UHV compatible translator by SmarAct, holds the objective with the possibility
to move it in the three spatial directions and to rotate it with respect to the two
directions perpendicular to the optical axis. The translation along the optical axis
is constantly monitored by an encoder that quantifies the translation in µm. For
the other degrees of freedom, the translator is not provided of such encoder, so its
displacement is affected by hysteresis.

To prove the correct functioning of the translator and characterize the hysteresis,
we have used as target a micrometric needle in tungsten that I have realized, using an
electrolytic erosion technique [161]. The tips have been measured with a micrometric
ruler using a microscope and their tighter parts are about 10 µm thick. With the
upper flange removed, we have positioned the needle tip in the place where approx-
imately there would be the centre of the trap and where the ions will be detected.
By irradiating the needle from the side with a laser at 493 nm and using an imaging
setup similar to that described in the previous section, we have obtained the image of
the tip, shown in Fig. (4.11) (b).
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Figure 4.11: Images of some target used to test the objective and calibrate the 5-axis
translator. In picture (a) the image of a glass opaque slide with same nanometric slits
backlit with a laser of the proper wavelength (493 nm or 671 nm). In picture (b) a
micrometric tip of a tungsten needle realized with electrolytic erosion technique [161].

We used the needle image to measure the minimum displacement of the translator:
we fit the intensity profile of the needle in a certain position and then, moving the
objective of the minimum translator step, we acquired a new image and fit it again.
In this way it was possible to determine that one step of the translator along the
horizontal direction corresponds to about 4 µm, and to about 0.13 µm in the vertical
direction. Then, in order to quantify the hysteresis, we moved the translator back
and forth, taking more images when the translator was in the same nominal position.
By extrapolating the shift between the various fits of the needle, it is possible to de-
termine that the hysteresis in the horizontal direction is 0.70 ± 0.02 µm and that in
the vertical direction is 0.022 ± 0.003 µm. The uncertainty due the hysteresis phe-
nomenon is consequently characterized at most as the diffraction limit of the objective
and therefore it should not represent an issue for the imaging.

4.5 The Barium vacuum chamber

In the previous sections of this chapter I have described all the mechanical parts
inside the Barium experimental chamber. All these components are mounted on the
lower vacuum flange of the chamber. The positioning of all the elements is shown
in Fig. (4.12), in which is presented a rendering of the lower vacuum flange. In this
Section I will give some information about the assembling procedure of the vacuum
flange.

4.5.1 Barium chamber assembling

Before the final assembling, the trap elements were cleaned using isopropanol and
blowed dry with nitrogen. This procedure is a slight modification of the technique
used in similar experiments [162] in which the components are first cleaned with a
degreasing detergent, then acetone and finally methanol, before blowing the parts with
nitrogen to dry them up. The reason why we have decided to modify this procedure
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Figure 4.12: Rendering of the interior vacuum flange of the Barium experimental
chamber in which is mounted the ion trap with its bow-tie cavity for the EOT and
the vacuum-compatible high NA objective just near the trap itself.

is that titanium alloys are subjected to Stress Corrosion Cracking (SCC) by effect of
methanol [163].

After assemblying, we ensured that all the electrical connections between the elec-
trical feedthroughs in the lower vacuum flange and the trap electrodes were not faulty.
The connections were realized by using copper wires coated in Kapton furnished by
Allectra, a company specialized in vacuum products. I removed the kapton coating
at the endings of the wires by using a scalpel to scrape off the insulating material
with the help of a microscope. More layers of Kapton film form the coating, and it
is necessary to remove all of them in order to ensure a good electrical connection of
the wires. For each wire, I crimped an eyelet lug to screw the wire to the threaded
dowel of one of the electrodes, while I crimped the other end of the wire on a hollow
connector provided by Allectra, which was then inserted on the flange feedthrough.
The trap is completely symmetric with respect to a vertical plane passing to its cen-
tre, so we tried not to break the symmetry of the configuration with the electrical
connections, while avoiding the obstruction of the optical access to the center of the
trap. In order to verify that the symmetry of the physical circuit was respected as
much as possible we measured the trap capacitances with a Vector Network Analyzer
(VNA), see Sec. [4.7]. The network analyzer was connected to the external side of
the feedthroughs in the lower flange and calibrated to measure the impedance at the
feedthrough. In order to minimize the wire capacitances, we took care to make the
wires as short as possible, and in keeping them far apart. Fig. (4.13) shows a picture
of the lower flange with the ion trap and the wire connections.

As already mentioned, Barium is a reactive element, and it can oxidize in minutes
if left at open air. Therefore, we had to fill the ovens in an inert atmosphere. We have
used two different disposable glove-boxes in PVC (Sigma Aldrich atmosbag): a small
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one to fill the ovens and a larger one covering the entire vacuum chamber to install
the oven in place and close the vacuum chamber. To do so, we accessed the vacuum
chamber by removing the upper flange. In order to ensure an inert atmosphere in the
glovebox, we continuously filled it with Argon from a gas bottle, while from a second
aperture we pumped the air in the glove box out by using a membrane vacuum pump.
The transition from one glove box to the second one was done by placing the oven
structure in a hermetic sealed jar. Moreover, in order to ensure that the Barium in
the oven was not oxidizing, we placed some of the Barium in an open jar, which was
periodically checked during the operation until the vacuum chamber was closed. The
overall operation took approximately 4 hours, mainly caused by the remote position
of the ovens and by the necessity of working in the very uncomfortable environment
of a glovebox.

4.5.2 The Bake-Out

Before assembling the vacuum system, all the components in the vacuum chamber,
like flanges, the chamber itself, vacuum tubes, screws etc., were pre-baked at relative
high temperatures (Tpre-baking ' 400◦C at maximum) for about two weeks. Other
components like the objective, the objective translator, the trap itself and the copper
wires, were not brought to such high temperatures, in order to avoid either damage to
the materials (e.g. the coating of the lenses in the objective) or mechanical problems
in the assembly of the ion trap due to hysteresis on the materials. Bake-out is an
artificial acceleration of the natural process of outgassing; therefore, during the pre-
baking phase the stainless steal part of the vacuum chamber lost for sublimation
or evaporation most part of the volatile impurities trapped, absorbed or dissolved
over the objects surfaces. This acceleration is due to the enhancement of the mean
squared velocity of the volatile compounds caused by the heating. The main part of
the impurities trapped in steel are H2 and H2O molecules.

After this pre-baking the vacuum chamber was assembled and closed by using a
blind flange as the lower flange. A preliminary vacuum was realized in this condition to
test that all the necessary parts were correctly assembled and nothing was damaged
during the baking. We decided not to add the lower vacuum flange with the ion
trap during this stage to remove a degree of complexity in the first attempt in the
realization of a UHV environment. We were able to place the chamber at a fraction
of 10−9 mbar with a turbo pump and a gauge for measuring the pressure.

After this preliminary vacuum test the lower flange with the ion trap was placed
in place of the blind one. Once the vacuum chamber was completely assembled, it was
heated using thermo-regulated bands. In order to make heat propagation uniform, the
vacuum chamber was completely covered with multiple layers of aluminum sheets, held
together by copper wires. A turbo pump (Agilent Twis 84) was pumping the system
while the bake-out was running at a temperature TBake-out ' 95◦C, sufficiently low to
not damage the sensitive parts in the chamber. With the turbo pump on we reached
a pressure of some 10−9 mbar. Aside an ionic-getter pump (SAES Next Torr 500D)
was activated: during the activation the getter material is heated to approximately
500◦C to clean the getter from impurities pumped out by the turbo pump. When the
activation was completed, we waited the ionic pump to reach the room temperature
and then we turned it on while the valve that connects the vacuum chamber to the
turbo pump was closed.
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Figure 4.13: A picture of the Barium interior trap before the chamber was closed.
In addition to the trap and the objective, the electrical connections provided by the
copper cables can also be seen.
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After this first attempts to realize the UHV we obtained a pressure of approx-
imately 10−10 mbar while we expect pressures of the order of 10−11 mbar. These
pressures were measured by looking at the residual current in the ionic pump. After
a leak test with helium flux we discovered a small leak in one of the flanges, leak that
was not discovered with the only turbo pump on. Consequently we substituted the
flange and its gasket and run a new bake-out. However we still found a residual cur-
rent in the ionic pump: using a residual gas analyzer (RGA 100 SRS) we discovered an
unexpected water residual, probably due to the wire’s kapton cover out-gassing. We
repeated the bake-out at a higher temperature TBake-out,2 ' 110◦C and we managed
to reach an acceptable UHV of approx. 5× 10−11 mbar.

4.6 Electrical setup for the ovens

In many ion trapping experiments, the ovens are heaten up by running through them
moderate currents (typically a few Ampére [147]) for some time until one or more
ions are loaded in the trap. The oven then slowly cools down while the vacuum pump
lowers the pressure in the chamber. In our experiment, we are interested in studying
atom-ion collisions, which may lead to ion losses or the creation of dark ions in the
trap [18]. Therefore, we have opted for ovens that can create hot vapours for a very
short time (hundreds of ms). In order to create hot vapours in this timescale we need
to provide to the ovens brief shots of current on the order of hundreds of Ampére and
which last hundreds of ms, see Sec. [4.3]. Feeding the ovens with a high current is a
delicate operation and it has to exist a safety system that prevents from evaporating
all the Barium by exhausting the ovens or even melting the oven connections.

Our lab is furnished with an original experiment control software, called Yggdrasil,
that manages all the analog and digital signals towards the experiment and their
timing [164]. By using Yggdrasil, we can turn on the ovens employing a digital signal
of the appropriate duration.

The scheme of the electric setup for the Barium ovens is sketched in Fig. (4.14).
Through a decoupling circuit, the digital control signal drives the gate of a power
MOSFET and connects the oven power supply circuit for the entire duration of the
command. The MOSFET driver circuit acts substantially like as a switch for the
ovens. When a signal arrives from the command channel, the current can flow from
the MOSFET source to its drain and up to 100A are provided by a high current power
supply.

In this section, I describe the electric circuit that I designed for feeding the ovens
with large currents and protecting them from possible faults of the control software.

4.6.1 Precautions for the high amperage

Electrostatic simulations done with Comsol Multiphysics by Elia Perego during the
trap design [116] show that the ovens can be treated as a resistive load of 5.9 mΩ each
and that in order to heat them up to 500 K it is necessary to provide a current of
100 A for about approximately 200 ms. Considering the high currents involved, one
needs to take a number of precautions in realizing the circuit.

It is important to select copper wires with an appropriate section: the resistance
of a conductor is inversely proportional to its area, so a larger wire’s section implies a
smaller resistance and hence the risk of overheating. For our electrical setup, I have
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Figure 4.14: Sketch of the electrical setup for each of the two Barium ovens. The
current power supply is a Delta SM30-220

used braided copper wires with a section of 35 mm2, the maximum cross-section for a
wire that can be crimped in a 8 mm diameter eyelet lug. This limit in the eyelet lugs
diameter is due to the need to screw them onto the MOSFET terminals.

In general, connections are the most delicate part to make in a circuit for high
current: they typically presents holes and screws, with unavoidable consequent bottle-
necks regarding the passage of current. In these points it is difficult to determine the
resistance of the connection, and one may incur in the risk of creating local overheat-
ing. To avoid this, I decided to realize connections with large contact surfaces and use
materials with excellent conductivity. Consequently, the other endings of the wires
are connected to the chamber feedthroughs by means of a homemade power terminal
block, realized in bulky copper to reduce the resistance of the connection.

Another element that must be considered when designing circuits with high cur-
rents is the induced electromotive force on all the conducting materials in the labora-
tory caused by the mutual inductance coefficient. Even when the mutual inductance
coefficient is relatively small, the induced electromotive force can be relevant, since
this is proportional to the growth rate of the current, which in our case passes from
0 A to 100 A in a few ms. Therefore, we have realized the shortest possible cables
and reduced as much as possible the area enclosed by the circuit by intertwining the
cables going from the MOSFET to the vacuum chamber and back.

4.6.2 The power MOSFET driver

The current of the oven is switched on and off by a power MOSFET (IXFN180N15P
N-Channel power MOSFET), which can accept up to 150 A at its source and up to 150
V as the maximum voltage between drain and source. A homemade power MOSFET
driver manages the MOSFET status by using a 5V digital signal from the control
system of the experiment as input. For simplicity of assembly and construction – the
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PCB was printed in the electronic workshop – the circuit consists solely of through-
hole components.

The MOSFET driver circuit is composed by three functional blocks as illustrated
in Fig. (4.15):

1. The power supply circuit, that takes voltage from the 50Hz power line, generates
a DC signal of 15 V by using a transformer and a diode bridge.

2. The control circuit, which passively turns off the current flowing in the ovens
after a preselected time tsafety ' 300 ms, even if the digital command signal is
still on. The control circuit prevents damages originating from possible errors in
the management of the ovens, which could result in a melting of the ovens or a
permanently damage of the trap. The time constant tsafety can be tuned around
300 ms, by using a trimmer .

3. The MOSFET managing circuit with an optocoupler which decouples the dig-
ital command signal from the input signal on the power MOSFET gate. The
decoupling protect both the digital signal output and the MOSFET gate.

4.7 Ion trap electrical model

The Ba-Li ion trap is a complex system of electrodes, designed to implement both
a Paul trap and an EOT. Several simulations were performed during the designing
phase to ensure the creation of potentials to trap ions, and learn at what voltages the
electrodes must be placed.

To this end, it is necessary to simulate the ion trap from an electric point of
view and create an equivalent electric circuit modeling the trap. In these section I
will describe how I realized this model by using a finite elements software (Comsol
Multiphysics). Realizing a correct electrical model of the trap is essential to design
the appropriate power supply circuit for the trap.

4.7.1 Comsol Multiphysics platform

Comsol Multiphysics is a general-purpose simulation software for modeling designs, de-
vices, and processes in all fields of engineering, manufacturing, and scientific research.
It allows to simulate a variety of physical and chemical phenomena both in stationary
conditions and in time transients, e.g. electromagnetic and acoustic processes, fluid
flows, heat transfer, chemical reactions.

The design of our trap was conceived using Inventor software, a professional-grade
3D CAD software. Comsol Multiphysics is compatible with Inventor and it is possi-
ble to import the Inventor’s trap assembly in the platform. When solid figures are
imported, Comsol meshes the surfaces in a number of tetrahedrons: it is possible to
manually impose the level of precision in this “discretization” of surfaces in planar
elements. To each solid is assigned a material and every material is characterized by
its own electric properties like the conductivity and the relative dielectric constant.
For the domain of the simulation we have selected a cube with 1 m side: a volume
much larger than the vacuum chamber. Nevertheless, I did not consider the vacuum
chamber in the simulation in order not to make it computationally too heavy.
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Figure 4.15: MOSFET driver circuit schematic for the Barium ovens



CHAPTER 4. THE BA+ ION TRAP 94

Figure 4.16: Simulated voltage potential generated by charging the RF electrodes
of the Paul trap. The electrodes RF1 and RF3 are at the same potential of 1000 V,
while the voltage potential of electrodes RF2 and RF4 is set to ground. The simulation
allows to predict the voltage in all the domains points: near the centre of the trap
the electrostatic potential can be approximated to an electric quadrupole potential.
However the potential distribution around the two electrodes is not symmetric with
respect to the horizontal plane passing through the trap axis, this is due to the presence
of the Titanium base – not shown in picture but present in the simulation – on which
the trap is mounted.

When all the physical properties of the system are defined, the electrostatic package
of Comsol Multiphysics is invoked. Starting from user defined boundary conditions,
e.g. the voltage potential value for the solids’ surfaces, the Comsol platform runs a fi-
nite element simulation to evaluate the voltage potential in all the preselected domain.
Fig. (4.16) is an example of a Comsol Multiphysics simulation. When the voltage po-
tential is numerically determined, all the other electrostatic physical quantities can be
extrapolated from it. It is possible, for instance, to determine the charge distributed
in all the solid surfaces by integrating the charge density related to the simulated
voltage potential distribution.

4.7.2 Simulation of the capacitances of the ion trap

The mechanical trap design is shown in Fig. (4.5). Using Comsol Multiphysics, I
have estimated the capacitances between all possible pairs of electrodes. To do so,
I considered one RF electrode at a time and I set it at a constant potential V ∈
[100, 1000] V. Then, I set all the other electrodes to ground. By running a stationary
study with Comsol, it is possible to obtain the voltage spatial distribution. Then, by
integrating the superficial charge distribution on the single electrodes, I computed the
total charge in each of them.

A charge +Q is distributed on the RF electrode set to a nonzero voltage. Ne-
glecting electrical losses, each electrode at ground has a charge −Qi, with i being the
index of the electrode, such that

∑
iQi = Q. As a result, it is possible to extract

the capacitance Ci = Qi/V between the i-th electrode and the RF electrode set at
potential V . For each RF electrode I was able to extract all the capacitances Ci, which
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Figure 4.17: Electrical model for the trap in which we considered all the capacitances
and the ESRs between each RF electrode and all the other DC and RF electrodes.
This values are estimated with Comsol Multiphysics at ΩT = 2π × 3.5 MHz (see text
for procedure).
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must be considered in parallel in the evaluation of the equivalent circuit modeling the
trap.

Additionally, each electrode has two or more dowels that hold it in between two
holders made in Shapal hi-M soft. Therefore, each capacitance Ci is the result of
the parallel of two capacitances: the capacitance Cvi between the electrode i and the
electrode at potential V on the portion of the electrodes that is into the vacuum, and
the capacitance Csi between the dowels of the electrodes that are inside the Shapal
holders. With Comsol, Cvi is computed integrating the charge density only over the
surfaces of the electrode in vacuum. Cvi is basically what expected from an ideal
capacitor, since there are no losses in the vacuum. The capacitance Csi , instead, is
computed integrating the charge density only over the dowels of the i-th electrode
inserted in the Shapal holders. The dowels inserted in the Shapal do not represent
an ideal capacitor, since the ceramic has a nonzero dispersion. The dispersion can be
quantified by calculating the equivalent series resistance (ESR):

ESRi = DF Xi , (4.8)

where DF is the dissipation factor of the dielectric element (in our case, Shapal), and
Xi = 1/ΩTC

s
i is the reactance of the capacitance through the Shapal holders.

As shown in Fig. (4.5), the trap is symmetric with respect to the vertical plane
passing through the trap axis, while the symmetry with respect to the horizontal plane
passing through the trap axis is broken by the presence of the Titanium base on which
the trap is mounted. Therefore, one can identify two different “sets” of capacitances,
one for the upper electrodes (RF1 and RF4) and one for the lower electrodes (RF2
and RF3). The symmetry with respect to the horizontal plane passing through the
centre of the trap, instead, is broken by the presence of the trap base.

The equivalent circuit of the trap is presented in Fig. (4.17). If we don’t con-
sider the capacitances between the RF blades, the equivalent capacitances CE1, CE4

between the electrodes RF1, RF4 and ground are:

CE1 = CE4 = 4.46 pF, (4.9)

with an ESR RE1 = RE4 = 3.33 Ω calculated for ΩT = 3.5 MHz. The equivalent
capacitances CE2, CE3 between the electrodes RF2, RF3 and ground are:

CE2 = CE3 = 4.86 pF, (4.10)

with an ESR RE2 = RE3 = 3.08 Ω. For calculating the ESRs we considered a RF
frequency ΩT = 3.5 MHz.

4.7.3 Measurement of the capacitances on the real trap

Once the manufacturer had produced the electrodes and the trap was assembled, I used
a Vector Network Analyzer to measure the capacitances of the real trap and compared
their value to the simulated ones. With the VNA one can perform two different
measurements of the capacitance: an absolute measurement, i.e. the capacitance
referred to ground, or a relative measurement, i.e. the capacitance referred to a
second terminal of the VNA.

In absolute capacitance measurements, the VNA is calibrated by using one cali-
brated short circuit, one open circuit and a 50 Ω termination. The possible pertur-
bation caused by a home made co-axial cable connected to the vacuum feedthrough
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Name C [pF]

CE1 10.7

CE2 10.8

CE3 10.1

CE4 10.6

Table 4.1: Absolute values of the capacitance between each RF electrode and ground
measured using a VNA. For our configuration, with electric permittivity set to 1,
the needed embedded electrical length was 171 mm. The absolute error on all the
capacitances is ±0.1 pF.

was taken into account by performing a second calibration with the home made ca-
ble connected to a known capacitance. Table (4.1) lists the measured values of the
capacitances between each RF electrode and ground.

There is approximately a factor 2 of difference between the simulated and the mea-
sured values of the capacitances. A possible reason for the underestimation of CE1

and CE2 made in the simulation, is that the simulation does not take into account
the capacitances of the not-coaxial, copper wires that connect the pins in the vacuum
flange to the threaded dowels of the electrodes, estimated of ∼ 3 pF each. Experimen-
tally, I noticed that the measurements are significantly affected by the positioning and
bending of the copper wires. In order to minimize the wires’ effects, we first placed
them in order to ensure that the optical access was not obstructed by the wires, and
then we modified them in order to make the capacitances of the four electrodes as
equal as possible.

4.8 High Voltage Amplifier for DC electrodes

The ion trap electrodes constitute a capacitative load for any power supply circuit.
The RF electrodes are fed by an RF drive, that will be described in detail in Chapter 5.
However, the trap is constituted not only by the four RF electrodes but also by the
other six electrodes that will be fed with DC signals. Of these DC electrodes, four
are the endcaps providing the axial confinement in the Paul trap, while the two conic
electrodes will be used to generate the static quadrupole potential for the EOT.

Considering the relatively small size of the optical potential in the EOT, in order
to trap relatively large crystals we need to provide a strong confinement with the DC
quadrupole. By simulating the fields created by the DC electrodes, we could find that
in order to create a trapping potential on the order of 2π×500 kHz we need to provide
voltages up to ∼ 250 V to the DC electrodes.
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Providing a high voltage DC potential is considerably easier than realizing four
identical high voltage RF signals. We have adopted a commercial solution to power
these electrodes that consist in using a High-Voltage (HV) operational amplifiers de-
signed for capacitative loads.

4.8.1 Electrical Setup for the HV Amplifiers

To preserve the possibility of controlling the value of the DC signals at any time, we
want some circuitry that could be driven by an analog signal generated by the lab
control system. To this end, I have selected the PA97DR, a high voltage MOSFET
operational amplifier, sold by Apex Microtechnology, designed as a low cost solution
for driving continuous output currents up to 10 mA and pulse currents up to 15 mA
into capacitive loads. This amplifier is able to provide voltage signals up to ±450 V,
a value that is sufficient for our application.

The PA97DR are rail-to-rail op-amps, so two linear high voltage power supplies
(Heinzinger PNC), one for the positive voltage and one for the negative one, feed
them with ±450 V. The lab control system sends in input to the amplifiers a ±10 V
analog signal. The op-amps are mounted in their evaluation board in an inverting
configuration. The total gain of the circuit is GHV ' 40.

If RF is the feedback resistance and Rin is the input resistance mounted at the
negative input of each op-amp, the gain is given by the ratio GHV = RF

Rin
. I selected the

values for the resistances after a gross estimate of the feedback resistance dissipated
power. I considered as a constraint a maximum dissipation of 1 W on RF, which
means that in order to not overheat the circuit RF has to be higher than 160 kΩ. I
chose RF = 195 kΩ: in this way the feedback current is approximately 2 mA, a value
that can be easily sustained by the operational amplifier. Once RF is set, Rin is set in
order to have the desired gain, i.e. I set Rin = 5 kΩ. Moreover, in order to reduce the
dissipated power, RF is constituted by five resistors in series: mounting equal resistors
their value is 39 kΩ and each resistor will dissipate at most 160 mW. Therefore, we
can safely use 1/4 W resistor for the feedback.

4.8.2 Noise perfomances

We characterized the noise of the HV amplifying circuit by considering a bandwidth
of 1 MHz. We measured the mean noise density with a spectrum analyzer, and we
found the mean noise to be approximately 120 nv/

√
Hz. The noise spectrum is shown

in Fig. (4.18). The noise characterization of the PA97DR allowed us to decide how to
filter the amplifier output, by finding the optimal compromise between the bandwidth
of the circuit and the noise injected in the trap electrodes. On the one hand, the
noise in the DC signals may lead to heating of the trapped ions. On the other hand,
a relatively high bandwidth for the DC signals is crucial in the fast switch between
the Paul and the electro-optical trap, see Sec. [4.9]. A 5 µs transient corresponds to
a frequency of about 200 kHz, with a related noise of 24 mV: this is the compromise
we opted for, since it matches all the requirements of our experiment.

This filter was implemented by mounting a capacitor CF = 5.6 pF as feedback ca-
pacitance. The op-amp bandwidth is consequently limited to fC = 1

2πRFCF
' 150 kHz.



CHAPTER 4. THE BA+ ION TRAP 99

Figure 4.18: Noise density of the PA97DR amplifier measured with a Spectrum An-
alyzer. The set resolution bandwidth was 1 Hz so the noise spectrum coincides with
the noise density.

4.9 Transition from the Paul trap to the EOT

In order to minimize the loss of particles, the transition between Paul trap and EOT
must be optimized. Although it’s impossible to simulate it perfectly since we have
no knowledge of the possible patch potentials that may modify the trap, we can only
speculate over the optimal timescale for the process.

Let’s suppose that the Paul trap shutdown is instantaneous, then the ion will
keep the same velocity at the moment of the shutdown. If also the EOT turns on
instantaneously, then the kinetic energy of the ion would not be altered during the
transition from one trap to the other. However, in practice the transition process is
not instantaneous. Even if we turn on the EOT while we turn off the RF field, the
transient time will be finite.

When the trap is switched off the electric quadrupole potential continues to oscil-
lates at an ωRF frequency, but the amplitude decays exponentially. The exponential
behavior is due to the fact that the trap is a capacitative load and is fed by a resonating
circuit, as I will describe in Chapter 5.

Calculating analytically the full dynamics of the ion in an exponentially decreasing
RF is challenging; therefore, I will consider the worst case scenario, that is to consider
the phase of the RF “frozen” at the moment in which the trap is turned off, while the
RF amplitude decays exponentially to zero. If the transient time is sufficiently short
this is a good approximation of the real case. The electric field generated by our Paul
trap is described, near the trap center, by the equation:

Ex(x, t) = −αΦRF cos (ωRFt)x− α′ΦDCx

Ey(y, t) = −βΦRF cos (ωRFt)y − β′ΦDCy

Ez(z, t) = −γΦRF cos (ωRFt)z − γ′ΦDCz

(4.11)

where the parameters values are reported in table (4.2).
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α 2.6 105 m−2 α′ −3.0 105 m−2

β −2.6 105 m−2 β′ 3.5 105 m−2

γ 0.0 m−2 γ ′ −4.6 104 m−2

Table 4.2: In table are reported the parameters for our experimental ion trap. The
parameters refer to eq. (4.11).

Let’s suppose that at t = 0 the electric field points outwards in the y-axis with
amplitude Eoff(t). Let’s also suppose that the ion is placed at 0.1 µm from the center
of the trap in y direction, this value corresponds to the mean displacement of an ion
at Doppler temperature from the trap center, in which we consider a trap of frequency
2π × 300 kHz.

Also supposing that the field experienced by the ion varies only in function of time,
as ~Eoffe

−t/τRF , it is possible to evaluate the work done by the electric field on the ion
for the turning-off transient τRF :

L =

∫
Fion ds =

∫ τRF

0
Fion

ds

dt
dt =

(eEoff)2

mBa
τRF

∫ τRF

0
e−t/τRF(1− e−t/τRF) dt , (4.12)

where Fion = eEoff.
I select as working condition ΦRF = 100 V and ΦDC = −1.0 V, values inside the

experimental ion trap stability zone, see Fig. (4.3). Assuming that τRF ' 7µs, i.e.
to be able to turn off the Paul Trap in the same transient time in which the EOT is
powered on, the estimated electric field work is about 7 × 10−24 J. The Barium ion
estimated heating up is ∆TBa = 2L

3kB
' 0.5 K, if we consider three degrees of freedom

in Barium motion. This value has the same order of magnitude of the expected depth
of the EOT. However, the estimate provided by eq. (4.12) is an overestimation of the
heating of the particles for two reasons: first, we considered a static electric field with
the highest possible absolute value; second, we did not consider the dissipation by the
cooling light, which is going to occur during the whole trap swapping process since
the trapping light in the EOT is at the magic wavelength for the cooling transition of
Ba+.



Chapter 5

RF drive

The Paul trap is a key element in the Ba-Li experiment: it is not only the first step
in trapping hot ions just after photoionization, but it constitutes a “reference trap”
that can be used to explore possible inelastic processes in our mixture, for molecular
compounds that can be formed collisionally [47].

In Chapter 4, I have presented our ion trap and I showed the equivalent circuit
that represents it. In this Chapter I will describe the design and realization of the
RF drive, an electric circuit that is used to feed the Paul trap with an intense RF
signal. The RF drive project is one of the main projects that I led during my Ph.D.,
and it aims at addressing some of the specific problems in the realization of our atom-
ion mixture, like providing an excellent micromotion compensation and having the
possibility of quickly turning on and off the RF in order to facilitate the transfer of
the ions to/from the EOT.

In the first Sec. [5.1], I will give an overview on the RLC circuit theory, the
electrical theory at the base of the RF drive working principle. In Sec. [5.2] I will
present some of the solutions reported in literature to provide RF to Paul traps, and
I will explain the innovations that we included in our drive. The Sec. [5.3] is focused
onto the description of the design process while Sec. [5.4] and Sec. [5.5] provide details
on the main issues encountered in the experimental realization and characterization
of the drive. Finally, in Sec. [5.6] I will describe how the RF drive has been mounted
below the Barium experimental vacuum chamber and some preliminary attempts to
use it in searching ions.

5.1 Resonant RLC circuit theory

The main challenge in designing a compact RF drive relies on the difficulty of ampli-
fying the RF signal on a capacitive load without having a large amount of dissipated
power. To accomplish this goal, we want to use a RLC resonating circuit with a
high Q-factor such that the required pre-amplification is reduced and the noise mini-
mized, since a resonating circuit works as a narrow band-pass filter. An RLC circuit
is an electrical circuit consisting of a resistor R, an inductor L, and a capacitor C,
connected in series or in parallel. For our application it is sufficient to focus on the
series configuration. The resonance frequency is defined as the frequency at which
the impedance of the circuit is at its minimum. Equivalently, it can be defined as the
frequency at which the impedance is purely real (that is, purely resistive). We can
define a number of parameters in the circuit: the resonant frequency ωR = 1√

LC
, the

101
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At ω = ω0

Quantity At resonance ω = ωR which maximizes
|VC |

Frequency ωR = 1√
LC

ω0 = ωRS
2

Impedance ZTOT = R ZTOT = R+ i(ω0L− 1
ω0C

)

Current I = Vs
R |I| = |Vs|√

R2+(ω0L− 1
ω0C

)2

Potential

at capacitor |VC | = Q|Vs| |VC | = Q|Vs|
S

Table 5.1: RLC series circuit electrical quantities at the resonance frequency ωR and
at the frequency ω0 for which the voltage potential at the capacitor terminal |VC | is
maximized.

quality factor of the circuit Q = 1
R

√
L
C , the so-called damping factor δ = R

L , and the

characteristic time constant τ = RC, where τωR = Q−1. It is possible to evaluate the
voltage VC across the capacitor as a function of the frequency ω/2π and the voltage
Vs source powering the circuit.

An important consideration is that the condition of maximum voltage at the ca-
pacitor does not coincide with the position of the resonance of the current I in the
circuit. Table (5.1) lists the values of the main parameters of the circuit at resonance,
ω = ωR and at the frequency ω = ω0 for which the voltage at the capacitor terminals

is at its maximum. In Table (5.1), the scale parameter S is defined as S =
√

1− 1
2Q2 .

It is possible to note that, when the Q factor grows, S tends to the unitarity and ω0

and ωR converge to the same value.

5.1.1 Discussion about matching condition

In order to maximize the quality factor of the circuit, we have also to pay attention
to the impedance matching between the primary circuit (i.e. the RF source, having
typically 50 Ω impedance) and the secondary circuit (i.e. the RLC resonant circuit).
Intuitively, impedance matching might seem necessary to improve the Q factor of a
resonating circuit. However, the more the transmitted power is, the larger is the heat
dissipated by the resonant circuit, including the electrodes: a condition that is in
general undesirable. In order to maximize Q while keeping the dissipated power on
the electrodes low, we need to carefully analyze the impedance matching between the
RF source and the drive circuitry.

Referring to Fig. [5.1], two different situations can exist. In the situation (a) the
source resistance RS is bigger than the load resistance RL, in the situation (b) the
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CM

CM

LM

LM

RL
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Zs

Zs

(a) Rs>RL

(b) Rs<RL

Figure 5.1: Representation of two possible matching condition between the voltage
source and the load. In case (a), RS > RL, the matching is reached using a shunt
capacitor CM and a series inductor LM. In case (b), RS > RL, the matching is always
obtained by introducing a shunt capacitor CM and a series inductor LM but they are
exchanged in place respect the case (a).

viceversa is taken into consideration. In both circuits (a) and (b) the matching can
be reached by using only reactive components, i.e. a shunt capacitor CM and a series
inductance LM placed as in Fig. [5.1]. At resonance ωR the RLC series circuit is
equivalent to a completely resistive load RL as that of Fig. [5.1]. Table [5.2] reports
the equations for selecting CM and LM values in order to obtain the matching.

In absence of matching condition (mismatch), the quality factor of the RLC circuit

fed by a real voltage source with internal resistance RS is Q = 1
RS+RL

√
L
C . However, if

one of the matching filters illustrated in Fig. [5.1] is added, the quality factor becomes

Q′ = 1
2RL

√
L
C . This is due to the fact that both the matching filters act on the

source resistance value to make it equivalent to RL at ωR. The positions in the circuit
in which the two impedances are equivalent are indicated with a dot in Fig. [5.1].
Interestingly, impedance matching increases the quality factor only if RS < RL.

Considering that commercial RF sources, like direct digital synthesizers (DDS),
have typically an internal resistance of 50 Ω, a question that I had to address while
designing the drive is whether to work with impedance matching or not.

5.2 Ion trap drive circuits

The first step in approaching the design of the RF drive was a search in the literature
about possible solutions reported by other groups.

In general, feeding the electrodes of a Paul trap with a “monochromatic” RF
signal that is as least noisy as possible is needed in order to reduce the heating rate of
ions in the trap [165]. The reduction of the heating rate is a constant challenge in ion



CHAPTER 5. RF DRIVE 104

Case RS > RL Case RL > RS

LM = 1
ωR

√
RL(RS −RL) LM = 1

ωR

√
RS(RL −RS)

CM = 1
ωR

√
1
RS

( 1
RL
− 1

RS
) CM = 1

ωR

√
1
RL

( 1
RS
− 1

RL
)

Table 5.2: Equations for calculating the values of CM and LM that guarantee the
matching condition in the two cases depicted in Fig [5.1].

trapping, and several aspects have been pointed as critical [166]: the distance between
the ions and the electrodes, the RF noise, and the RF frequency. Additionally, it was
noted that the heating rate can be reduced by performing an active stabilization of
the RF amplitude [167].

In the case of atom-ion experiments, there is another aspect that must be consid-
ered: micromotion compensation. In fact, an excellent compensation of the micromo-
tion is needed in order to reduce the heating mechanism originating from atom-ion
collisions in the presence of a strong RF field. To this end, it is fundamental to pro-
vide DC signals to the electrodes for moving the ions in all possible spatial direction.
Moreover, in our specific case we are interested in transferring the ions from the Paul
trap to the EOT. Therefore, we must be able to turn off and on the RF signal fast
enough in order to ensure that the ions do not get lost in the transfer between the
traps.

In this section I show the pros and cons of the main methods for providing intense
RF to ion Paul traps: the helical resonators (Sec. [5.2.1]), and the compact resonators
mounted on printed circuit board (PCB), see Sec. [5.2.2]. During the designing phase,
the main goal has to be the realization of a drive able to trap ions with the least
possible heating rate, defined as the mean value of the time derivative of the ion
quantum energy [165]. To search for a solution which minimizes all the possible
heating factors is fundamental to obtain cold trapped ions and to be able to observe
cold atom-ion collisions also in the Paul trap configuration. The main causes of ion
heating in a Paul trap are listed below [166]:

1. The heating rate is proportional to ω−1
RF or, in some experimental case, to ω−2

RF.
Compatibly with the trap stability is better to work with small RF frequencies
for the flipping quadrupole potential.

2. Some measurements shows that the heating rate has a behavior that seems to go
like D−4

trap, where Dtrap is the trap dimension scale. The reasons of this behavior
are probably due to the fact that with a large trap the presence of patch charges
on the electrodes surfaces are less relevant in the ions dynamic. However, this
contribution to the heating does not depend in any way on the drive and it has
already been taken into consideration: our trap, with a Dtrap ' 2 mm, can be
considered relative big with respect to the common ion trap.
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104706-3 Deng et al. Rev. Sci. Instrum. 85, 104706 (2014)
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N-1

( )Ce

FIG. 3. Diagram showing how to calculate the equivalent capacitance Ce.
Cc0 is the self-capacitance of one turn of the helical coil, and Cs0 is the ca-
pacitance between one turn of the helical coil wire and the surrounding shield.

Considering the structure of the helical resonator, it is ap-
parent that this model does not consider the inter-coupling
effect of Cc and Cs, therefore it does not describe the full pic-
ture. Here we use a modified model to calculate the value of
Ce. When Cc and Cs are combined to give Ce, it is not a sim-
ple relationship of parallel connection or series connection.
Figure 3 shows how the equivalent capacitance Ce can be
composed from Cs and Cc in our model. We designate CN as
the equivalent capacitance for N winding turns. From Fig. 3,
the value of Ce can be calculated by the following equations:

Cc0 = (N − 1)Cc, (5a)

Cs0 = Cs/(N − 1), (5b)

C1 = Cc0 + Cs0, (5c)

Ce = CN = 1
1

C
N−1

+ 1
C

c0

+ Cs0, N > 1. (5d)

Here Cc0 is the self-capacitance of one turn of the helical coil,
and Cs0 is the capacitance between one turn of the helical coil
wire and the surrounding shield. The resonant frequency of
the loaded system can then be calculated from Eqs. (2)–(5).

The Q-factor is defined by the amount of power stored
in the resonator divided by the energy losses per cycle. From
Fig. 2 and the RLC circuit model, the Q-factor can be derived
as

Q = 1
R

√
L

C
= 1

R

√
Lh

Ce + Cl

. (6)

Since helical coils have low self capacitances and low
resistances, R can be derived as21

R = Rh + Rj + Rs + Rc1

+ Re

⎡

⎢⎣

⎛

⎝ 1
i

C
l
ω

+ Rl + Rc2

+ 1
i

C
e
ω

⎞

⎠
−1

⎤

⎥⎦

= Rh + Rj + Rs + Rc1 +

(
Rl + Rc2

)( 1
ωC

e

)2

R2
l +

( 1
ωC

e

+ 1
ωC

l

)2 . (7)

Since the loads normally have low resistances, R can be ap-
proximated as

R ≈ Rh + Rj + Rs + Rc1 + (Rl + Rc2)
(

Cl

Cl + Ce

)2

. (8)

From the above derivation, we can predict both the resonant
frequency and the Q-factor when the helical resonator is con-
nected to a capacitive load.

III. HELICAL RESONATOR CONSTRUCTION

We construct a helical resonator to verify our prediction.
In general, larger helical resonator has larger Q-factor because
the stored energy is proportional to the volume and losses
are proportional to the surface area, the overall Q-factor is
roughly proportional to the diameter of the resonator. In or-
der to keep the whole system compact, we select D to be
107 mm, and we design the unloaded resonant frequency f0
to be 50 MHz. Then N should be about 9 according to the
empirical study. Since the copper coil diameter d should be
in the range such that 0.45 < d/D < 0.6, we choose it to be
58 mm. The axial length of the coil b should be restricted in
such a way that b/d > 1, we choose it to be b = 87.5 mm.
Furthermore, lengths for the shield should be h = b + D/2
= 141 mm. The winding pitch is given by τ = b/N = 9.7 mm.
The ratio b/d determines the valid range of the copper wire
diameter d0 should be 0.4 < d0/τ < 0.6, we choose d0 to be
6 mm. Since the copper wire size is quite large, we expect the
helical structure to be rigid enough so that it is not susceptible
to mechanical vibrations. Diameter of the antenna coil is half
of that of the helical coil, and the antenna coil is generally
winded into 2–3 turns.

The resonator is constructed with the above chosen pa-
rameters. A picture of the constructed resonator is shown in
Fig. 4. The antenna coil is hand-winded with 2 mm diameter
copper wire. The turns and the diameter of the antenna coil
can be adjusted to obtain a desired impedance matching be-
tween the helical resonator and the 50 # output impedance of
the RF amplifier.

The main helical coil has a wire diameter of 6 mm. Since
it is very important to maintain the winding pitch and the coil

FIG. 4. Picture of the constructed helical resonator. The shield diameter is
107 mm. The antenna coil has 2 turns and the main helical coil has 9 turns.

 This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitationnew.aip.org/termsconditions. Downloaded to IP:
218.199.82.109 On: Thu, 16 Oct 2014 01:17:06

On the application of radio frequency voltages to ion traps via helical resonators 923

Fig. 2 A resonator end cap
showing the antenna coil
together with a diagram
showing its location in a fully
constructed helical resonator

Vpeak ≈ LIpeak ω0 . (4)

Power is only dissipated in the system through the resis-
tance R, thus the power dissipated is

Pd = RI 2
rms = 1

2
RI 2

peak , (5)

where Irms = 1√
2
Ipeak is the root-mean-square current. Us-

ing these equations and Q = 1
R

√
L
C , we find that

Vpeak ≈ κ
√

2PQ, (6)

where

κ =
(

L

C

) 1
4

(7)

and

Vrms = Vpeak√
2

≈ κ
√

PQ.

This shows that the output voltage of a resonating system
can be predicted given the input power, P , the capacitance,
C , inductance, L, and quality factor Q of the system. Ap-
plying RF voltages via a high Q factor resonator reduces
the power in unwanted frequencies being applied, reducing
their contribution to motional heating of ions [18 ], and also
provides higher voltages per input power, resulting in deeper
trapping potentials and higher secular frequencies.

The impedance of the ion trap and connections are typ-
ically large enough to contribute to the response of an
LCR resonator, and thus must be considered when design-
ing a resonator to operate at a given frequency. Consider-

ing ω0 = 1√
LC

and Q = 1
R

√
L
C , in order to maximise the Q

factor for a fixed frequency ω0 we must minimise C while
maximising L. The use of a helical coil allows for an induc-
tor to be made with a low self-capacitance and resistance,
enabling the resistance and capacitance of the ion trap and
connections to dominate the R and C of the LCR resonator
and thus maximising the Q factor.

3 Circuit model

3.1 Impedance matching via inductive coupling

RF voltages can be applied by direct connection from the
ion trap to an RF amplifier; however, this can cause multi-
ple issues. A mismatch of impedance between the amplifier
and the ion trap will cause the RF signal to be reflected from
the ion trap, resulting in power dissipated over the output
impedance of the amplifier. This will require an RF ampli-
fier with a much greater power handling than for a matched
system. The amplifier will also inject noise into the ion trap
which can cause heating of the ion [18 ]. Passing the out-
put of the amplifier through a resonator will filter this noise,
reducing the contribution to ion heating. In order to max-
imise the filtering of this noise, the resonator must have a
high Q factor, and hence a narrow bandwidth. Direct con-
nection of a resonator to the amplifier will reduce the res-
onator’s Q factor due to the damping effect of the finite out-
put impedance of the amplifier. The RF amplifier can, how-
ever, be connected to the resonator through a capacitive or
inductive coupling, which decouples the resonator from the
resistive output impedance of the amplifier, allowing for a
resonator with a high Q factor. This technique also allows
impedance matching of the ion trap and RF amplifier by al-
tering the coupling, thus reducing the reflected power, and
hence the required power for a given voltage.

For inductive coupling an antenna coil is attached to an
end cap and placed directly and centrally above the main he-
lical coil as shown in Fig. 2. By altering the physical proper-
ties of this coil, impedance matching between the resonator
and the radio frequency source can be achieved.

To understand how altering the physical properties of
the antenna coil allows impedance matching, the resonator
is represented by two electrically isolated circuit loops as
shown in Fig. 3. Here the inductor, L1, represents the an-
tenna coil and the inductor, L2, represents the main coil. The
voltage source Vs and impedance Z0 represent the output of
an RF amplifier. The two coils are placed in close proxim-

a) BNC connection to 
RF sourceEarthed connection

Antenna 
coil

End cap

Main helix
To ion trap

Ground

b)

Figure 5.2: (a) Picture of an example of helical resonator, adapted from [171]. To have
an idea of typical dimension of a helical resonator, the shield diameter is 107 mm. The
antenna coil has 2 turns and the main helical coil has 9 turns. (b) Scheme of a helical
resonator, adapted from [168].

3. The heating rate is directly proportional to SE(ω), the noise spectral density of
electric field fluctuations. For this reason it is important to have an RF signal
generated with the least noise as possible to feed the Paul trap.

4. It is also observed an empirical dependence of the ion heating on the voltage
amplitude ΦRF at the RF electrodes. This is reasonable because, enhancing
ΦRF, also SE(ω) enhances probably due to the electrodes heating.

5.2.1 The helical resonators

A common solution for efficiently feed a Paul trap with RF is to use a so-called helical
resonator [168–171]. A helical resonators is a special transformer in which the primary
winding, called antenna, is constituted by a few turning of thin wire and the second
winding is constituted by a bulky helicoidal solenoid with a large inductance, called
the main helix in Fig. [5.2].

Typically the RF source for an helical resonator is a standard commercial voltage
source with an internal resistance of 50 Ω. The little antenna in the primary winding
is designed to guarantee the matching between the secondary circuit load and the RF
source. The matching is ensured by a proper choice of the mechanical features of the
antenna, e.g. the number of windings, the wire diameter, the helicoidal pitch. The
mechanical features of the main helix are designed to enhance as much as possible the
quality factor of the resonant circuit and to make it resonate at the desired frequency.
The behavior of the helical resonator can be predicted with analytical formulas [168],
but also simulated with finite elements software [169].

The helical resonators allows to obtain quality factorsQ ' 500–1000 and thousands
of volts on the RF electrodes with a few volts input. They are typically made resonant
at frequencies in a range from 10 MHz up to about 20 MHz and, thanks to the high
quality factor, are characterized by excellent noise performances because the resonance
acts as a very narrow bandpass filter.

However, a large quality factor constitutes the main drawback for mounting a
helical resonator in our experimental setup. In fact, one of the requirements for
our experiment is to have a short shutting down transient in order to facilitate the
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transition from the Paul trap to the EOT (see Sec. [4.9]). In a simple RLC series circuit
the transient time scale is τRLC = 2Q

ωRF
. For an helical resonator with Q = 1000 and

resonating frequency of 3.5 MHz, the transient time scale corresponds to τ ' 90 µs to
compare with the required transient of about 5 µs of our setup.

Another issue that made us abandon the idea of using a helical resonator is that it
is considerably bulky and it has to be installed near the vacuum chamber: with respect
to typical ion trapping experiments we have the necessity of more optical access to the
vacuum chamber since we need to implement also all the laser beams for manipulating
the atoms. In addition, the bulky structure of the main helix is easily subjected to
mechanical vibration which can lead to fluctuations in the helical resonator mechanical
and electrical features which in turn can cause SE(ω) enhancement.

5.2.2 PCB based resonators

In place of helical resonators, several groups use active amplification and commercial
electronic components to feed the RF electrodes [172–174]. These electric circuits are
mounted in a PCB, which can also have a very small size [174]. To obtain the desired
high voltages at the RF electrodes, the circuit is typically made by a pre-amplification
stage followed by a low quality factor RLC circuit [172, 173]. The RLC circuit is
used as bandpass filter and its inductance value is chosen to resonate at the desired
frequency, given the trap load capacitance.

In this type of circuit, the amplification gain can require a large power dissipation
on the active components. In some circuits it is necessary to provide a water cooling
system to maintain constant the temperature of the components [102]. However, a
great electrical power is not needed in principle to obtain a large voltage drop across
a capacitance, since a capacitance is a reactive component and, at least ideally, does
not absorb power.

Therefore, it is in principle possible to realize a compact, low power RF drive that
does not suffer from overheating, which could create transients in the operation of the
drive or the necessity of implementing water cooling of the components. This is our
strategy for our RF drive, for which we want a quality factor that is sufficiently large
in order not to require high power in the pre-amplification stage, but small enough to
facilitate the transition to the EOT.

5.3 Design of a low-power, compact RF drive

The main challenge in designing a compact RF drive relies on the difficulty of ampli-
fying the RF signal on a capacitive load without having a large amount of dissipated
power. To accomplish this goal, we decided to use a resonating circuit with a mod-
erate high Q-factor such that the required pre-amplification is reduced and the noise
minimized.

The design of the RF drive must fulfill a number of requirements, some of which
originate from the specific characteristic of our experimental setup:

1. The RF drive has to resonate at a relative small frequency in the RF domain.
The RF frequency ωRF is chosen small for minimizing the heating rate [105].
In order to create resonance an RLC circuit is used. The desired quality factor
of the circuit has to be Q ' 50, in order to ensure that the turning off time is
< 10 µs.
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2. In order to enhance the voltage drop on the electrodes without modifying the
fixed Q factor, the drive should have a pre-amplification of the input signal with
a gain GRF. With an input signal of about 1 V peak-to-peak amplitude at the
resonant frequency, the expected peak-to-peak amplitude on the electrodes will
be ΦRF = GRFQVin ' 250 V if GRF ' 5.

3. The RF drive should be compact enough to be placed under the Barium vacuum
chamber, so it can be directly connected to the feedthroughs. Considering the
size and the height of the chamber, the size of the driver should be approximately
100 mm × 70 mm × 50 mm. Placing the RF drive as near as possible to the
electrodes, is fundamental because in an RLC circuit the point of connection
between the inductance (on the board) and the capacitance (the electrodes) is
a high-impedance point.

4. The drive should have the option of providing a separate DC offset on each
electrode. Having four DC offsets will ensure the possibility of providing an
excellent micromotion compensation even in the presence of possible mechanical
misalignments of the electrodes, for which DC offsets on the blade electrodes
may displace the ions also along the trap axis [105, 175]. In order to have one
DC offset per electrode, the RF drive should have an independent RF output
per electrode.

5. The four RF signals must have the same amplitude and the correct phase. If
these two conditions are not respected, the electric potential can experience
fluctuations or modulations, causing an increase of the micromotion and of the
ion heating rate [105].

5.3.1 Four meshes circuit

The fundamental element of the RF drive is an RLC circuit resonating at the frequency
ωRF =

√
1/LeqCeq, where Leq and Ceq are the equivalent inductance and capacitance

of the whole circuit, respectively. The quality factor of this circuit is:

Q =
1

Req

√
Leq

Ceq
, (5.1)

with Req being the equivalent series resistance. If we imagine to feed this circuit with
a signal of frequency ωRF and amplitude V0/2, for instance through a transformer,
the voltage drop at the capacitor of the RLC circuit is QV0/2 sin(ωRFt). The circuit
is designed such that the capacitive load Ceq is mainly due to the capacitance of
the RF electrode. Its value is considered to be a fixed quantity, since it depends on
the Paul trap geometry, i.e. the electrode’s shape, size and the distance from the
other electrically conductive parts. The equivalent inductance Leq, instead, is a free
parameter that can be tuned in order to find the best compromize between a large
quality factor Q and a relatively large resonant frequency ωRF. Additionally, and
independently from the resonant frequency, the quality factor is increased by reducing
the total resistance Req, which should be ideally kept as low as possible.

One electrode of a Paul trap can be modeled as a capacitive load. However, it
is reasonable to associate to it also an equivalent series resistance (ESR), which may
originate e.g. from the dielectric losses of the electrode’s insulating support. Ideally,
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Figure 5.3: Schematic of the RF drive, representing the conceptual idea behind the de-
sign. Four resonant RLC circuits feed four capacitors - representing total capacitance
of the ion trap plus the drive circuit - at iso-frequency ωRF. Adapted from [176].

capacitance and resistance should be the same for each electrode; in practice, this is
never exactly true due to possible asymmetries in the trap assembly (see Sec. [4.7])
or to mechanical imperfections. This makes it practically very hard to realize four
independent RLC circuits having the same resonant frequency. Our strategy to ensure
the presence of a common resonant frequency is to place 1 : 1 transformers that connect
the four resonant circuits. The whole circuit can be considered as a single resonator
and we avoid problems of frequency splitting that could arise in coupling independent
resonators. The working principle of the RF drive is schematized in Fig. (5.3).

The circuit in Fig. (5.3) is analytically solvable. The meshes equations of the four
circuits in Fig. (5.3) are:





V1(t) = R1i1(t) +
Q1(t)

C1
+ (L1 + Lt)

di1(t)

dt
+ Lt

di2(t)

dt

V2(t) = R2i2(t) +
Q2(t)

C2
+ 2Lt

di2(t)

dt
+ Lt

di1(t)

dt
+ Lt

di3(t)

dt

V3(t) = R3i3(t) +
Q3(t)

C3
+ 2Lt

di3(t)

dt
+ Lt

di2(t)

dt
+ Lt

di4(t)

dt

V4(t) = R4i4(t) +
Q4(t)

C4
+ (L2 + Lt)

di4(t)

dt
+ Lt

di3(t)

dt

(5.2)

where we assumed that the 1 : 1 transformers are ideal (mutual induction coefficient
k = 1).

Eq.s (5.2) are analytically solvable with Qj the charge on the capacitors Cj , j =
1, . . . 4. In complex field let’s suppose Vj(t) = Vje

iωt and search solutions in the form
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ij(t) = ije
iωt. The solutions for the system (5.2) are:





i1 = − iω(a2cV1 + a2fV − 1− cdfV1 + a3V2 − adfV2 − a3V4 − a2fV3)

a4 − a2bc− a2bf − a2df + bcdf
,

i2 = − iω(a3V1 − adfV1 + a2bV2 − bdfV2 − a2bV4 − abfV3)

a4 − a2bc− a2bf − a2df + bcdf
,

i3 = − iω(−a2fV1 − abfV2 + a3V4 − abcV4 + a2fV3 − bcfV3)

a4 − a2bc− a2bf − a2df + bcdf
,

i4 =
iω(a3V1 + a2bV2 − a2bV4 − a2dV4 + bcdV4 − a3V3 + abcV3)

a4 − a2bc− a2bf − a2df + bcdf
,

(5.3)

where we have defined the following parameters:

a = Ltω
2,

b = −(L1 + Lt)ω
2 +

1

C1
+ iωR1 ,

c = −2Ltω
2 +

1

C2
+ iωR2 ,

d = −2Ltω
2 +

1

C3
+ iωR3 ,

f = −(L2 + Lt)ω
2 +

1

C4
+ iωR4 .

The four meshes circuit follows eq. (5.3), so it is possible to study its behavior by vary-
ing the component values. Fig. (5.4) shows the dependence of the current phases and
amplitudes from the components values. If we assume that the equivalent inductance
and the equivalent capacitance are the same in all the RLC circuits, there is only one
common resonance frequency ωRF and proper phase on the signal of each electrode.
If, instead, the electrical components are different, all the meshes still resonate at a
common frequency, but other resonances appear in addition to the main one. As a con-
sequence, even if the optimal working condition for the circuit in Fig. (5.3) is the one
where all the meshes are characterized by the same Leq and Ceq, the inter-dependence
of the meshes make the iso-frequency feature robust against small variations of the
electrical components, permitting to drive all the RF electrodes at resonance at the
same time.

We have already mentioned how, from the geometry of the trap, we can assume
that the electrode RF 1 has the same capacitance of RF 4 but different from the
capacitance of the pair of electrodes RF 2 and RF 3. Therefore, the most reachable
grade of circuit symmetry is offered by the configuration in which all the transformers
are ideal (k = 1) and identical and L1 = L2. In this case i1 = i4, i2 = i3 but, as we
can see from Fig. (5.4), the i1 amplitude differs from that of i2. The iso-amplitude
signal problem due to horizontal plane symmetry break can be solved by inserting
balancing capacitors between RF electrodes in phase.

5.3.2 Block Diagram of the RF drive

We have designed an RF drive based on the strategy represented in Fig. (5.3). The
scheme is divided in five main “blocks” (see Fig. (5.5)). The block A represents
the part of the circuit that is placed inside an ultra-high vacuum chamber, i.e. the
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Figure 5.4: Simulated amplitude and phase of the current circulating in the circuit as
a function of the frequency. Plots (a) and (b) show the current’s amplitude and phase
in the four resonant circuits in which all the capacitances are equal to Ceq = 5.6 pF,
all the resistances are set to 100 Ω, and L1 = L2 = Leq/2, LT = Leq/4, Leq = 370 µH,
with LT being the transformers’ mutual inductances. Plots (c) and (d) show amplitude
and phase of the current i1 (red line) and i2 (black line) in a circuit in which the electric
components have the same values as in the plots (a), (b), except for C1 = 1.1 Ceq and
C2 = 0.9 Ceq. Adapted from [176].

capacitances and the ESRs of the Paul trap electrodes, which we simulated with a finite
element software (see Sec. [4.7]). The block B represents the portion of the secondary
circuits that is placed outside the vacuum chamber: the blocks A and B constitute the
four interdependent RLC circuits described in Fig. (5.3). The inductances in block B
are designed to resonate at approximately ωRF = 2π × 3.5 MHz. This frequency was
chosen in order to maximize the quality factor for a given value of Ceq, and Req while
keeping the RF frequency reasonably large in order to ensure a successful trapping of
the ion. Additionally, 3.5 MHz lies in the range of frequencies for which the RF trap
should not interfere with the Lithium quantum gas.

Block C is formed by four 1 : 4 transformers that are used to connect the primary
and the secondary circuits, i.e. to feed the resonant lines with RF signal. The purpose
of these step-up transformers is to increase by a factor aT = 4 the voltage amplitude
from the primary to the secondary circuit, thereby enhancing the total amplification
factor.

Conceptually, the RF sources of Fig. 5.3 are realized by the blocks D and E. Block
E is constituted by four independent Direct Digital Synthesis (DDS) chips that are set
at a frequency ωRF/2π and have tunable amplitudes and phases. In our realization,
the block E is not placed on the RF drive board but it is embedded in the control
system of the experiment [164]. The DDSs are connected to four amplifiers (block
D — Analog Devices AD8392) characterized by an output impedance of RS = 0.2 Ω
at ωRF = 2π × 3.5 MHz. The amplifiers’ input impedance is matched to the 50 Ω
output of the DDSs. The op-amps are set for a feedback gain of GRF ' 5. This choice
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Figure 5.5: Simplified block diagram of the complete RF drive. A Electrodes of a Paul
trap, considered as a series of a capacitance and a resistance. The values in figure
are obtained by simulating with COMSOL Multiphysics the Paul trap for which this
RF drive was designed, see Sec. [4.7]. Electrodes marked with a star are out of phase
with respect to the other two. B Iso-frequency resonant lines with pick-ups for phase
and amplitude stabilization, balancing capacitors CS1 and CS2 and DC offset inputs.
C 1 : 4 step-up transformers that inductively couple the resonant circuits to the RF
sources. D Low-impedance op-amps for pre-amplification of the input signals. E Four
independent DDS sources providing the RF signals with tunable amplitude and phase.
Adapted from [176].
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ensures an increase of the signal enhancement at resonance, since the real part of the
impedance of the circuit is reduced.

Since the capacitance and the ESR of the electrodes are in general not identical,
we have placed two balancing capacitors CS1 and CS2 that connect the in-phase lines
of the drive in order to ensure that the RF signals of the secondary circuits have
all the same amplitude. Moreover, we have equipped the RF drive with phase and
amplitude pick-ups that can be used to perform active stabilization of the RF signal,
with the goal of counter-acting possible effects — like thermal fluctuations of the
different elements of the drive — that may affect the long-term stability of the trap
frequency ωr [167].

The active stabilization of the RF potential requires a faithful sampling of the
voltage drop at the electrodes. This needs to be done in a section of the circuit that
is at a high impedance load. To this end, we implemented little-invasive probes with
1 : 100 capacitive dividers realized with the 0.2 pF and 20 pF capacitors as the last
elements of the circuit outside the vacuum (see Fig. (5.5) and the complete drive
schematic in Appendix A). We chose the value of the capacitors in order to extract
approximately 1% of the signal without affecting the resonance, since the impedance
of the capacitive dividers is much larger than the lines’ impedance. The capacitive
dividers are realized by placing commercial SMD capacitors as close as possible to the
lines in order to suppress the capacitive effects of the additional lines. The prototyping
phases for the pick-up development will be described in Sec. [5.5.2].

The capacitive dividers work as phase pick-ups (φ-pick-ups) that carry information
on the resonance frequency ωRF and the relative phase between the signals on the RF
electrodes. The amplitude pick-ups (A-pick-ups) are realized by placing a rectifier, not
shown in Fig. (5.5), after the capacitive divider to generate a signal linearly dependent
on the RF amplitude V0/2 [167]. The board has one A-pick-up and one φ-pick-up for
both pairs of electrodes at V0/2 sin(ωRF t) and at V0/2 sin(ωRF t + π). The pick-ups
signals can be used to actively stabilize both the trap frequency and the relative phase
between the electrodes.

5.4 Technical issues in RF Drive

In the previous Sec. [5.3] I described the working principle and the circuit topology
of the RF drive. In this section I describe some of the technical issues that were
addressed for both defining the schematic of the drive and its realization.

In Sec. [5.4.1] I will discuss the realization of the inductors and transformers by
using ferromagnetic cores. Ferromagnetic cores were necessary in order to have a
compact circuit.

Ferromagnetic cores can enhance a solenoid inductance of a factor µr, the real part
of the cores’ relative magnetic permeability, but they cause an increase of the circuit’s
resistance through the complex term of the permeability µi.

In Sec. [5.4.2] I will discuss the problem of impedance matching, and explain why
we eventually chose to use a mismatched circuit and the possible drawbacks of this
choice. Finally, in Sec. [5.4.3] I will discuss possible problems related to the cross-talk
between the lines and how these effects can be minimized by choosing the right circuit
topology.
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5.4.1 Choosing ferrite magnetic cores

A possible strategy for realizing a sufficiently large inductance – e.g. on the order of a
few 100s µH — without implementing a bulky helical resonator is to build inductors
by winding a conducting wire on a ferrite core. Ferrite cores are characterized by a
frequency-dependent magnetic permeability that depends on the material, the size and
the shape of the core. While the reactive term of the impedance is proportional to the
real part of the magnetic permeability, its imaginary part provides a resistive term,
physically caused by the eddy currents induced in the core. In general, the resistive
and reactive parts are linked by the dispersion factor DF , a specific characteristic
of the core material. The presence of the inductors’ resistive term affects the overall
resistance Req of the RLC lines, which then reads:

Req = R0 + ωRFLeqDF, (5.4)

where R0 is the component of Req that does not depend on the drive frequency,
originating for example from the wires’ resistance. Other possible frequency-dependent
terms of the resistance, for instance due to the skin effect on the wires, have for the
moment been neglected. The quality factor of eq. (5.1) can then be re-written in the
form:

Q =
1

R0ωRFCeq +DF
. (5.5)

In the low resistance regime (R0ωRFCeq � DF ), the real limitation to the Q-factor is
the dispersion factor DF : in order to keep a high value of Q it is crucial to choose a
ferrite material with the lowest possible losses.

If we consider the circuit described in the block diagram of Fig. (5.5), the overall
Q-factor for the circuit is:

Q =
1

(R0 + a2
TRS)ωRFCeq +DF

. (5.6)

The magnetic cores used for the inductors of the RF drive are toroidal Ni-Zn ferrite
cores (material: DN5H from the company DMEGC – from an intensive search this
material resulted the one having the lowest DF in the market), which are characterized
by a low dispersion factor around ωRF and µr ' 30. In order to estimate the cores’
dispersion factor, we have realized a number of resonant circuits formed by a single
inductor and a conventional capacitor resonating at approximately ωRF. With these
circuits, we have measured the resistance at resonance as a function of the impedance
of the inductor. The results are plotted in Fig. 5.6. A dispersion factor DF =
(8.0±0.2)×10−3 is obtained from a linear fit to the data. By substituting this value in
Eq. (5.6), we can estimate Q ' 115, and a resonance frequency of ωRF = 2π×3.5 MHz.
We notice that the dispersion factor DF is the largest term in the denominator of
Eq. (5.6), and therefore the dispersion of the core represents the strongest limitation
to the Q factor of this RF drive.

5.4.2 Considerations about impedance matching

The RF drive is equipped with a preamplifier circuit placed between the RF source
and the resonant lines. Therefore, we can match the impedance of the DDSs, typically
50 Ω, with the op-amp input, but without matching it to the op-amp output. For this
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Figure 5.6: Calibration of the dispersion factor DF for DN5H toroidal ferrite cores of
height 6 mm, internal radius 10 mm and external radius 18 mm. The copper wire used
had a diameter of 0.2 mm. Each point in the plot corresponds to the resistance at
resonance of an RLC circuit formed by a ceramic capacitor and a homemade inductor.
The values of resistance, inductance and resonant frequency are obtained with a vector
network analyzer. The dependence of the total resistance as a function of Leq and
ωRF is extracted. The value DF = 0.0080± 0.0002 is extracted from the linear fit to
the data. Adapted from [176].

purpose, I chose to use the low-impedance AD8293 op-amp, which ensures a small
value of RS.

In Sec. [5.4.2] we discussed about the methods to match the impedances of the
load and the RF source by using reactive components. However, I decided to realize
a drive in which the impedances are not matched in order to maximize the Q-factor:
RL � RS and the source resistance is added to the overall resistance of the resonant
line and the Q-factor can be expressed as in eq. (5.6).

However, the absence of power matching is correlated with some drawbacks, which
have to be taken into consideration during the designing phase. First, the electrical
power transfer is depressed by a strong unbalance between the source resistance RS

and the load RL: the power is largely dissipated on the source internal resistance, i.e.
the op-amp is subjected to heating due to the Joule effect. For this reason we have
put in contact to the AD8392 a home made metal heatsink that thermally connects
the AD8392 upper part with the RF Drive metal box.

Second, a mismatched circuit could experience signal reflections in the resonant
lines. These reflections were not observed in our realization of the drive. Moreover,
if present, these reflections would have manifested themselves as a voltage offset at
the trap terminals, and we would have been able to correct for them by using the DC
offsets that are present in each RLC line of the drive.

5.4.3 Cross-talk effect on the board

RF signals are particularly suitable for propagation in media by means of electromag-
netic radiation, which is why they are used in radio communications. Every RLC line
of the four RF drive interdependent circuits can act both as an emitter and as an
antenna.



CHAPTER 5. RF DRIVE 115

In our application, however, we want to make sure that these effects are minimized
since they could create interference between the operation of each RF line in a way
that is little predictable. When the 1 : 1 transformers in block B of Fig. (5.5) are dis-
assembled, the four RF lines resonate at different frequencies due to small differences
between them. In this case, we observed all the four independent resonance peaks in
each single line.

This effect of cross-talk between the lines is caused by the proximity between the
RF lines in the PCB. The signals of electrode pairs that are fed with RF with the
same phase interfere constructively, while out-of-phase signals interfere destructively.

The cross-talk cannot be eliminated in our design: the spatial constraints on the
board dimensions make impossible to shield each resonant line from the others. How-
ever the cross-talk can be made non-problematic by adopting some precautions.

The electrodes’ geometry (see Sec. [4.7]) is symmetric with respect to the vertical
plane passing through the trap center. The RF drive schematic is designed to preserve
this kind of symmetry, and the geometry of the circuital lines in the PCB is symmetric
with respect to the vertical plane passing by the center of the board. The symmetry
assures the iso-amplitude of the RF signals even in presence of cross-talks because
every lines will be affected by the same cross-talk quantity.

5.5 Prototyping the RF drive

At the end of the designing phase, I realized the complete RF drive schematic. I first
simulated the schematic by using LTspice, a freeware computer software implement-
ing a SPICE (Simulation Program with Integrated Circuit Emphasis) electronic circuit
simulator. The simulations in time and frequency domains confirmed the circuit cor-
rect functioning: especially confirming the various inductance values, evaluated by
using the model of Sec. [5.3.1].

When the RF drive schematic was completed, I created the PCB using Eagle,
a PCB design software, and the project was sent to print. The prototyping phase
consisted in mounting the electronic parts on the PCB and in testing its functioning
and its performances.

In Sec. [5.5.1] I describe how to assemble the circuit in a way that facilitates the
debugging process. In Sec. [5.5.2] I discuss the problems related to the realization of
the pick-ups, and describe some of the models that we tested before finding the optimal
one. In Sec. [5.5.3] the pick-up calibration results are provided while in Sec. [5.5.4]
the tests on the completed RF drive are presented.

5.5.1 Assemblying and debugging the circuit

In principle with the PCB and all the inductances and transformers at hand, all the
electronic components of the board can be mounted and the circuit performances can
be tested. In practice, this is not the most efficient method to assemble a prototype,
because it precludes the possibility of debugging independently the different parts
composing the board. I adopted a strategy for assembling the board that consisted
in mounting each circuital blocks one at a time and in verifying that they properly
worked before assembling the next block. Referring to Fig. (5.5), the procedure I used
is the following:
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1. The first circuital parts I mounted are the external RLC lines of electrodes
RF1 and RF4 in block B without the balancing capacitors CS1 and CS2. The
electrodes capacitative loads in block A were temporarily substituted by ceramic
5.6 pF capacitor. Before continuing in the assembly, I made sure that the two
circuits resonated at a similar frequency, adjusting accordingly the inductances
by removing or adding windings.

2. I installed the two RLC lines of electrodes RF2 and RF 3 in block B without the
central 1 : 1 transformer. I used jumpers on the PCB to bypass this transformer.
In this way I had two independent circuits constituted by two resonant lines each.
As in step 1. of the procedure, I verified that the resonant frequencies of the
two circuits are as equal as possible.

3. I mounted the last central 1 : 1 transformer in block B and verified the iso-
frequency condition between all the resonant lines.

4. I mounted the balancing capacitors CS1 and CS2 in block B and verified the
iso-amplitude condition at the electrodes terminals.

5. I mounted the 1 : 4 transformers in block C and I verified that the conditions
of iso-resonance holds.

6. I mounted the pre-amplification stadium in block D by using the standard
mounting method for the op-amps: first I mounted the ±5 V dual alimenta-
tion circuit and then the op-amp with its feedback loop. The main part of the
resonant circuit was now complete.

7. I measured the voltages at the capacitors that simulate the loads of the trap with
some external probes and an oscilloscope. This measurement is not indicative
of the Q-factor because the oscilloscope probes disturb the line. However, this
measurement allowed me to check the basic features of the circuit, like the
presence of a common resonance and of the proper phase relations between the
different lines.

8. I mounted the pick-up circuits and calibrated them using the measurements with
the oscilloscope probes (see Sec. [5.5.3]).

Following this procedure it is possible to mount the RF drive and to proceed to
determine its performances, described in Sec. [5.5.4].

5.5.2 Design of the pick-up

The pick-ups are an important element in the RF drive circuit, since they make it
possible to find the resonant frequency, to quantify voltage amplitudes at the electrodes
and to generate an error signal for actively stabilizing the RF signal. In order to
perform all of these operations, it would be necessary to pick-up the signal right on
the electrodes. This operation is particularly delicate because in this point the lines
are at high impedance.

In a high impedance point in a circuit (a node), a relatively small current corre-
sponds to a relatively high voltage. Therefore, high impedance circuits are low current
and potentially high voltage, whereas low impedance circuits are the opposite (low
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voltage and potentially high current). If we considered an RLC series circuit consti-
tutes by a resistance Req, a capacitor Ceq and an inductor Leq, with a quality factor
described by eq. (5.1), the equivalent impedance in the point between the capacitor

and the inductor is |Zpick-up| = ReqQ
2
√

1 + 1
Q2 . Supposing to have Req ' 100 Ω and

Q ' 50, then the absolute value of the equivalent impedance in this circuital point is
about 250 kΩ. As a result, the measurement of the voltage drop across the capaci-
tance made with an oscilloscope closed on 1 MΩ is not a faithful measurement since
the oscilloscope resistance is comparable to |Zpick-up|, thus forming a voltage divider,
and the measurement would be underestimated by around 20%.

In principle, an oscilloscope with a 10 MΩ impedance should be sufficient to realize
a trustful measurement. However, a typical voltage probe has also a capacitance
of about 10 pF in parallel to the 10 MΩ resistance. This probe capacitor is higher
than the estimated trap capacitances and significantly alters the resonance conditions.
Therefore it is necessary to find an alternative solution for the pick-ups.

We separately tested inductive probes based on parallel lines placed at a side or
below the RF output lines in the PCB, but we observed a strong cross talk between
each pick-up and all the four RF lines.

Therefore, we opted for using little-invasive probes with 1 : 100 capacitive dividers
realized with the 0.2 pF and 20 pF capacitors. The complete schematic of the pick-
ups [167] is shown in Appendix A.

With respect to inductive probes, the capacitive divider has the advantage that
the circuit can still be treated with a lumped element model, while an inductive probe
requires the theory of distributed elements for its description.

In a first PCB version these pick-up circuits were placed in a board zone very close
to the vacuum feedthroughs, but in this place they suffered from cross-talks and, even
if their response was quite linear, their behaviors were different from one another.
A second version of the PCB solved this problem by spatially disposing the pick-up
electronic components in areas farther away possible from the feedthroughs, but still
in the last part of the RF lines before the vacuum.

5.5.3 Calibration of the pick-up circuits

We tested the response of the pick-ups at resonance. Fig. (5.7) shows the response of
the two A-pick-ups as a function of the amplitude of the primary RF source. The data
show a very good linear response. Additionally, we measured the bandwidth of the
A-pick-ups, finding it equal to 6 Hz. This corresponds to the maximum bandwidth
for a stabilization loop that can correct slow amplitude variations. If needed, this
bandwidth can be changed by modifying the components of the rectifiers. This can be
done at the cost of increasing the ripple amplitude on the pick-up signal — currently
approximately 15 mV for V0 = 200 V .

Additionally, we used the φ-pick-ups to measure the relative phase between the
RF signals used to feed neighbour electrodes. For maximizing the frequency of the
secular potential, this phase should be π. Fig. (5.8) shows the output signals of the two
φ-pick-ups when phase, frequency and amplitude of the DDSs are set correctly. The
sinusoidal signals of frequency ωRF have a phase difference φ/π = 0.99435± 0.00004,
measured from the fit. This differs only slightly from the ideal value φ/π = 1; however,
by treating this difference of the relative phase with the same approach of Ref.[105] it
emerges that this phase mismatch does not provide a contribution to the micromotion,
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Figure 5.7: Linearity test for the two A-pick-ups sensing the signals reaching CE1 and
CE4. The measurement is performed by changing the amplitude of the RF signal,
V0/2. Experimental data are plotted together with their linear fits, which lead to
the slopes (10.4 ± 0.2) · 10−3 and (9.7 ± 0.2) · 10−3 for the pick-ups placed close to
CE1 and CE4, respectively. The difference between the two curves are due to small
mismatches in the values of the electric components forming the capacitive dividers
and the rectifiers. The linear fitting functions have a non-zero offset caused by the
non-linear behaviour at low RF amplitudes of the diodes that are part of the rectifiers.
Adapted from [176].

as a phase mismatch affecting signals fed to opposite electrodes would. We note that
the amplitude of the two A-pick-ups and the two φ-pick-ups are different, possibly
because of small differences in the components forming the capacitive dividers. These
differences can be easily calibrated by using external probes.

5.5.4 Performances of the RF drive

The operation of the board was first characterized by substituting the electrodes with
5.6 pF ceramic capacitors. This choice allowed us to directly monitor the RF signal
with external probes, if needed.

Fig. (5.9) shows the amplitude of the RF signal in the secondary circuit as a
function of the frequency of the primary RF source. The circuit has several resonances,
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Figure 5.8: Phase of the signal outputs. The data show the outputs of the φ-pick-ups
probing the signals at the capacitors CE2 (red) and CE3 (blue). Measurements are
taken with the DDSs frequencies set to ωRF. When the phase of the input signals are
set correctly, the outputs of the two φ-pick-ups are sinusoidal signals that are out of
phase. The sinusoidal fit to the data gives a phase difference φ/π = 0.99435±0.00004.
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Figure 5.9: Plot of the drive response tested with 5.6 pF ceramic capacitors emulating
the trap electrodes. The frequency of the input RF signals is swept to observe the
main resonances of the circuit. The peak-to-peak amplitude of the RF signal reaching
CE2 is detected via the φ-pick-up output and fitted with a Lorentzian curve (red) to
extract the linewidth. Among all the resonances, the one at 3.37 MHz is the only one
for which the RF signals of the four secondary circuits have the right phase relation.

including the one at ωRF = 2π × 3.37 MHz that we had initially targeted as the
working resonance, and that we expected from the simulation to be at approximately
2π×3.5 MHz. The resonance at ωRF has a full width at half maximum of 2π×91 kHz,
which we extracted from a Lorentzian fit. The resulting quality factor is Q = 57, which
is lower than what expected from Eq. (5.6). We attribute this discrepancy to the non-
ideal behavior of the transformers that have a mutual inductance coefficient smaller
than 1. Other effects that may reduce the quality factor of the circuit are possible
cross-talks between the transformers that are closely placed on the board. We notice
that the value of the quality factor could be increased e.g. by changing the inductors
of the board, at the price of lowering the resonant frequency ωRF. The relatively
small quality factor ensures a fast operation of the drive: we measure a falling time
at resonance of 7.7µs, corresponding to a time constant τ = 3.5µs.

In addition to the resonance at ωRF, other resonances arise at different frequencies,
see Fig. (5.9). We attribute the presence of these resonances to the small unbalancing
between the four resonant circuits, the components of which are not perfectly equal.
This speculation was confirmed by simulating the circuit with the commercial software
LTSpice, in which a small variation of one of the components of the circuit results
in the appearance of new resonances. Of all the additional resonances, we further
investigated the strongest one at about 1.06 MHz. This resonance corresponds to the
creation of four RF signals having all the same phase. This condition clarifies the
appearance of this resonance at a frequency considerably smaller than ωRF: since the
equivalent inductances associated to the 1:1 transformers in the block B of Fig. (5.5)
depend on the direction of the currents, a resonance with all the RF signals in phase
is characterized by values of Leq that differ with respect to the ones associated with
the resonance at ωRF, resulting in a strong difference in both the frequency and the
quality factor of the resonance.

At resonance, we are able to produce signals of peak-to-peak amplitude up to V0 =
200 V with an input RF of peak-to-peak amplitude 1 V. We checked the stability of the
drive by running it for 24 hours at the maximum output without active stabilization.
We found no appreciable changes of the resonant frequency, but we noticed a small
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Figure 5.10: Picture of the RF drive implemented on a 4-layer PCB. The blocks B,
C and D of Fig. 5.5 are implemented on the board. The home made inductors are
incapsulated in small plastic cases (in red) in order to avoid capacitative couplings
with the PCB conducting planes.

variation of the phase of the RF signal. These small instabilities, possibly due to
thermal effects on the ferrite core, can be actively corrected by probing the signals
with the φ-pick-ups. The total power consumption of the board is due to the op-
amps and is ∼ 2 W. This value, which is calculated for the sum of all four resonant
circuits, currently limits the maximum reachable peak-to-peak voltage, since a higher
power could lead to a failure of the op-amps. We note that the power consumption is
nominally higher than other compact drive implementations in literature. However,
the power consumption in these drives is kept low by realizing smaller gains [174], by
running at lower frequencies [172], or by working at temperatures for which a cryostat
is needed [173].

5.6 Installing the RF Drive

We have realized the RF drive on a 4-layers PCB of size 100 mm×70 mm, see Fig. (5.10).
The RF drive is enclosed in a metal box held with columns of adjustable height,

see Fig. (5.11). At its top end the RF drive is equipped with terminals which allow
to connect the resonant lines to the feedthroughs of the ion trap.

We tested the RF drive when connected to the linear Paul trap with the open
chamber, i.e. in open air. We measured a resonance at ωRF = 2π × 3.23 MHz, with
a full width at half maximum of 2π × 75 kHz, resulting in a quality factor Q = 67.
This small variation from the values found in the test with the ceramic capacitors
used as load originates from the fact that, in its actual implementation, we found
the electrodes to have a capacitance of approximately 10 pF, slightly larger than
what initially simulated. When the UHV is realized, the drive resonance frequency
becomes ωRF = 2π × 3.19 MHz, because the ion trap capacitance is slightly modified
by replacing the air with the vacuum as a dielectric.

The resonance frequency does not follow the expected 1/
√
Ceq scaling due to the

presence of a 37 pF offset capacitance, which we attribute to parasitic capacitances
between the wire windings around the ferrite cores.

The sinusoidal i-th RF input signal from the DDSs is characterized by an amplitude
Vi and a phase φi. The signal amplitude ΦRF at the RF electrodes depends on all
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Figure 5.11: Picture of the RF drive box installed under the Barium experimental
vacuum chamber. In the box inferior panel there are the four RF signal inputs from
the DDSs and the four pick-up outputs. On the lateral panels there are the four DC
offset SMA input.

these eight parameters: ΦRF = ΦRF(V1, φ1, V2, φ2, V3, φ3, V4, φ4). If all the resonant
lines were identical, in theory all the derivative ∂ΦRF

∂Vi
would be equal, and so ∂ΦRF

∂φi
for

all i. In the real case, however, the differences between lines and the non identical
realization of the transformers makes these derivatives all different to each others.

In order to maximize the RF drive voltage output in function of the DDSs input,
it is convenient to slightly unbalance the input amplitudes, increasing the inputs with
larger derivative ∂ΦRF

∂Vi
with respect to the others, while keeping the current sufficiently

low in order not to go over the maximum dissipation of the op-amp. It is important
to note that all these parameters can be used to maximize the voltage drop on the
capacitances, while keeping the right phase of the signals, a condition that is ensured
by the transformers in the RLC lines. The input phases φi can be optimized to
precisely regulate the phases of the outputs of the drive.



Conclusions and Outlook

The work of this thesis was carried out with the aim of realizing a new experimen-
tal apparatus for the realization of a quantum mixture of ultracold trapped Barium
ions and degenerate neutral Lithium atoms. In order to obtain a coherent and well
controllable quantum evolution for the atom-ion mixture, we want to reach the so
far unexplored ultracold regime, i.e. to reach atom-ion collisional energies for which
the s-wave approximation is valid. This ambitious goal requires the construction of
a complex apparatus in which the complexity of building two different systems does
not add up trivially, since additional challenges must be tackled, e.g. making the two
systems interact, i.e. superimposing atoms and ions.

During my Ph.D activity I pursued a number of different tasks that contributed
to the construction of the setup for producing ultracold atom-ion mixtures. Among
others, these tasks included the realization of the entire electric setup for the ion trap,
the assembly of the Barium vacuum chamber, the realization of the ultra-high vacuum
in the ion-side of the experimental setup, the design and part of the implementation
of the Lithium optical setup.

At the time of writing of this thesis, we are currently attempting to trap the first
Barium ions in the Paul trap, which would be the first trapped ions in Italy. To
this end, we have optimized the trapping sequence in order to ensure that all the
required steps – the oven heating, the photoionization phase and the radiofrequency
trapping potential generation – work in synergy. In parallel, we are completing the
Lithium optical system, while all the parts to assemble the Lithium vacuum chamber
are already present in the laboratory and ready to be assembled.

When we will have trapped ions in the Paul trap, we will test and optimize the
new electro-optical trapping scheme. The ions trapped with this potential will not
experience micromotion and, when also the ultracold Lithium gases will be produced,
the Lithium atoms could sympathetically cool the ions towards the so far unexplored
ultracold regime. In order to activate the interaction also the Lithium optical transport
will have to be set up and optimized.

Once completed, the Ba-Li apparatus will allow us to carry out fundamental ex-
periments towards a deeper understanding of the atom-ion collisional physics. In the
ultracold regime the atom-ion mixture will behave coherently and it will be possible to
search for the predicted atom-ion Feshbach resonances [43]. The Feshbach resonances
would constitute an exceptional tool to control the Ba-Li system by providing the
possibility to tune atom-ion interactions. In this context, the single-particle state of
an ion could be entangled with the many-body state of the neutral gas and the ion
could act as a coherent impurity for the many-body system of ultracold atoms [177].
We could control the dynamics of the degenerate neutral gas by acting on the ion
state, e.g. creating Schrödinger cat-like states for the atom-ion system [177]. In this
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way it would be possible to investigate the role of the impurity, and, depending on the
control we can exert through Feshbach resonances, access the physics of celebrated
condensed matter models like the Anderson model [19] and the Kondo model [20].

Additionally, with a complete control over the atom-ion interactions, the neutral
gas could be used as a buffer gas while we perform measurements on the ions state.
For example, we could encode a qubit in one ion internal state and search for Feshbach
resonances for which the atom-ion interactions are the same for both levels of the ion,
i.e. for which the buffer gas does not reduce the ion qubit coherence time.

Finding the conditions for efficient sympathetic cooling of the ions could lead
to protocols in which the computation can be performed on an ion-based quantum
computer without interruptions for cooling the ion crystal.

Finally, we could perform metrological measurements by detecting possible colli-
sional frequency shifts in high-precision spectroscopy of the 2S1/2 →2 D5/2 transition
in Ba+ in the presence of the Li buffer gas [81].
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Appendix A

RF Drive Schematic

In this appendix is presented the complete schematic of the RF drive in Fig.s (A.2)
and (A.3). The performance of the drive and its compactness are due in particular to
the technique of making inductances and transformers. In presenting the schematic of
such instrument I think it could be useful to give some details on how these inductors
were realized. In order to make the drive compact it is essential to use ferromagnetic
cores to enhance the inductance of each winding. Therefore the first step in building
inducting components is to individuate the right ferrite material for cores. The work-
ing principle of the drive requires ferrite material with low dissipation factor at the
desired resonance frequency, see Sec. [5.3].

Ferrite materials with low dissipation factor in the range of frequencies between
2 MHz and 20 MHz seems difficult to find in the market. We selected two different
materials, nominally with similar dissipation factors: the Fericor DN5H material [178]
and the Tomita 6B2 [179]. We test experimentally the performances of both materials
and the Fericor’s one results with lower dissipation factor than the other at about
3.5 MHz and we decide to use it in the drive prototype.

A copper wire with insulating enamel is then winded around the toroidal ferrite
cores. We use wires with diameter of 0.2 mm. The inductance value Lcoil in function
of the number of winding can be evaluated theoretically by supposing the winding
as elliptical with axes equal to the dimensions of the toroid section (Fericor toroids
have rectangular sections). However instead of solving a double elliptic integral it is
possible to estimate experimentally the proportional factor Al:

Lcoil = AlN
2
coil . (A.1)

Usually in the ferromagnetic core datasheet theAl values is given, but it is simple to
evaluate by measuring the inductance values in function of the number of winding with
a VNA. In Fig. A.1 it is showed an example of how Al was esteemed for (25×15×8) mm
toroids.

The value L1 = L2 are chosen as L1 = Leq/2. Supposing the transformer as ideal
(mutual induction coefficient k = 1) then Lt = Leq/4. With a real mutual induction
coefficient instead the transformer inductance is Lt = Leq/(2 + 2k): an esteem of the

125



APPENDIX A. RF DRIVE SCHEMATIC 126

Figure A.1: Calibration of the Al parameter for handmade inductances. The measure
is done using (25× 15× 8) mm toroids made in Fericor DN5H ferrite and copper wire
with 0.2 mm at 3.5 MHz frequency. The data are fitted with eq. (A.1) neglecting the
offset constituted by the wire resistance. The estimated value is Al = 0.0327±0.0004.

k value can be given using a VNA. In order to enhance the k as more as possible the
transformer are winded with the method of bifilar coils.

Once realized, each inductance or transformer has to be characterized with a VNA.
Then its value can be reported in a LTspice simulation [180] of the entire schematic
where the resonance frequency is accurately predicted.
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Figure A.2: First table of the RF drive schematic. The colors refer to the coding
used in the block diagram in Fig. (5.5). In white the dual power supply circuit for
the Analog Devices AD8392 op-amp. The jumpers SJ13, SJ14, SJ15, SJ16 allow
to by-pass the pre-amplification and connect directly the DDSs output to the four
interdependent resonant circuits.
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Figure A.3: Second table of the RF drive schematic. The colors refer to the coding
used in the block diagram in Fig. (5.5): here are showed the block B, C and the four
pick-ups. The pick-up electronics is the same in each pick-up: a dedicated jumper
allows to configure the pick-up as amplitude or phase pick-up. In white there are
some jumpers that connect directly the RF electrodes to four SMA output in the RF
drive box panel: the board can be exploited to connect the trap terminals to a VNA
for experimentally measure the trap load, see Sec. [4.7].
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versità degli Studi di Milano and Bicocca, 2011/2012.

[88] T.W. Hansch and A.L. Schalow. “Cooling of gases by laser radiation”. In:
Optics Communications 13 (1 1975), pp. 68–69. doi: https://doi.org/10.
1016/0030-4018(75)90159-5.

[89] J. Dalibard and C. Cohen-Tannoudji. “Laser cooling below the Doppler limit
by polarization gradients: simple theoretical models”. In: J. Opt. Soc. Am. B
6.11 (1989), pp. 2023–2045. doi: 10.1364/JOSAB.6.002023.

[90] P. D. Lett et al. “Observation of Atoms Laser Cooled below the Doppler Limit”.
In: Phys. Rev. Lett. 61 (2 1988), pp. 169–172. doi: 10.1103/PhysRevLett.61.
169.

[91] E. L. Raab et al. “Trapping of Neutral Sodium Atoms with Radiation Pres-
sure”. In: Phys. Rev. Lett. 59 (23 1987), pp. 2631–2634. doi: 10.1103/PhysRevLett.
59.2631.

[92] M. Inguscio and L. Fallani. Atomic Physics: Precise Measurements and Ultra-
cold Matter. Oxford University Press, 2013.

[93] G. Grynberg and J.-Y. Courtois. “Proposal for a Magneto-Optical Lattice for
Trapping Atoms in Nearly-Dark States”. In: Europhysics Letters (EPL) 27.1
(1994), pp. 41–46. doi: 10.1209/0295-5075/27/1/008.

[94] M. Weidemüller et al. “A Novel Scheme for Efficient Cooling below the Photon
Recoil Limit”. In: 27.2 (1994), pp. 109–114. doi: 10.1209/0295-5075/27/2/
006.

[95] A. Burchianti et al. “Efficient all-optical production of large 6Li quantum gases
using D1 gray-molasses cooling”. In: Phys. Rev. A 90 (4 2014), p. 043408. doi:
10.1103/PhysRevA.90.043408.

http://dx.doi.org/10.1103/PhysRevA.96.022704
http://dx.doi.org/10.1038/s41586-018-0738-2
http://dx.doi.org/10.1038/s41586-018-0738-2
http://dx.doi.org/10.1103/PhysRevLett.116.063001
http://dx.doi.org/10.1103/PhysRevLett.116.063001
http://dx.doi.org/10.1103/PhysRevA.92.043421
http://dx.doi.org/10.1103/PhysRevLett.48.596
http://dx.doi.org/https://doi.org/10.1016/0030-4018(75)90159-5
http://dx.doi.org/https://doi.org/10.1016/0030-4018(75)90159-5
http://dx.doi.org/10.1364/JOSAB.6.002023
http://dx.doi.org/10.1103/PhysRevLett.61.169
http://dx.doi.org/10.1103/PhysRevLett.61.169
http://dx.doi.org/10.1103/PhysRevLett.59.2631
http://dx.doi.org/10.1103/PhysRevLett.59.2631
http://dx.doi.org/10.1209/0295-5075/27/1/008
http://dx.doi.org/10.1209/0295-5075/27/2/006
http://dx.doi.org/10.1209/0295-5075/27/2/006
http://dx.doi.org/10.1103/PhysRevA.90.043408


BIBLIOGRAPHY 135

[96] A. Aspect et al. “Laser Cooling below the One-Photon Recoil Energy by
Velocity-Selective Coherent Population Trapping”. In: Phys. Rev. Lett. 61 (7
1988), pp. 826–829. doi: 10.1103/PhysRevLett.61.826.

[97] H. F. Hess et al. “Magnetic trapping of spin-polarized atomic hydrogen”. In:
Phys. Rev. Lett. 59 (6 1987), pp. 672–675. doi: 10.1103/PhysRevLett.59.672.

[98] W. Ketterle and M. W. Zwierlein. Making, probing and understanding ultracold
Fermi gases. 2008. doi: 10.1393/ncr/i2008-10033-1.

[99] T. Hilker. “Laser Cooling of Bosonic and Fermionic Lithium”. MA Thesis.
Technischen Universität München, 2012.

[100] Ion trappers worldwide. url: https://www.easymapmaker.com/map/ion_
trappers.

[101] S. Earnshaw. “On the Nature of the Molecular Forces which Regulate the
Constitution of the Luminiferous Ether”. In: Trans. Camb. Phil. Soc. 7 (1842),
97–112.

[102] C. Zipkes. “A Trapped Single Ion Inside a Bose-Einstein Condensate”. PhD
Thesis. University of Cambridge, 2011.

[103] W. Paul. “Electromagnetic traps for charged and neutral particles”. In: Rev.
Mod. Phys. 62 (3 1990), pp. 531–540. doi: 10.1103/RevModPhys.62.531.

[104] P. F. Herskind et al. “Positioning of the rf potential minimum line of a linear
Paul trap with micrometer precision”. In: 42.15 (2009), p. 154008. doi: 10.
1088/0953-4075/42/15/154008.

[105] D. J. Berkeland et al. “Minimization of ion micromotion in a Paul trap”. In:
J. Appl. Phys. 83, 5025 (1998). url: https://doi.org/10.1063/1.367318.

[106] M. Harlander et al. “Trapped-ion probing of light-induced charging effects on
dielectrics”. In: New Journal of Physics 12.9 (2010), p. 093035. doi: 10.1088/
1367-2630/12/9/093035.

[107] Y. Ibaraki, U. Tanaka, and S. Urabe. “Detection of parametric resonance of
trapped ions for micromotion compensation”. In: Appl. Phys. B 105 (219 2011).
doi: https://doi.org/10.1007/s00340-011-4463-x.

[108] A. Härter et al. “Minimization of ion micromotion using ultracold atomic
probes”. In: Applied Physics Letters 102.22 (2013), p. 221115. doi: 10.1063/
1.4809578.

[109] G. Modugno et al. “Bose-Einstein Condensation of Potassium Atoms by Sym-
pathetic Cooling”. In: Science 294.5545 (2001), pp. 1320–1322. doi: 10.1126/
science.1066687.

[110] F. G. Major and H. G. Dehmelt. “Exchange-Collision Technique for the rf
Spectroscopy of Stored Ions”. In: Phys. Rev. 170 (1 1968), pp. 91–107. doi:
10.1103/PhysRev.170.91.

[111] K. Chen, S. T. Sullivan, and E. R. Hudson. “Neutral Gas Sympathetic Cooling
of an Ion in a Paul Trap”. In: Phys. Rev. Lett. 112 (14 2014), p. 143009. doi:
10.1103/PhysRevLett.112.143009.

[112] R. G. DeVoe. “Power-Law Distributions for a Trapped Ion Interacting with
a Classical Buffer Gas”. In: Phys. Rev. Lett. 102 (6 2009), p. 063001. doi:
10.1103/PhysRevLett.102.063001.

http://dx.doi.org/10.1103/PhysRevLett.61.826
http://dx.doi.org/10.1103/PhysRevLett.59.672
http://dx.doi.org/10.1393/ncr/i2008-10033-1
https://www.easymapmaker.com/map/ion_trappers
https://www.easymapmaker.com/map/ion_trappers
http://dx.doi.org/10.1103/RevModPhys.62.531
http://dx.doi.org/10.1088/0953-4075/42/15/154008
http://dx.doi.org/10.1088/0953-4075/42/15/154008
https://doi.org/10.1063/1.367318
http://dx.doi.org/10.1088/1367-2630/12/9/093035
http://dx.doi.org/10.1088/1367-2630/12/9/093035
http://dx.doi.org/https://doi.org/10.1007/s00340-011-4463-x
http://dx.doi.org/10.1063/1.4809578
http://dx.doi.org/10.1063/1.4809578
http://dx.doi.org/10.1126/science.1066687
http://dx.doi.org/10.1126/science.1066687
http://dx.doi.org/10.1103/PhysRev.170.91
http://dx.doi.org/10.1103/PhysRevLett.112.143009
http://dx.doi.org/10.1103/PhysRevLett.102.063001


BIBLIOGRAPHY 136

[113] M. Enderlein et al. “Single Ions Trapped in a One-Dimensional Optical Lat-
tice”. In: Phys. Rev. Lett. 109 (23 2012), p. 233004. doi: 10.1103/PhysRevLett.
109.233004.

[114] T. Huber et al. “A far-off-resonance optical trap for a Ba+ ion”. In: Nat. Comm.
(5 2014), p. 5587. doi: https://doi.org/10.1038/ncomms6587.

[115] A. Lambrecht et al. Long lifetimes in optical ion traps. 2016. arXiv: 1609.06429
[quant-ph].

[116] E. Perego. “A novel setup for trapping and cooling Barium ions for atom-ion
experiments”. PhD Thesis. Politecnico di Torino, 2019.

[117] B. E. A. Saleh and M. C. Teich. Fundamental of Photonics. Wiley-Interscience,
2007.

[118] J. Kaur et al. “Magic wavelengths in the alkaline-earth-metal ions”. In: Phys.
Rev. A 92 (3 2015), p. 031402. doi: 10.1103/PhysRevA.92.031402.

[119] M. S. Safronova, U. I. Safronova, and C. W. Clark. “Magic wavelengths for op-
tical cooling and trapping of lithium”. In: Phys. Rev. A 86 (4 2012), p. 042505.
doi: 10.1103/PhysRevA.86.042505.

[120] C. E. Wieman and L. Hollberg. “Using diode lasers for atomic physics”. In:
Rev. Sci. Instrum. 62.1 (1991), pp. 1–20. doi: 10.1063/1.1142305.

[121] X. Baillard et al. “Interference-filter-stabilized external-cavity diode lasers”. In:
Opt. Comm. 266.2 (2006), pp. 609–613. issn: 0030-4018. doi: https://doi.
org/10.1016/j.optcom.2006.05.011.

[122] L. Ricci et al. “A compact grating-stabilized diode laser system for atomic
physics”. In: Opt. Comm. 117.5 (1995), pp. 541–549. doi: https://doi.org/
10.1016/0030-4018(95)00146-Y.

[123] M. de Labachelerie and G. Passedat. “Mode-hop suppression of Littrow grating-
tuned lasers”. In: Appl. Opt. 32.3 (1993), pp. 269–274. doi: 10.1364/AO.32.
000269.

[124] P. McNicholl and H. J. Metcalf. “Synchronous cavity mode and feedback wave-
length scanning in dye laser oscillators with gratings”. In: Appl. Opt. 24.17
(1985), pp. 2757–2761. doi: 10.1364/AO.24.002757.

[125] E. C. Cook et al. “High passive-stability diode-laser design for use in atomic-
physics experiments”. In: Rev. Sci. Instrum. 83.4 (2012), p. 043101. doi: 10.
1063/1.3698003.

[126] E. Kirilov et al. “Compact, robust, and spectrally pure diode-laser system with
a filtered output and a tunable copy for absolute referencing”. In: Appl. Phys.
B 123.119 (2015). doi: https://doi.org/10.1007/s00340-015-6049-5.

[127] S. D. Saliba et al. “Mode stability of external cavity diode lasers”. In: Appl.
Opt. 48.35 (2009), pp. 6692–6700. doi: 10.1364/AO.48.006692.

[128] L. Duca et al. Novel Littrow ECDL design with independent tuning of external
cavity length and grating rotation, in preparation.

[129] Eagleyard photonics Gmbh website. url: https://www.eagleyard.com.

[130] ppqSense QubeCL data-sheet. url: https://www.ppqsense.it/products/
qubecl.

http://dx.doi.org/10.1103/PhysRevLett.109.233004
http://dx.doi.org/10.1103/PhysRevLett.109.233004
http://dx.doi.org/https://doi.org/10.1038/ncomms6587
http://arxiv.org/abs/1609.06429
http://arxiv.org/abs/1609.06429
http://dx.doi.org/10.1103/PhysRevA.92.031402
http://dx.doi.org/10.1103/PhysRevA.86.042505
http://dx.doi.org/10.1063/1.1142305
http://dx.doi.org/https://doi.org/10.1016/j.optcom.2006.05.011
http://dx.doi.org/https://doi.org/10.1016/j.optcom.2006.05.011
http://dx.doi.org/https://doi.org/10.1016/0030-4018(95)00146-Y
http://dx.doi.org/https://doi.org/10.1016/0030-4018(95)00146-Y
http://dx.doi.org/10.1364/AO.32.000269
http://dx.doi.org/10.1364/AO.32.000269
http://dx.doi.org/10.1364/AO.24.002757
http://dx.doi.org/10.1063/1.3698003
http://dx.doi.org/10.1063/1.3698003
http://dx.doi.org/https://doi.org/10.1007/s00340-015-6049-5
http://dx.doi.org/10.1364/AO.48.006692
https://www.eagleyard.com
https://www.ppqsense.it/products/qubecl
https://www.ppqsense.it/products/qubecl


BIBLIOGRAPHY 137

[131] Eagleyard photonics Gmbh private communications.

[132] A. Trenkwalder. Private communication.

[133] E. D. Black. “An introduction to Pound-Drever-Hall laser frequency stabiliza-
tion”. In: American Journal of Physics 69.1 (2001), pp. 79–87. doi: 10.1119/
1.1286663.

[134] U. Schünemann et al. “Simple scheme for tunable frequency offset locking of
two lasers”. In: Rev. Scient. Instrum. 70.1 (1999), pp. 242–243. doi: 10.1063/
1.1149573.

[135] J. S. Steinhart and S. R. Hart. “Calibration curves of thermistors”. In: Instru-
ments and methods 15 (1968), pp. 497–503.

[136] L. Duca. Private communications.

[137] M. Born and E. Wolf. Principles of Optics: Electromagnetic Theory of Prop-
agation, Interference and Diffraction of Light. Cambridge University Press,
1970.

[138] M. Bass et al. Handbook of Optics. McGraw-Hill Education, 2009.

[139] A. Amico et al. “Time-Resolved Observation of Competing Attractive and
Repulsive Short-Range Correlations in Strongly Interacting Fermi Gases”. In:
Phys. Rev. Lett. 121 (25 2018), p. 253602. doi: 10.1103/PhysRevLett.121.
253602.

[140] T. Lompe. “Efimov Physics in a three-component Fermi gas”. MA Thesis.
Ruperto-Carola University of Heidelberg, 2011.

[141] F. Berto and C. Sias. Prospects for single photon sideband cooling in fermionic
Lithium, in print.

[142] W. Setiawan. “Fermi Gas Microscope”. PhD Thesis. Harvard University, 2012.

[143] F. G. Huber. “Site-Resolved Imaging with the Fermi Gas Microscope”. PhD
Thesis. Harvard University, 2014.

[144] C. Gross, H. C. J. Gan, and K. Dieckmann. “All-optical production and trans-
port of a large 6Li quantum gas in a crossed optical dipole trap”. In: Phys.
Rev. A 93 (5 2016), p. 053424. doi: 10.1103/PhysRevA.93.053424.

[145] D. Griffiths. Introduction to Quantum Mechanics. Addison-Wesley, 2004.

[146] R. Franzosi et al. “Coherent transport of cold atoms in angle-tuned optical
lattices”. In: Phys. Rev. A 74 (1 2006), p. 013403. doi: 10.1103/PhysRevA.
74.013403.

[147] D. Rotter. “Quantum feedback and quantum correlation measurements with
a single Barium ion”. PhD Thesis. Leopold-Franzens-Universität Innsbruck,
2008.

[148] Shapal Hi-M Soft. url: http://www.ceramic-substrates.co.uk/machinable-
ceramics/shapal- m/?gclid=Cj0KCQjwoqDtBRD- ARIsAL4pviDtSU_t0Zyp_

jMNotkngAK4Qo6jjD2qCEvTyNz94g93lj2J0ULu8nwaAte9EALw_wcB.

[149] D. S. Naik et al. “Bose–Einstein condensate array in a malleable optical trap
formed in a traveling wave cavity”. In: Quantum Science and Technology 3.4
(2018). doi: 10.1088/2058-9565/aad48e.

http://dx.doi.org/10.1119/1.1286663
http://dx.doi.org/10.1119/1.1286663
http://dx.doi.org/10.1063/1.1149573
http://dx.doi.org/10.1063/1.1149573
http://dx.doi.org/10.1103/PhysRevLett.121.253602
http://dx.doi.org/10.1103/PhysRevLett.121.253602
http://dx.doi.org/10.1103/PhysRevA.93.053424
http://dx.doi.org/10.1103/PhysRevA.74.013403
http://dx.doi.org/10.1103/PhysRevA.74.013403
http://www.ceramic-substrates.co.uk/machinable-ceramics/shapal-m/?gclid=Cj0KCQjwoqDtBRD-ARIsAL4pviDtSU_t0Zyp_jMNotkngAK4Qo6jjD2qCEvTyNz94g93lj2J0ULu8nwaAte9EALw_wcB
http://www.ceramic-substrates.co.uk/machinable-ceramics/shapal-m/?gclid=Cj0KCQjwoqDtBRD-ARIsAL4pviDtSU_t0Zyp_jMNotkngAK4Qo6jjD2qCEvTyNz94g93lj2J0ULu8nwaAte9EALw_wcB
http://www.ceramic-substrates.co.uk/machinable-ceramics/shapal-m/?gclid=Cj0KCQjwoqDtBRD-ARIsAL4pviDtSU_t0Zyp_jMNotkngAK4Qo6jjD2qCEvTyNz94g93lj2J0ULu8nwaAte9EALw_wcB
http://dx.doi.org/10.1088/2058-9565/aad48e


BIBLIOGRAPHY 138

[150] M. Keller et al. “A calcium ion in a cavity as a controlled single-photon source”.
In: New Journal of Physics 6 (2004), p. 95. doi: 10.1088/1367-2630/6/1/095.

[151] M. Steiner et al. “Single Ion Coupled to an Optical Fiber Cavity”. In: Phys.
Rev. Lett. 110 (4 2013), p. 043003. doi: 10.1103/PhysRevLett.110.043003.

[152] A. Stute et al. “Tunable ion–photon entanglement in an optical cavity”. In:
Nat. 485 (7399 2012), pp. 482–485. doi: 10.1038/nature11120.

[153] S. T. Gulder. “Experimental Realization of Quantum Gates and the Deutsch-
Jozsa Algorithm with Trapped 40Ca+ Ions”. PhD Thesis. Leopold-Franzens-
Universität Innsbruck, 2003.

[154] N. Kjærgaard et al. “Isotope selective loading of an ion trap using resonance-
enhanced two-photon ionization”. In: Appl. Phys. B 71 (207 2000). doi: https:
//doi.org/10.1007/s003400000296.

[155] S. De, U. Dammalapati, and L. Willmann. “Lifetime determination of the
5d2 3F2 state in barium using trapped atoms”. In: Phys. Rev. A 91 (3 2015),
p. 032517. doi: 10.1103/PhysRevA.91.032517.

[156] G. Leschhorn, T. Hasegawa, and T. Schaetz. “Efficient photo-ionization for
barium ion trapping using a dipole-allowed resonant two-photon transition”.
In: Applied Physics B 108.1 (2012), pp. 159–165. doi: 10.1007/s00340-012-
5101-y.

[157] B. Srivathsan et al. Measuring the temperature and heating rate of a single ion
by imaging. 2019. arXiv: 1905.09011 [quant-ph].

[158] A. Omran et al. “Microscopic Observation of Pauli Blocking in Degenerate
Fermionic Lattice Gases”. In: Phys. Rev. Lett. 115 (26 2015), p. 263001. doi:
10.1103/PhysRevLett.115.263001.
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