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Abstract

Over the years, gas turbine industry is continuously exploring differ-

ent methods to increase the turbine inlet temperature for improving the

specific power output and thermal efficiency of gas turbine engines, which

leads to thermal loads for the engine components, which are usually man-

aged thanks to the introduction of complex internal cooling systems. For

this reason, it is necessary to develop tools able to accurately and quickly

estimate thermal loads on turbine components. Typical experimental

methods for assessing the heat transfer characteristics of such systems

commonly rely upon scaled-up models investigated at nearly ambient

conditions, since the size and operating environment of real engine parts

make it extremely difficult to perform direct measurements. By doing

so, however, many geometric and flow features of the real cooling system

get lost, since the studied geometry is ideal and measurement constraints

often require a simplification of the system itself. So there is a need for the

development of a non-invasive, non-destructive, transient inverse technique

which allows testing of real turbine blades temperature measurements.

A much more reliable evaluation of cooling performance would thus be

obtained by studying the real hardware, which requires the development

of a suitable technique. As an additional advantage, a similar method

could also be employed for in-line inspection of manufactured parts, as to

clearly identify faults and defects before the actual installation.

The aim of this work is to present the development and application of

a measurement technique that allows to record internal heat transfer

features of real components. In order to apply this method, based on
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similar approaches proposed in previous literature works, the component

is initially heated up to a steady temperature, then a thermal transient

is induced by injecting cool air in the internal cooling system. During

this process, the external temperature evolution is recorded by means of

an IR camera. Experimental data are then exploited to run a numerical

procedure, based on a series of transient finite-element analyses of the

component. Then two different approaches can be followed, which will be

refereed as fluid model method and regression method respectively.

In fluid model method at the end of transient, finite element output ex-

ternal surface temperature is compared to the one which is obtained with

experiment and the convective internal heat transfer coefficient is iterated

continually with a root finding algorithm until the convergence between

them is achieved. The coolant temperature will be updated during the

transient with the help of a fluid model. This approach works very well for

simplified geometries, in which convective internal heat transfer coefficient

converges specific value but as we move to more complex geometries

it may diverge. The reason is the inability of the fluid model to find

accurate coolant temperature at certain regions, so a second approach

is introduced for more complex geometries, the regression which is a

modification version of the first approach.

In the regression method, the test duration is divided into an appropriate

number of steps and for each of them, the heat flux on internal surfaces

is iteratively updated to target the measured external temperature dis-

tribution at the end of step. Heat flux and internal temperature data

for all the time steps are eventually employed in order to evaluate the

convective heat transfer coefficient via linear regression. This technique

has been successfully tested on a cooled high-pressure vane of a Baker

Hughes heavy-duty gas turbine, which was realised thanks to the devel-

opment of a dedicated test rig at the University of Florence, Italy. The

obtained results provide sufficiently detailed heat transfer distributions in

addition to allowing to appreciate the effect of different coolant mass flow

rates. The methodology is also capable of identifying defects, which is

demonstrated by inducing controlled faults in the component.
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Chapter 1

Introduction

The present work fits within the background of gas turbine cooling, a

important design branch which led to past, current and future enhance-

ment of such engine. The context of this research work as well as its focus

and objective in alliance to the present available knowledge will be discuss

in this chapter.

1.1 Background of present research

The most widely employed device in both power generation and propul-

sion is the gas turbine till present day. The reasons behind such success

is the combination of different favourable features like the large power-

to-weight ratio, the high reliability and lifespan and the short start up

time. These characteristics lead the gas turbine to be an almost universal

solution for aircraft propulsion and to an increasingly extensive use for

electricity production. Because of these feature it is the only universal

solution for aircraft propulsion and also use for electricity production in

an increasingly extensive manner. Driven by both these environments,

the global gas turbine market size is expected to register an average

annual growth rate of 4.8% in the period 2018-2025 [1]. By considering

power generation only, increase in growth prospects for gas turbine are

driven by the combination of the increasing global energy demand and

1



2 1. Introduction

the expanding environmental consciousness, which goes towards reduction

of pollutant emissions and greenhouse gases. Preciously the increase in

power generation from renewable energy sources which requires a higher

operational flexibility form the other power plants, provide a non pro-

grammable output even in a very limited time frame. This requirement

can be adequately satisfied by gas turbine engines, which can be started

within minutes and ramped up and down quickly [2]. Keeping two aspects

in mind, the lower carbon emissions and the higher efficiency, gas turbine

provides satisfactory results in comparison with other combustion-based

power generation applications (e.g. coal-fired plants). Lower emission is

achieved because most of the gas turbine used natural gas as employed

fuel. Over the years these two aspects increases the employment of gas

turbines [1]. On the other side, as considering the propulsion employment

in aviation, ICAO projects that global passenger traffic will grow at 4.6%

annually to 2032, and that freight traffic will grow at 4.4% annually over

the same period [3]. Around 2% of the overall human carbon emissions

[4] nowadays is caused by aviation, but the expansion of this sector will

dramatically increase this percentage if no counter-measurements are

taken [5]: as a result, the desire for more energy efficient and sustain-

able aero engines is increasingly growing. So development of the gas

turbine is necessary because of its expanding employment: increasing the

performance of such devices is positive both from an economic and an

environmental point of view. In this case the engine performance, both

in terms of specific power output and efficiency, is directly bound to the

temperature of the gases entering the turbine and the overall pressure

ratio of the thermodynamic cycle. The relation between turbine inlet

temperature (TIT) and the specific power output is shown in the chart

of Figure 1.1 as a solid line, which shows the ideal machine output with

100% turbine efficiency and no leakage or cooling flows. The same charts

also presents the corresponding values for some well known machines

which report that, starting from the very first aero engines developed by

Whittle and Von Ohain [6], the trend in gas turbine development leads

towards ever increasing values of TIT in order to obtain higher efficiencies
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and power outputs.

An increasingly severe environment is needed for the engine components

Figure 1.1: Improvement of specific power output with TIT [7].

to counter the flow temperature growth because this temperature increase

may lead to lifespan reduction and eventually to component failure be-

cause of the resulting thermal stresses add to the existing mechanical

and chemical ones. For highlighting this issue, a main research topic

targeted on the development high temperature resistant materials like

nickel and cobalt-based superalloys, innovative casting techniques (such

as single-crystal solidification) and ceramic coatings. But still, present

day temperature level have only been obtained thanks to the parallel

development of cooling techniques for the most thermally stressed gas

turbine components, which made it feasible to run these devices at largely

temperature value exceeding the material melting point, as shown by fig

1.2.

Given the increasing importance of gas turbine cooling systems in the

framework of the current research, more detail overview and discussion

on such topic, and in particular the blade cooling systems, will be shown

in the Section 1.2.
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Figure 1.2: TIT and material limit temperatures during the years [8].

1.2 Gas turbine cooling systems

The first stage blades and vanes are the most thermally stressed

components of a gas turbine engine: as a result, numerous cooling systems

are implemented to such devices in order to keep the material temperature

at an acceptable level. Depending upon the side of the blade wall to

which the cooling schemes or systems are applied, they can be listed either

as internal or external. These schemes normally employ the working

fluid (air) as coolant, which is extracted from the compressor at several

axial locations. Since some part of the working fluid does not evolve

in the combustion chamber and into a part of the turbine leads to a

decrease in engine specific power. Moreover, the used coolant is ejected

into the main flow, and the consequent mixing results both the birth

of secondary flows and a decrease in main flow enthalpy. It worth to

consider that the air used as coolant shows poor heat transfer properties.

But still these disadvantage are widely counter-balanced by the weight

requirements and the small dimensions of this type of systems (which is

especially appreciable in aerospace applications) and by the easy coolant

procurement.

The air involved in the cooling scheme is not used to create work, so

the usage of cooling system actually results to a penalty in term of

thermodynamics cycle performance. This penalty increase as the amount



1.2 Gas turbine cooling systems 5

of air used as coolant grows. As a result, it is not applicable to face

the increasing heat loads bound to the growing TIT trend by simply

increasing the amount of coolant. This requires the growth of more and

more suitable and effective cooling schemes, which can provide higher

performance keeping the same coolant mass flow rate. Moreover, cooling

systems are also subject to various constraints, which further increase the

complexity of the design. First of all, a complex feeding system so-called

secondary air system (SAS) is used for providing the air to the cooled

devices., whose design is especially hard given the spatial constraints and

the relevant effect of thermal displacements on the passage sections [9].

Relevant constraints are also provided by the shape of vanes and blades,

which results by the size of such components (high pressure foils span can

be as small as a few centimetres) and from the aerodynamic design of the

main flow path. Finally, also the available manufacturing techniques need

to be considered. As of today, turbine blade and vanes are realized by

casting through the lost wax process [10]: as a consequence, the achievable

complexity of the internal cooling structures is limited by the constraints of

such technique. From this point of view, a promising trend is embodied by

the recent development of additive manufacturing techniques, which would

theoretically allow to realize much more complex geometries [11]: even

if at the present day no blades or vanes realized through this technique

are operational, other components are already employed both in power

generation and aeronautic environments [12], and the development of new

thermal treatments for increasing component strength and resilience is

aimed at extending the application of this technique to cooled airfoils.

Taking the aforementioned constraints into account, several blade and

vanes cooling systems were developed in order to maximize the heat

removed by the coolant flow. In this sense, cooled turbine components

can be seen as highly specialized and complex heat exchangers [14]. The

heat transfer process needs to be considered together with the associated

pressure losses: as so, the design of the internal cooling systems requires

an accurate knowledge of both fluid-dynamic and thermal phenomena in

order to promote heat pickup while limiting pressure losses. Moreover,
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(a) (b)

Figure 1.3: Example of cooled gas turbine blade (a) and corresponding
internal cooling system (b) [13].

since present day cooling systems are based upon the combination of

different techniques (see fig 1.3), the performance of the single cooling

features may be compounded by their interaction, which requires that

the whole cooling system is considered during the design phase. Finally,

if the cooling of rotating equipment is considered, the effect of the intense

centrifugal field on the internal flow also needs to be taken into account.

In order to understand the different features of the system investigated

in the present work, a quick overview of internal cooling systems for gas

turbine airfoils will be provided in the followings.

1.2.1 Internal cooling systems

Internal cooling systems are the refrigeration methods in which inside

the thermal load gas turbine component, heat transfer happens. This

type of systems, being very distinguish from one another, shows some

commonalities. The use of turbulent convective flows is involved in all

highly cooled regions of high pressure turbine components: heat transfer

enhancement methods make full use of the turbulent flow nature, with the

objective to generate mixing mechanisms in the coolant flow that actively

exchange cooler fluid for the heated fluid near the walls. According to the

different systems, these mechanisms can include boundary layer disruption,
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vortex generation and shear layers, [14]. Dissimilar to the convectional

heat exchangers, gas turbine cooling systems do not rely upon an increase

of the cooling surface area: even if this effect may actually be present and

beneficial for heat transfer, this is not the primary goal of the systems.

The main basic cooling system is represented by radial ducts (fig 1.4):

Figure 1.4: Radial single and multi-pass cooling channels,[15].

in their simplest form. Radial ducts are a series of smooth channels

where the coolant flow enters from the hub of the blade, and sometimes

also from the tip, and develops along the radial direction. To increase

heat transfer coefficient, turbulence value or total surface cooled by the

flow can be increased; HTC is increased going from a single pass to a

multi-pass configuration, where total surface is widely increase. Such

channels will be either single pass or multi pass: in this last case, radial

straight sections are connected by U-bends, thus achieving a serpentine

passage. In order to remove the heat from the blade material by means

of solid conduction and internal convection, the coolant flow is circulated
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inside the ducts. The used coolant is finally discharged from the blade tip.

To design and manufacture the smooth duct is easy but it shows poor

cooling effectiveness because of the development of thermal boundary

layers and thick dynamic.

One way of increasing the heat transfer is the employment of turbulence

promoters inside internal ducts. The most common used forms of such

devices is the use of ribs, which is also known as turbulators, consist of

trip strips arranged transverse to the bulk flow direction. Their function

is to simply trip the boundary layer, thus increasing heat transfer by

means of both increased flow field alteration and turbulence. In fact, the

main flow separates after the rib and then reattaches after a recircula-

tion vortex: this creates a local impingement zone, and thus a relatively

high heat transfer region (see fig 1.5). The recirculation, separation and

Figure 1.5: Scheme of flow field induced by ribs [16].

reattachment pattern is repeated for each rib, leading to a continuous

heat transfer increase along the channel if multiple ribs are employed.

Thanks to this system, surface averaged heat transfer coefficients within

stationary, turbulated passages may be increased by factors from 1.8 to

2.8, while the friction factors or required pumping power are enhanced by

factors from 3 to 10 [14]. Another way of improving internal ducts heat

transfer is to use pin fins, which will be described below.
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1.2.2 Pin-Fins

Pin-fins widely used in gas turbine trailing edge cooling, are prismatic

support, generally having circular cross sections. For maximizing forced

convection cooling, they are arranged orthogonally to the flow direction;

the main advantage consists in enhancing heat transfer coefficient without

increasing the airfoil blade thickness. The behavior of the flow around the

pin fin as same as around a single cylinder:the coolant separates and wakes

are shed downstream, whereas a horseshoe vortex forms upstream of the

pin base, wrapping it and creating additional mixing. The pin fin not only

provides flow disturbances, but also conduct thermal energy away from

the heat transfer surface, and long pins can increase the effective heat

Figure 1.6: Schematic of a pin-fin array at the trailing edge of a gas
turbine airfoil, [17].

transfer area. The shape, size, spacing (in both streamwise and spanwise

direction) fillet radii dimensions, are all pin factors that can influence

heat transfer performance. Pin fins are commonly employed to cool down

the airfoil trailing edge, as their application strengthens the structure and

enhances the heat transfer without thickening the cooling channel (see
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fig 1.6) Most important correlations for pin-fin cooling are developed by

VanFossen [18] and Metzger et al. [19] for short pin-fin arrays (height

over diameter < 3), and by Faulkner [20] for tall pin-fin arrays (height

over diameter > 3), as stated by Armstrong and Winstanley [21] in their

review.

1.2.3 Dimples

A different cooling approach is exploited by the dimples (also known as

concavities), which consist in an array of indentations along the internal

surfaces. These are most usually spherical in shape, although a variety

of other shapes have also been used, including tear-drop and triangular.

Arrays of dimples are useful techniques for internal cooling because they

creates multiple vortex pairs which increases local Nusselt number dis-

tributions as they advect downstream. They are observable for the low

pressure drop penalties which they create, which is because they do not

protrude into the flow to produce significant amounts of form drag. With

this advantages, dimples offer benefits for cooling later turbine stages

where lower pressure cooling air is employed. They are also advantageous

because the pressure drop that they create through an airfoil passage is

relatively low, which permits favorable pressure margins to be maintained

in parts of the airfoil interior which are further downstream [22, 23].

Another advantage is dimple manufacture removes material from internal

cooling passage components, in contrast to rib turbulators and pin fins,

which need addition of extra weight and material [22]. Heat transfer in a

dimpled channel is typically 2 - 2.5 times greater than the heat transfer

in a smooth channel with a pressure loss penalty of 2 to 4 times that

of a smooth channel, while ribbed surface can have higher heat transfer

augmentation but only with higher friction factor augmentation [22]. Dim-

pled surface performances show little dependence on Reynolds number

and channel aspect ratio, but dimple size, dimple depth, distribution, and

shape can strongly affect heat transfer distribution in the channel [24].

The main advantage of dimples is the low pressure drop they produce,

despite not being able to provide as much heat transfer increase as the
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Figure 1.7: A typical test model for dimple cooling studies with a
conceptual view of dimple induced secondary flow, [24].

protrusions (ribs or pin fins): in particular, heat transfer enhancements

ranging from 2 to 2.5 times over a smooth duct are possible with friction

increases from 1.5 to 4 [14].

1.2.4 Impingement cooling

For trailing edge(TE) and midchord of the airfoil both protrusions and

concavities are effective ways to cool down, but considering the leading

edge(LE) region it doesn’t provides sufficient results. Impingement sys-

tems are commonly used for LE in many gas turbine cooling applications.

The cooling air is forced to impinge on the blade or vane internal surfaces,

and the increased level of turbulence that is generated increases the heat

transfer considerably. Single jet impingement cooling is the application of

a high velocity coolant mass flow ejected from a hole (or slot) and directed

to the target surface. The jet first begins to spread due to intensive shear

interaction with the surroundings in the free jet region, which produces

entrainment of energy, momentum, mass, and energy. Simultaneously, as

the shear layers surroundings the jet increase, the potential core - the

region where the velocity is still equal to the bulk velocity - starts decline

in width. Core is typically visible up to 6 - 7 jet diameters from the

nozzle. Figure 1.8 presents an example of typical surface impingement

induced by a single jet. Flow field of an impinging jet from single round
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Figure 1.8: Scheme of flow regions in an impingement jet, [25]

nozzles can be divided into three characteristic regions: free jet region,

stagnation region and wall jet region. Many researcher already worked

in the impingement cooling area: which is based upon studies performed

on a single impinging jet, like the one of Marti [26], Gardon and Akfirat

[27] or Bradbury [28], that studied the details of fluid mechanics in a

free jet. Sparrow and Wong [29] studied the effect of jet-to-target plate

spacing for a single jet and Goldstein et al. [30] produces variations in

single jet heat transfer with considerations of Reynolds number and again

by changing jet-to-target plate spacing; Goldstein and Seol [31] compete

the heat transfer between a row of circular jet and a slot jet, while an

analysis of the crossflow impact on the jet structure was done in [30] by

Goldstein and Behbahani.

1.3 Problem overview

The effectiveness of any internal cooling scheme can be defined by

measuring the convective internal heat transfer coefficient: which is a di-
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rect product of the internal cooling scheme which consists of impingement,

pin fin and many other cooling features. During the years, a wide range

of experimental methodologies has been developed to measure convective

heat transfer, each suitable for different kinds of environments and appli-

cations. Such techniques differ for the employed experimental procedure

(transient or steady-state) and for the physical quantities evaluated to

determine heat transfer (temperature or heat flux). According to such

differences a classification can be performed, a scheme of which is reported

in fig 1.9. For a deeper discussion on experimental techniques, the reader

can refer to von Wolfersdorf and Weigand [32].

Figure 1.9: Classification of heat transfer measurement techniques [32].

In order to obtain space resolved heat transfer coefficient distributions,

a point-by-point temperature measurement is required, which is usually

performed by means of optical measurements which consists of liquid crys-

tal thermography and Infrared thermograpgy. Most of these techniques

are implemented on simplified models representing the actual significant

turbine blade part. For example, Park et al. [33] studied the performance

of different ribbed rectangular channels using the heater foil technique.

These channels were to be seen as simplified models representing any cool-

ing passage in a gas turbine blade. Liquid crystal thermography combined

with 180◦ bend model was used by Ekkad and Han [34] and by Pape et
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al. [35]. To allow optical access to the inner surface these models were

made of Plexiglas. Liquid crystals applied on the inner surfaces enable

the measurement of heat transfer coefficient spatial distribution. A wide

number of researchers also used Plexiglas for modeling the actual internal

cooling schemes as described by Poser et al. [36]. If transient techniques

are employed, much more effort is needed to evaluate liquid crystal results

because of the complexity of the internal cooling scheme’s passage. Poser

et al.[37] described an advanced evaluation technique which considered

local internal air temperature within the model.

Infrared thermography can also be used for measuring external surface

temperature of turbine blades in a nondestructive way during a thermal

transient test. This measured temperature distribution can be used as

qualitative evaluation of appropriate or inappropriate blade cooling tech-

nique. A thermal transient is induced by flowing a medium through a

turbine blade from some known thermal state at initial time (t = 0).

Infrared thermography has some advantages over liquid crystal thermog-

raphy, i.e. it is less sensitive to illumination and viewing angle [38]. A

number of researchers used IR thermography for measuring heat trans-

fer coefficient. Bantel and Mack [39] developed an early version of this

methodology in which they forced hot gas to pass through a channel and

then observed the transient response of the channel with the help of IR

camera. IR thermography was also used for quantitative evaluation of

defects in any metal surface and gas turbine blade ([40], [41]). Beckeiset

al. [42] and Stiglich et al. [43] used quartz lamp for heating purpose

and then introduced coolant to induce transient response in order to

retrieve information about the internal heat transfer distribution. In both

methods the thermal response was compared to a known standard for

indirect evaluation of the heat transfer distribution. Lynch and Thole [44]

used IR thermography for endwall HTC evaluations; Cocchi et al. [45]

and Goodro et al. [46] applied IR techniques for a detailed analysis of

impingement jets. An extensive review of IR thermography application to

heat transfer measurements was performed by Carlomagno and Cardone

[47].
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One of the first attempts to get complete a internal heat transfer coeffi-

cient distribution of a metallic airfoil prototype was done by Nirmalan

et al. [48]. The scheme of this approach is shown in the fig 1.10. The
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Figure 1.10: Schematic of Nirmalan approach [48].

external surface temperature during the transient test was recorded with

a IR camera. Then an inverse conduction methodology was implemented

with the help of finite element model starting with heat transfer coefficient

obtained from lumped thermal capacitance model with the assumption

of one-dimensional wall of finite thickness and no conduction within the

wall. A constant coolant temperature inside the geometry was considered

during the transient test duration. They extended this method to quantify

the flow features for film cooling holes by comparing the results with
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a known standard one [49]. Heidrich, P. [50] applied a little different

approach by taking into account the conduction within geometry wall and

then solving a one dimensional inverse heat transfer problem. A slightly

different approach was employed by Heidrich et al. [50] and Egger et

al. [51],[52], which retrieved the internal heat transfer distribution using

an improved lumped thermal capacitance model, capable of taking into

account lateral conduction and external heat losses. A similar, full 3D

approach was also employed by Christensen and Mathison [53] to obtain

the cooling features of a straight duct with different inlet geometries. This

brief review highlights that a growing interest is present in the research

community regarding the possibility of performing heat transfer measure-

ments on real scale, high conductivity samples. Moreover, the recent

development of rapid prototyping and additive manufacturing techniques

makes the availability of fast and reliable techniques for real hardware

testing even more desirable. The present work fits within this research

trend, since its goal is to develop and apply a measurement procedure for

internally cooled metal samples, which can be applied both to evaluate

the cooling performance and to reveal possible defects of the investigated

device.

1.4 Thesis outline

In this research activity a heat transfer coefficient measurement

methodology is proposed and implemented on real gas turbine cooled ge-

ometry. First baseline geometries, a circular duct and a blade with U-bend

internal channel were chosen for investigation through this methodology.

After finding some satisfactory results for each case we moved to a real

gas turbine cooled geometry, a high pressure nozzle provided by Baker

Hughes. The obtained results were compared against correlation data

and a good agreement were retrieved . The manuscript will be organized

as follows:
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Chapter 1 In this chapter some introduction to the topic, gas turbine

cooling systems will be revised. Different techniques which are very

useful and already implemented will be explained in details. Convective

heat transfer coefficient measurement methodologies which are usually

implemented on scaled up models are available in the literature; these

may be beneficial in most of the cases but still some real geometric and

flow features will be not evaluated properly. This is one of the reasons for

this work to suggest and investigate a procedure which can be implement

for the evaluation of convective heat transfer coefficient of real gas turbine

cooled geometry.

Chapter 2 For achieving the desire goal a procedure is proposed on

the base of Nirmalan [48] technique. We will use two different approaches

during the procedure, one which will be named as fluid model method and

the other which will be refereed as regession method. Both approaches

consists of two sub parts: experimental and finite element modeling. The

first method is the replication of Nirmalan technique on a real geometry

while the regression is the modification of Nirmalan technique used for

implementing on a BH’s engine nozzle.

Chapter 3 The experimental part of the methodology will be carried

out with the help of a test rig setup, which consists of three sub systems:

a heating system, in which the geometry will be heated to a certain

temperature, an air supply system which will provide the coolant to

the geometry for inducing a thermal transient, and the data acquisition

system which will record the external surface temperature history during

the transient. We will need some data processing procedure for converting

the obtained 2D data into 3D data.

Chapter 4 To develop the proposed methodology, two preliminary test

cases, a circular duct and blade with U-bend channel, were selected. The

circular duct is the baseline geometry which is of axisymmetrical nature.

The obtained data will be compared with a number of available literature
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correlations. Blade with U-bend channel will require a full 3D mapping

procedure, which will be implemented for obtaining a full 3D surface

temperature history during the transient test.

Chapter 5 After implementing the procedure on the preliminary test

cases we move to Baker Hughes engine nozzle. First it is already estab-

lished in chapter 2, that the regression approach provides more reliable and

converging results for this geometry. Different tests were performed with

different Reynolds numbers to investigate the heat transfer phenomenon,

results will be compared with open literature correlations. This method

is also used for detecting controlled faults in the cooling network of this

vane.



Chapter 2

Proposed Methodology

The detailed study which is illustrated in chapter 1 points that the

definition and quantification of convective heat transfer coefficient of any

cooled gas turbine system is very essential. Many researchers demonstrate

a number of methods to find heat transfer coefficient but mostly used

scaled-up model of the actual geometry. In this chapter we will discuss in

details about methodology used for measuring heat transfer coefficient of

real geometry. Depending upon the complexity of the geometry we will

use two different methods a fluid model method and regression. Both

methods are actual based upon on Nirmalan approach ([48]) but the

second one, the regression is a modified version of this approach, details

about them will be explained in the following sections.

2.1 Fluid Model Method

The complete procedure for finding internal heat transfer coefficient

of geometry is described in the following fig 2.1.The overall procedure is

further subdivided into two parts experimental and finite element analysis.

19
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Figure 2.1: Fluid Model Method.

2.1.1 Experimental Part

The first step of the procedure is to place any geometry of interest

on test stand and start heating it up to a known thermal state (t = 0).

Coolant is then introduced into the geometry for inducing a thermal

transient on the internal surfaces. By knowing the initial temperature

distribution of the geometry, the heat source, the coolant temperature

and the flow rate, a controlled thermal transient can be induced. During

the actual test(t > 0) the heat source must be uniform or at zero value

and flow rate and temperature of the coolant must be known. During the

thermal transient, the external surface temperature Ts(x, y, z, t) history of

the geometry is recorded with the help of IR camera (Sampling frequency

of 25 Hz and Spatial Resolution 1 to 3 mrad) . The thermal history of

each surface location contains response data related to internal surface

heat transfer coefficient.
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After getting the surface temperature of the geometry during the transient

test, an initial attempt is made to calculate HTC by using the follow-

ing lumped thermal capacitance model (LTCM) by assuming that the

geometry can be represented by a simple 1D wall of finite thickness and

neglecting the conduction laterally within the wall.

Ts(t)− Tinitial

Tcoolant − Tinitial
= e−at (2.1)

where a = h/ρlC

h is the heat transfer coefficient, l is the wall thickness, C is the specific

heat capacity and ρ is the density. Ts(t) is the surface temperature at

that time instant, Tinitial is the initial temperature of the surface at time

t = 0 and Tcoolant is the coolant temperature.

2.1.2 Finite element analysis part

To find the spatial variation in the heat transfer and obtaining full

3D corrections for the local effect of conduction, the geometry with its

material properties are modeled by finite element model using ANSYS

Mechanical which is our second part of methodology. The FEM model

is executed for the same thermal transient period with the same known

boundary conditions like initial external temperature, coolant flow rate

as well as its temperature. It is provided with initial internal HTC

obtained from LTCM, which allows us to improve the stability of the

procedure by imposing a physically meaningful first attempt distribution.

External convection (which is evaluated by a suitable correlation, [54])

and radiation are also set on the outer surface although their contribution

to the total heat transfer is very low as compared to internal HTC. FEM

model output provides the solid temperature at all nodes of the geometry,

including the external surface temperature distribution. In the case of

simplified geometry like circular duct only a 1◦ section of the duct was

actually simulated in order to reduce the computation cost, which is

possible because of axisymmetrical geometry and boundary conditions.

But for other more complex geometries which are not axisymmetrical
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Figure 2.2: A section of the geometry.

such assumption was not taken. A FEM of the actual geometry was

implemented considering all other boundary conditions.

In order to allow a continuous update of both material temperature and

fluid conditions, the total transient test duration is subdivided into further

time steps. For each time step the FEM is executed with same HTC value

but with updated other boundary conditions like initial temperature and

coolant temperature. The initial temperature for the first time step is

obtained from the IR data, after that the final FEM output temperature

of each previous time step acts as input for the next time step. For

each time step the coolant temperature inside the geometry is updated

continuously by using a fluid model.

Fluid model is based on a section-by-section energy balance between solid

and fluid. The geometry is divided into a series of stream wise sections.

Heat flux at each of these sections along the inner channel of a geometry

can be found by using the following equation.

Q = h · Sec · (Tw − Tair) (2.2)

Where Q is the heat flux, h is the heat transfer coefficient, Sec is the area

of the section, Tw is the average surface wall temperature of the section

and Tair is the average air temperature in that section. Now using energy

balance equation we find the TairE at the exit the section. The figure 2.2

shows a section of internal channel of a geometry.

TairE = TairI +Q/msec · Cp (2.3)
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TairE represents the air temperature at exit of the section, TairI is the

section inlet temperature, msec is the mass flow rate at the section and

Cp is the specific heat capacity. Since Tair in eq. (2.3) depends upon

TairE its value is initialized with the inlet air temperature TairI and then

recalculated as soon as TairE value is available. This cycle is repeated

until convergence. In this way the fluid temperature along the internal

channel of the geometry in each section is calculated. The fluid model

updates the air temperature at each time step according to the geometry

surface wall temperature which changes after each time step. This fluid

model is implemented with help of a MATLAB macro, which reads all

the inputs required for calculating air temperature after each time step

and updates this to FEM.

At the end of transient test duration, FEM output surface temperature is

compared with experimental one obtained with IR camera. If the LTCM

HTC value represents the reality then both temperatures must be the

same, but if this is not the case then the temperature difference (Tempdiff)

between them can be used to improve the value of the internal HTC. For

finding the correct internal HTC an iterative scheme is followed (which is

described by Fig. 2.3) in which we updates the HTC until convergence is

achieved. Starting with LTCM HTC value, then the onward iterations

are based upon a secant method which is described by equation 2.4.

hi+1 = hi −
Tempdiffi

(Tempdiffi − Tempdiffi−1)
(hi − hi−1) (2.4)

Where hi+1 is the updated heat transfer coefficient value, hi and hi−1

are HTC value from the two previous iterations while Tempdiffi and

Tempdiffi−1 are the temperature differences between FEM and experi-

mental values at the two previous iterations. Since two starting points

are required in the secant method, a second attempt HTC is imposed

starting from the first attempt h and Tempdiff . The second iteration

of the HTC will depend upon the Tempdiff between the FEM surface

temperature (TFEM ) and the experimental one (Texp). If TFEM < Texp

then 1.1 is multiplied with hi−1 (First iterated LTCM HTC value) other-
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Figure 2.3: Post processing procedure flow chart.

wise 0.9 ( if TFEM > Texp) is multiplied. Iteration is performed until the

convergence criteria is fulfilled i.e. root mean square value of Tempdiffi

must be less than a specified value( e.g. 0.5 in the case of circular

duct). Also keeping in check that the root mean square value of the

temperature difference of the current iteration is less than the previous

one(Tempdiffi+1 < Tempdiffi) otherwise stop there.

This whole iterative procedure is performed automatically with the help

of a MATLAB macro. MATLAB runs the FEM model for each time step,

updating the boundary conditions for the next time step (i.e. initial tem-

perature and coolant temperature) by executing the flow model. At the
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end of the whole transient test duration the output will be compared with

the experimental one and a new HTC based upon the scheme discussed

above is calculated. The whole process will continue until the convergence

criteria is achieved.

2.1.3 Fluid Model Method Issues

The fluid model which we used for updating the Tair during the ther-

mal transient test is based upon some assumptions i.e. equal amount of

air pass through each selected section of the geometry and assuming a

known flow direction inside the geometry. Also the model is based upon

energy balance equation, it doesn’t consider any other phenomena( flow

expansion, corresponding errors etc).

This model predicts very accurate Tair in the cases where the internal

flow channel of the geometry is very simple and flow direction can be

easily predicted i.e a circular duct or a blade with internal U-bend channel

details of which will be discussed in the chapter 4. In both cases using

this approach we obtained very reliable results.

But using this fluid model approach for a geometry (details of which

will be discuss in chapter 5) with very complex internal cooling scheme

which consists of impingement, pin batteries and channels doesn’t provide

the desired results. The reason behind this is that making an accurate

assumption about the amount of air passing through a selected section

and predicting the direction of flow inside such complex geometry is very

difficult to obtain. Moreover as already mentioned that the fluid model

is based upon energy balance equation and it doesn’t consider any other

phenomenon (like expansion) which may effect the temperature of the

coolant inside the geometry.

Figure 2.4 shows the final iterated HTC distribution (for BH’s nozzle)

obtained with fluid model method for which the convergence criteria is

achieved. The overall HTC distribution is very smooth on most of the

vane but on trailing edge the value is erupt. Also if we continues to iterate

HTC it diverges more and more. The reason behind this is the inability

of the fluid model to calculate the accurate temperature of the coolant in
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Figure 2.4: Final HTC distribution obtained with fluid model method

this region. The coolant temperature at a time step calculated by the fluid

model is shown in the figure 2.5. The temperature of the fluid increases as

we move from the leading to the trailing edge duct exit. The issue is that

after a certain time the fluid model predicted temperature in the trailing

edge channels becomes higher than the metal temperature, thus making

the iterative procedure diverge. Indeed, thermocouple located approxi-

mately at the the exit of the TE ducts to investigate this phenomenon

provided air temperature often lower than the inlet temperature. The

one possible reason behind such drop of the temperature is expansion

phenomenon which produce Joule Thompson effect not considered by our

fluid model 2.5.

Now due to such drop of the temperature at trailing edge channels exit

large amount of heat transfer take place in the area close to the exit.

But our FEM model which is implemented with coolant temperature

calculated by fluid model doesn’t provide such heat transfer at the region

because the coolant temperature is much higher as compared to the actual

one measured with help of thermocouple. As in the description of fluid

model method we iterated our next HTC using secant method which uses

the temperature difference between FEM and experimental one shown
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Figure 2.5: Coolant temperature calculated by fluid model vs actual
temperature.

in figure 2.6. This temperature difference is obtained after executing

FEM model with 3rd iterated HTC value. The temperature difference at

trailing edge channel exit area is much higher than the remaining of the

airfoil which almost close to -15 ◦C because of lower heat transfer in the

case of FEM. Now using this temperature difference value for the next

iteration will provide very high value of the HTC in that region which can

be observed from the fig 2.6. Further iteration will diverge the HTC value

more because fluid model will predict higher temperature at TE exit than

the measured one and the HTC value will never converge in this region.

Although our fluid model works very reasonable in the cases of simplified

geometries like circular duct and a blade with U-bend internal channel,it

may not provide reasonable results as moving to more complex geometries

because of the problem mentioned before. Now to overcome this issue

another procedure was invented which we will be discussed in next section.
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Figure 2.6: Temperature difference between FEM and Experimental one
at 3rd iteration and Nu obtained at fourth iteration.

2.2 Regression

To overcome the limitations of our fluid model method another method

is introduced . Now the variable of interest will be heat flux Q and we

will not use the fluid model for updating the coolant temperature. In the

previous method we compare the FEM output to the experimental one at

the end of the transient test while the fluid model updates continuously

the coolant temperature during the whole transient.

In the regression method we divide the total transient duration into

further sub steps (i.e 4 sec sub-step for nominal case). For each sub-step

duration the FEM model will be implemented with boundary conditions

obtained at that sub-step like initial temperature of the geometry, initial

HTC obtained with LTCM approach and any other boundary condition

while the coolant temperature will be uniform along the whole geometry

and will equal to the average value of the thermocouples reading insert at

the inlet of the geometry. In other words, we will not use the fluid model

for updating the coolant temperature but will use the thermocouples

reading during that sub-step. The whole iteration process as shown in
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the fig 2.3 will be followed, until the convergence between the FEM and

experiment is achieved for that sub-step. Now, using final HTC iteration

obtained at the end of a each sub-step , temperature of the coolant and

wall temperature of the geometry during that sub-step we can calculate

the average heat flux Q with the help of following equation 2.5.

Q = htc · (Twall − Tair) (2.5)

At the end of each sub-step the heat flux is calculated as mentioned

above. Then plotting heat flux Q against Twall both obtained at the end

of each sub-step and using linear regression the value of HTC can be

obtained. As an example fig 2.7 shows the Q values against Twall at single

Figure 2.7: Heat flux vs Twall for a single location for all 7 sub-step

location for each seven sub-step. Then by linear regression we got the

HTC value at that location which is highlighted as slope of the line, which

serve the linear fitting between Q and Twall values (2.7). In this way we

find internal HTC for all locations of the whole geometry. The following

table 2.1 highlights the difference between the fluid model method and
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Table 2.1: Comparison between fluid model method and regression.
Fluid Model Regression

Transient FEM sim-
ulations

One for the whole tran-
sient test duration

One for each sub-step

Comparison be-
tween TFEM and
Texp

Only at the end of the
whole transient test

At each sub-step

Target variable
Convective heat trans-
fer coefficient

Heat Flux

Need for fluid
model

Yes No

regression. Transient test duration in regression method is divided further

into sub-step as compared to fluid model method. We doesn’t need fluid

model anymore because of this, we can easily avoid all issues we discuss

in fluid model method.

Figure 2.8 show the HTC distribution of the airfoil obtained with both

methods. The overall HTC distribution obtained with regression is much

smoother as compared to fluid model one. Also we don’t have any high

erupt values as it is in the case of fluid model method specially on the

TE.

h/href[-]

Fluid model method Regression

Figure 2.8: Comparison of HTC obtained by fluid model with the one
obtained by regression
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2.2.1 Advantage of regression

There are a number of advantages of regression method, the one of

which is that in the regression method we don’t require the fluid model.

No fluid model also means that the need for underlying hypotheses

relative to flow direction, local mass flow rate, etc is not revised now.

These hypotheses may produce inaccurate results in the case of defects or

different geometry with respect to the ideal one. Also the need to model

local flow phenomena which are particularly difficult or impossible to

evaluate doesn’t affect results in the case of regression like expansion at

trailing edge slots.

There is a larger tolerance to input data because now the main input

in this case is the local temperature variation. There is improvement

in the physical significance of the model because the experimental data

obtained with the help of IR is used for comparison after each sub-step.

This comparison of experimental data is performed all along the whole

test while in the case of fluid model method it is performed once at the

end of the test unreliable data can thus be easily identified and removed

during the test.

2.2.2 Disadvantage of regression

One of the disadvantages of the method is that the HTC iteration

using secant method is performed at the end of each sub-step while in the

case of fluid model iteration at the end of whole transient test. So now

we have more iteration cycle in the regression method leading to more

noisy results as compared to fluid model method.

Also the sub-step duration needs to be defined keeping in mind that for

having some heat transfer phenomenon to occur in a sub-step there must

enough temperature difference between initial and final temperature of

the step. We must not elongated sub-step duration because in between

some necessary information will lost. Also we will considered only those

step at which a reasonable temperature difference present because as we

move along the transient test the difference decrease. So there is trade off
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between accuracy and overall number of sub-step.



Chapter 3

Experimental Test Rig

The proposed methodology illustrated in chapter 2 consists of two

parts one is the experimental one while the other one is finite element

modeling. In the experimental part we will need to heat the desired

geometry to a certain temperature, than a coolant is advanced inside

the geometry which will induces a thermal transient, during which the

IR camera will record the external surface temperature history. For this

we need to design a test rig which will perform the said task. In this

chapter we will explain in detail the test rig setup, experimental apparatus

used in the experiment, the overall data acquisition system and the data

postprocessing procedure.

3.1 Generic layout of the test rig

The overall generic layout of the complete test rig setup is shown in

the fig 3.1. It consists of three sub systems which are listed below and

will be explained in detail one by one.

1. Heating system

2. Air intake system

3. Data acquisition system

33
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Figure 3.1: A generic layout of the complete test rig

3.1.1 Heating system

Heating system is the main part of the test rig and is used for heating

the testing geometry to a certain temperature. The heating system consists

of oven, variac for power supply and linear guide rail with carriage for oven

movement (fig 3.2). The heating phase of our experimental procedure will

be performed by this part.

3.1.1.1 Oven

The oven (a drawing of which is shown in the fig 3.3(a)) consists of six

parts named as right cover, left cover, heater right, heater left, pivot and

handle which are visible from fig 3.3(b). Both cover and heaters parts of

each right and left side are combined together creating the right or left
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side semicircle of the oven. The main material used in the oven design

was carbon steel. The external diameter of the oven is 400mm, internal

diameter is 350mm while the height is 203mm . The small circular holes

in the right and left cover are used as passage for electric wire connection

of ceramic heaters while rectangular shape holes is for fixing the heaters.

Oven

Variac

Guide rail with
Carriage

Heater electric connection

Figure 3.2: Heating system consisting of oven, variance and
guide rail with carriage

For insulation purpose a stone wool is placed between the cover and

heater part of the oven. Stone wool has very low thermal conductivity (λ)

which range from 0.037 to 0.042 W/m2K. As we know the lower is the

thermal conductivity the better is the insulating property. This is how

the heat loss from the oven during the heating phase is decreased. The

two semicircles are fixed together at one end with the help of pivot shown

in fig 3.3. A handle is attached at that end which can be used to open

and close the oven, while a lock is attached to the other end to keep the
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Right cover

Left cover

Heater left

Heater Right

Pivot

Handle

(a) (b)

Figure 3.3: (a)oven drawing and (b)top view

oven close while heating (fig 3.4). Ten ceramic heaters will be placed one

at each rectangular slots at heater right and heater left part of the oven.

The heater are equal spaced so that a uniform heat is produced inside the

oven. Each ceramic heater has dimension of 122× 60× 35mm, power of

325W and can be heated up to 630C◦. These electric heaters are parallel

electrically connected and a variac provides the required power.

Figure 3.4: oven CAD model showing the ceramic
heater fixed to heater part
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Figure 3.5: Variac, RS Pro 1-Phase 4.8KV A

3.1.1.2 Variac

Variac model (fig 3.5) RS Pro 1-phase 4.8KV A, which is a variable

transformer, is selected for providing the power to the heaters. It has a

primary voltage of 240V with a single output which range from 0− 240V

which can be adjusted manually. The output voltage will be setup

according to our desired temperature. While details regarding the specifics

are recorded in the table 3.1.

Table 3.1: Specification of Variac RS Pro 1-phase

Specifications

Dimension 225× 225× 190mm

Knob Rotation Clockwise

Operating frequency range 50Hz to 60Hz

Standard Met RoHS Complaint

Weight 15.3kg
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3.1.1.3 Guide rail with carriage

After heating the geometry to a certain temperature then the thermal

transient is induced by flowing a coolant inside the geometry. At that

instant the heating source must be at zero value or uniform. We consider

the zero case by just opening the oven with handle and moving away from

the geometry. To obtain the movement the oven is fixed on guide rail

with carriage as shown in the figure 3.6.

Guide Rail

Carriage

Oven

Figure 3.6: Opening the oven after heating and moving along the guided
rail

3.1.2 Air supply system

A pneumatic system named as air supply system was designed to

allow the coolant to flow inside the geometry (for inducing the thermal

transient) and to replicate the desired flow condition inside the geometry.

A schematic of the air supply system is displayed in fig 3.7. The air is

taken from the environment and pressurized by a compressor outside the

laboratory which is then directed to the air supply system. Air supply

system consists of pressure regulator and a Coriolis flow meter and a

3-way solenoid valve which allows the air to pass through the testing

geometry.
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Airflow 
towards 
geometry

Pressure 
regulator

Coriolis 
flowmeter

3 way valve

Figure 3.7: Schematic of the air supply system

3.1.2.1 Pressure regulator

Pressure regulator is required for adjusting the input pressure of the

coolant to a desire pressure. An 20AG-X4G-PH100 Imi Norgren Series

high flow pressure regulator was used for this purpose. The range of

pressure is from 0.2 to 8 bar as indicated by H in the series code(20AG-

X4G-PH100) of the pressure regulator.

Pressure 
Regulator

Flow entering

Flow leaving

Figure 3.8: Pressure regulator
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(a) (b)

Figure 3.9: (a)CORI − FLOWTM flow-meter (b) Schematic of a
Coriolis flow sensor

3.1.2.2 Coriolis flow-meter

In all test cases for each geometry, a fixed coolant mass flow rate

is required. To measure the coolant mass flow rate of the coolant a

CORI − FLOWTM by Bronkhorst is selected, which is presented in the

fig 3.9(a). The figure 3.9(b) also shows the schematic of a Coriolis flow

sensor

Coriolis consists of a tube which is energized by fixed vibration, when

a gas is passed through this tube the mass flow momentum change the

tube vibration, resulting in phase shifting which can be measured, a linear

output is then derived proportional to the flow.

3.1.2.3 3-way solenoid valve

In order to avoid sudden mass flow variation at the beginning of

the test for the air supply and measurement system, a bypass system is

employed: the feeding line is split by means of an actuated 3-way valve,

and a branch is connected to the test sample, while the other bypasses

air to the laboratory environment. Shutter valves are installed on both

branches, and are set so that the total head loss of the bypass line is

the same of the one connected to the test sample, including the sample

itself. In this way, it is possible to set up the desired flow conditions

before the test by flowing air through the bypass line: to make the test
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start, the 3-way valve is activated and the air flow is directed towards the

test sample, but without any apparent variation for the upstream system.

The 3-way valve is connected with a switch which synchronized with the

data acquisition system for identifying the start and end of the thermal

transient test.

Geometry

Figure 3.10: Schematic of the thermographic system

3.1.3 Data acquisition system

The thermal history of the geometry during the heating phase and

thermal transient is recorded with the help of a data acquisition system.

Data acquisition system consists of the ThermoVisionTM A40M IR camera

and thermocouples.

3.1.3.1 ThermoVisionTM A40M

The thermographic instrumentation used to conduct the experimental

tests consists of a FLIR system ThermoVisionTM A40M thermal imaging

camera ( technical specifications are described in Table 3.2), connected

via a FireWireTM cable to a PC equipped with a monitor (fig 3.10). The

optical lens is based on germanium and converges the electromagnetic

waves towards the sensor (1), an uncooled microbolometer sensor with
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Table 3.2: Technical specifications of FLIR system ThermoVisionTM
A40M

Image acquisition

Field of View (FOV) 24◦ x 18◦

Spatial Resolution (IFOV) 1.3mrad

Thermal sensitivity @ 50/60Hz 0.8 ◦C at 30 ◦C

Focusing Multiple; automatic
and/or adjustable

Sensor type Uncooled microbolometer
at flat matrix (FPA)

Spectral range 7.5 µm to 13 µm

Measurements

Temperature ranges Range 1: -10 ◦C to +55 ◦C NOF
(optical filters) Range 2: -40 ◦C to +120 ◦C NOF

Range 3: 0 ◦C to +500 ◦C NOF
Range 4: +350 ◦C to +1500 ◦C AP1

Accuracy (% of readings) ± 2 ◦C (±2%)

Emissivity setting User adjustable
between 0.1 and 1

Measurement corrections Reflected environment,
distance, humidity
relative, external

optical properties.

a flat matrix (FPA, Focal Plane Array) of cadmium-mercury-tellurium,

sensitive in the spectral band between 7.5 µm and 13 µm . The signal

then passes through the photo-detector (2) which has the function of

discretizing it and is then processed by the electronic boards (3) that

amplify and convert it, by means of appropriate transducers, into video

signals. The FLIR ThermoVisionTM 2.5 system software displays the

thermal image (4) and acquires its thermograms. The software also

allows the setting of the configuration parameters (5) (focus, optical filter,

emissivity value of the observed object and properties of the measurement

environment, etc.).

With help of a software interface we can vary the focus of the camera, frame

rate of the picture acquisition and duration of the acquisition according
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to the requirement and desire. Also other condition for image recovery

like emissivity, distance between the lens and geometry, atmospheric

temperature and humidity can arranged accordingly.

3.1.3.2 Thermocouple

In order to monitor the temperature inside the oven a number of

thermocouple are placed there. We use T-type thermocouples all manufac-

tured by Tersid with an accuracy of 0.5 K. These monitor the temperature

during both heating phase and thermal transient test. Temperature mea-

surement for the thermocouple is performed by a 20 channel multiplexer

module connected to an Agilent HP34970A data acquisition unit. The

cold junctions of all channels are located inside a thermally insulated

hollow brass cylinder, in order to have a constant and uniform reference

temperature for all the junctions, and the temperature compensation is

performed thanks to a Pt100 RTD (uncertainty 0.1 K, level of confidence

95%) located inside the cylinder. The unit is connected to the acquisition

personal computer by means of a GPIB interface, which allows to control

the unit and to record the measured values.

3.2 Paint calibration

The geometry is covered with thermal paint to improve the sensitivity

which helps IR camera in retrieving the data during the experimental

procedure. This is necessary in order to improve the quality of the camera

acquisition. The emissivity of the paint is not provided by the manufac-

turer and so has to be measured. The variation of emissivity with the angle

between the surface and the normal to the camera must be evaluated since

in the geometry there will be some surfaces which are at a certain angle

to the normal of camera. A commercially available black paint is used,

which is resistant to temperatures up to 800 ◦C. As we mentioned before,

we need to find the emissivity of the selected black paint. For this purpose

a rectangular test bar made of aluminum is used, painted with the black

paint for which the emissivity is needed to be measured. The bar length is
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Silicon 
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Hole

Aluminum 
bar
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(b)(a)

Aluminum bar with 
polyurethane foam 
for insulation

(c) (d)

Image recorded by IR Camera

Figure 3.11: Aluminum Bar used for paint calibration

20 mm and the width is 50 mm . A silicon rubber heater is glued to a an-

other copper bar which is then fixed to the aluminum test bar by applying

a thermal paste. The copper bar is used to keep the temperature of the

aluminum plate as uniform as possible. A hole is manufactured on one side

of the painted bar so that the temperature of its center can be measured by

inserting a thermocouple, the whole assembly is shown in the fig 3.11(a,b).

The bar is thermally insulated on the back and on the sides with polyurethane

foam and placed in the front of the camera as shown in the fig 3.11(c).

Then we perform number of experiments by heating the bar to certain

temperatures which range from 60 ◦C to 200 ◦C. As we know that we can

change the emissivity value with IR software. Now our aim was to tune

the emissivity value in the IR camera software so that the temperature

reading of IR camera matched to thermocouple reading inserted inside

the bar (fig 3.11(d)). Doing this for all the cases i.e 60 ◦C, 90 ◦C, 120 ◦C,
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150 ◦C, 175 ◦C and 200 ◦C we found out that in all majority cases the

tuned correct value is 0.77 which will be our desired emissivity value.

3.2.1 Emissivity vs angle

Some faces in our geometry will be at certain angles to the normal of

IR camera lens. For this reason we try to find what will be the effect of

the angle on the emissivity. We setup the test bar at certain angle to the

normal of IR camera lens starting from 10◦ up to 70◦ with each time an

increment of 10◦. All the other conditions will be same as section 3.2, the

IR camera will record an image for each case some of which are shown in

fig 3.12.

During the experiments we listed the values of emissivity, angles, tem-

@Angle=10°

@Angle=60°

@Angle=30°

@Angle=70°

Figure 3.12: Images taken by IR by placing the bar at certain angle to its
normal

perature of thermcouple, temperature measured by IR and difference

between IR and TC temperature reading in table 3.3. From the table
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Table 3.3: Emissivivty vs angle

Acquisition N [◦ ] Angle [◦] Temperature(TC) [ ◦C ] Temperature(IR)[ ◦C ] Difference(IR-TC) [ ◦C ] Emissivity [-]

1 0 153.4 153 -0.4 0.77

2 10 153.4 153 -0.4 0.77

3 20 153.5 153 -0.5 v 0.77

4 30 153.6 154 0.4 0.77

5 40 153.7 154 0.3 0.77

6 50 153.9 154 0.1 0.77

7 60 154 153 -1 0.77

8 70 153.2 144 -9.2 0.77

9 80 154.1 142.7 -11.4 0.77

Changing the emissivity value for matching temperature of IR with TC

10 70 153.2 153 -0.2 0.69

11 80 153.2 153 -0.2 0.6

it is observed that the angle has no effect on emissivity till 60 ◦ but as

we increase the angle its effect on emissivity becomes more visible, i.e

the temperature difference at 70 ◦ is -9.2 by keeping the emissivity as

60 ◦. So to make the temperature reading of both IR and TC same ,the

emissivity value must be change as shown in the table. At 70 ◦ we need a

emissivity of 0.69 while at 80 ◦ we require 0.60. The value of emissivity

at which the temperature between IR and TC is equal or less than -1 is

plotted against the angle shown in fig 3.13. The emissivity is 0.77 but as

we across 60 ◦ the effect of angle starts. From our observations during

testing we found out that no surface of any tested geometry is inclined

more than 60 ◦ to the normal of IR camera.

3.3 Mirror selection

During the transient testing we have to record the external surface

temperature of a each airfoil side. As we know that airfoil has pressure

side, suction side, leading edge and trailing edge, we have to observe all

of these during the test.

One way will be to fix an IR camera on each side and record the data. But

the problem is the synchronization of these cameras and their availability.
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Figure 3.13: Plot of angles vs emissivity

Another way will be to use one camera which is fixed on side while other

sides will be viewed through mirrors as shown in fig 3.14 as an example.

In the figure the airfoil shown is a blade with U-bend internal channel,

the IR camera is fixed on the pressure side while the suction side and

leading edge is seen through the mirrors.

Mirror # 1 Mirror # 2

Camera view

Figure 3.14: Positioning the mirror to observe each
side of an airfoil with only one IR camera
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Selection of mirror There are different types of mirrors available

which are used for a number of purpose. We tried two type of mirrors one

is commonly used glass mirror and other one an aluminum surface mirror.

We use the same test bar by placing it in such angle that its surface can

be seen through these mirrors by IR camera. All the procedure will be

the same, heating the bar to a certain temperature and then recording

the temperature with IR. In this case image of interest will be the one

coming through mirror. We did the experiment with common used glass

mirror and then with the aluminum surface mirror. The recorded images

taken from both mirrors are exhibited in the fig 3.15.

The bar was heated to temperature of 151 ◦C, the image taken through

Glass mirror Aluminum surface mirror

Figure 3.15: Image taken by IR camera while observing through
glass mirror and aluminum surface mirror

glass mirror showed a reading of around 40 ◦C highlighted by point 1 and

point 3 which is very lower than the actual temperature, while the image

taken through aluminum surface glass shows 152 ◦C. So it can be easily

proved that the aluminum surface mirror serves our purpose.

We also did some experiments for recording the effect of angle on the

emissivity of image coming through the mirror by placing the bar at a

certain angle starting from 10 ◦ to 80◦ to the normal of the mirror. While

fixing the mirror at a certain angle to normal of IR camera. For example

the schematic shown in the fig 3.16 tells that the mirror is placed at 10 ◦

to the normal of IR camera while the bar can be place at different angles

to the normal of mirror from 10 ◦ to 80 ◦. We change the angle of mirror

to the normal of IR i.e 20 ◦, 30 ◦ and 45◦ . At each case the bar is rotated
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Test Bar

Aluminum 
surface mirror

IR camera

Figure 3.16: Schematic of mirror placed at certain angle
while test bar is rotated from 10 ◦ to 80 ◦ degree

starting from 10 ◦ to 80 ◦. The effect of angle on the emissivity is recorded

which is demonstrated by table 3.4. The observation is the same as the

previous case i.e. the angle doesn’t effect the emissivity till 60 ◦.

3.4 Test procedure

Steps of our test procedure

1. Setting up the test rig.

2. Checking the data acquisition system.

3. Closing the oven and start heating the test article.

4. After achieving the desire temperature the oven is removed.

5. Mirrors are positioned at the required place.

6. Turning on the data acquisition.
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Table 3.4: Emissivivty vs angle for mirror

Acquisition N [◦ ] Test bar angle [◦ ] Temperature(TC) [ ◦C ] Temperature(IR)[ ◦C ] Difference(IR-TC) [ ◦C ] Emissivity [-]

Placing the mirror at 10 [◦] to normal of IR camera

1 0 151 152 1 0.77

2 30 151.1 151 -0.1 0.77

3 60 150.2 151 0.8 0.77

4 70 150.9 151 0.1 0.66

Placing the mirror at 20 [◦] to normal of IR camera

5 0 152.3 152 -0.3 0.77

6 30 152 152 0 0.77

7 60 151.9 152 0.1 0.77

8 70 153 152 -1 0.68

Placing the mirror at 30 [◦] to normal of IR camera

9 0 152.2 152 -0.2 0.77

10 30 152.3 153 0.7 0.77

11 60 152.1 153 0.9 0.77

12 70 152.2 152 -0.2 0.67

Placing the mirror at 45 [◦] to normal of IR camera

13 0 152.1 152 -0.1 0.77

14 30 152.3 152 -0.3 0.77

15 60 152.2 152 -0.2 0.77

16 70 151.5 152.1 0.6 0.65

7. Starting flowing the coolant to induce the thermal transient by a

switch which is synchronized with data acquisition so that the start

of the test is known.

8. Data acquisition system will record the data for fixed duration.

9. Post-possessing of recorded data which will then be used as initial

boundary condition for our FEM model like initial temperature or

for comparison with FEM output (final temperature at the end of

transient test).

Data obtained with thermocouples is visualized with a help of a custom

LabVIEW program. The program automatically writes the recorded data

into text file which can be used for further processing. Figure 3.17 shows

the reading of the two thermocouples one of which is inserted at the inlet
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Figure 3.17: Thermocouple reading and mass
flow rate during the Transient test

while the other one at the outlet of the U-band internal channel blade

(Chapter 4). The figure also shows the mass flow rate during the test

measured by the Coriolis flow meter. The data obtained with IR camera

is in the video format from which the frames will be extracted with the

help of a custom design Matlab macro. The fig 3.18 presents an image

which is extracted from the video of the transient test of the blade with

U-bend internal channel. It shows the temperature distribution of the

external surface of the blade leading edge, pressure side and suction side.

T[C°]

Figure 3.18: sample extracted from the IR data for a blade
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3.5 Data postprocessing

The data obtained from the data acquisition system consists of IR

videos and text files both in raw form. These contain time resolved

external surface temperature, coolant temperature and mass flow rate

values. One thing which must be noted from the image shown in fig 3.18

is that it is a 2D image. Now in order to use this image as initial boundary

condition for FEM or for comparison of this with final FEM output it

will be necessary to convert this into a 3D image. The reason behind

this is that initial boundary condition and final output external surface

temperature of FEM are 3D. These is performed with Matlab and the

explored procedure will be explained in details below.

3D mapping The video obtained with IR is exported as series of frames.

The frames which were recorded before the transient test can be removed

thanks to switch synchronization discussed in detail before. These are in

2D format as shown in the fig 3.18.

3D T distributionzyx

Pixel-by-pixel coordinate distributionsCamera rebuild

Warping

IR Camera image

T[C°]

Figure 3.19: 3D mapping procedure for PS side of a blade

A custom designed 3D mapping procedure as shown in fig 3.19 was devel-

oped to convert the 2D data into 3D data. First step of the procedure is

to build location and viewing range of the IR camera in the test article

CAD space. As there is no mirror option in the CAD space we just replace
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each of the mirror view with a camera. The location and viewing range of

these two cameras in the CAD space are such that the images captured

by these must match with the one’s obtained with two mirrors. Then in

this CAD space the external surfaces of the test article are colored with

linear grey scales according to the variables which needed to be mapped.

In this case we have three variable i.e the coordinates x, y and z, so three

grey scale images corresponding to each variable will be obtained for each

camera.

For having more accurate concordance between these grey scale images

and the temperature images obtained with IR: some marker points are

identified both on the actual geometry and on it’s CAD model. These

points on actual geometry surface are not painted, to differentiate them

from the remaining of the geometry surface. By keeping correspondence

between the marker points of both grey scale images and 2D temperature

images, the grey scale images are warped. In this way a more accurate

pixel by pixel correspondence of both grey scale and 2D temperature

images is performed.

Then on the warped gray scale image the locations of two points are

identified which helps to associate the coordinate values of such points

with the gray intensity on the corresponding image. Linear interpola-

tion of the grey intensity allows us to transform the gray scale images

in coordinate distributions. By querying the points of the coordinate

distributions having the same indices it is possible to know the spatial

coordinates of any pixel in the temperature map. As visible from grey

scale images in the fig 3.19 the area outside the test article surface is

colored with green which helps in identifying the points which fall outside

of the geometry. In this case the grey scale images are obtained with

Solidworks while the whole processing is run with Matlab script. This

procedure is applied for pressure side , suction side and leading edge

separately then the three output are combined to get full 3D temperature

distribution. The fig 3.19 shows this 3D mapping procedure and its final

3D temperature distribution output for pressure side only, but this must

also be done for suction side and leading edge separately which gives a
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3D outputs (fig 3.20) then the three outputs are finally combined to get a

full 3D temperature distribution.

Figure 3.20: Full 3D temperature distribution of a blade

In this way the whole transient test recorded 2D data is converted into 3D.

Now to implement the FEM we have all the necessary initial boundary

conditions like initial 3D temperature distribution of the blade transient

test, initial HTC distribution obtained from LTCM and coolant tempera-

ture. After running the FEM its output 3D external surface temperature

will be compared to the final 3D temperature obtained with mapping

procedure discussed above.



Chapter 4

Preliminary Test Cases

In this chapter we will discuss about the development of the proposed

methodology which was presented before by implementing it on prelimi-

nary test cases. Two cases are selected, one is the baseline geometry a

circular duct while the second is a blade with U-bend internal channel.

The results obtained for each case will be discussed in detail. A compari-

son with available literature data will also be presented, revealing a good

agreement between results and the predicted values.

4.1 Circular duct

A smooth circular duct made of stainless steel (thermal conductivity

of 16 W
mK

) is chosen as baseline geometry. The duct geometric features

consists of inner diameter of 10 mm, external diameter of 12 mm and total

length of 1000 mm (fig 4.1). A Reynolds range from 10, 000 to 80, 000

can be achieved with this.

There are two reasons for starting with this geometry, one is it simplicity

and easiness and second one is the wide availability of reliable expected

results for this including many correlations. It is clearly observed from

the fig 4.1 that duct is axisymmetric, which means by considering 1D

temperature history along one axis may be the representative of the

whole geometry, so fully 3D mapping of the data is not needed. Also the

55
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Figure 4.1: Smooth circular duct

interaction of the fluid model ( which will calculate the fluid temperature

during thermal transient) with FEM can be easily implemented. As

already mentioned our methodology consists of two parts: one is the

experimental and the other is the FEM. For experimental part the test

rig which is presented in chapter 3 will be explored. A schematic of

the arrangement of this duct inside the test rig and positioning of data

acquisition is shown in the fig 4.2. There is a number of thermocouples

placed inside the test rig, some of these will be used during heating phase

while some in the thermal transient phase. Tsurface, Tlx, Trx, Ttop and

Tbottom are the thermocouples which will monitor the temperature during

the heating phase while Tint and Tout are inserted inside the duct inlet and

outlet and will measure the temperature of the coolant during the thermal

transient. The reading of these thermocouples will be sent to the PC with

help of multiplexer. The first step of the experimental part is to heat the

geometry to a known temperature, then coolant of known temperature

is passed through the geometry to induce the thermal transient. During

this thermal transient the external surface temperature is measured with

IR. To obtain more reliable result the external surface of the geometry is

painted black . The duct portion which is positioned inside the oven is

painted as shown in the fig 4.3. The paint whose emissivity is measured

as sample in the previous chapter 3 will be used for this purpose. The

overall length of the duct was selected so that fully developed flow is

obtained in the measured section , which is the one already enclosed in
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Figure 4.2: Schematic of circular duct arrangement within test rig

the oven. In this case the oven can house only 235 mm of the duct length.

To choose the cooling air flow rate, it was decided to use values compatible

with those used in real cases of cooling gas turbines blades. Test conditions

were defined coherently with the laboratory facilities and defined by our

Reynolds number express as:

Re =
ρuL

µ
=

uL

ν
(4.1)

where u is the speed of free current, taken out of the boundary layer,

measured (m/s), L is still the characteristic length, ν is the kinematic

viscosity of the fluid (m2/s), ρ is the density of the fluid (kg/m3) and µ

is the dynamic viscosity of the fluid (kg/ms).

In the tests carried out for this work, it was decided to use three values

for the Re number, equal to 25000, 50000 and 75000. These values
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Tout

Tsurface

Figure 4.3: Placement of the black painted duct inside the oven

are compatible with the typical values found in turbine cooling systems.

Also in this way we ensured that the motion was turbulent and that

physical quantities ( mass flow rate) could be measured by the explored

instruments. Mass flow rate to be employed in each test is derived from

the corresponding Re number. The following table 4.1 represents the

mass flow rate for each of these three test cases.

Table 4.1: Test Matrix for circular duct

Re [-] Mass flow rate [g/s]

25,000 3.62

50,000 7.25

75,000 10.87

4.1.1 Re 50,000

In order to illustrate the employed procedure and the obtained results

the test with Re = 50,000 was considered first. Before heating phase

the desired mass flow rate 7.25 g/s (Re 50,000) is setup with help of
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air supply system. Then the heating phase starts, during which the

temperature inside the oven and of duct surface is monitored continuously

with the help of thermcouples. The heating phase will progress till the

duct surface temperature reaches fixed temperature, which is 220 ◦C in

this case. Although we can achieve more temperature with our test rig

Start 5 sec 10 sec 15 sec 20 sec
T[°C]

Figure 4.4: Duct surface temperature evolution
during the thermal transient

facility but for safety reasons we don’t go behind this value. Then the

oven will be removed and coolant with mass flow rate is introduced inside

the duct, which will induce a thermal transient during which external

surface temperature of the duct is recorded by the IR camera. As we

already mentioned, circular duct is axisymmetric so we don’t need to

measure the whole surface temperature, just along one axis which will

be representative of the whole geometry. This is achieved with help of

IR camera , we will not need mirrors for the coverage of the whole duct

surface. The temperature at inlet and outlet of the duct will be measured

with thermocouple during transient. Duct surface temperature at different

instants during the transient is shown in the fig 4.4. It can be easily

observed that the temperature decreases along the transient. The reading

of the thermocouple insert at inlet and outlet of duct is demonstrated
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Figure 4.5: Thermocouple reading at inlet and
outlet of duct during thermal transient

in the fig 4.5. Zero in the abscissa represents the start of the thermal

transient. The inlet temperature is presented by T in while outlet by

T out. Both reading shows that the temperature decreases gradually

during thermal transient, especially the temperature at the outlet. First

few seconds of data is omitted from the final data of the test, since these

seconds are required to allow the flow conditions to stabilize to a steady

state. The obtained data will be post processed to use it in our next step

of the procedure which is FEM of the duct.

Thermal FEM model of the circular duct will be solved with Ansys R©

18.0. Due to the duct axisymmetrical nature the FEM can be run on just

a 1◦ section of duct, which will help us in minimizing computing time.

The FEM model of this 1◦ section of duct consists of 1.763×105 nodes and

2.35× 104 elements. Now the boundary conditions which will be required

are initial temperature, coolant temperature, duct material properties,

internal HTC distributions, external convection(value of 9 W
m2K

obtained

with correlation for natural convection [54]) and radiation. As stated in

chapter 2.1.1 we will use LTCM approach to find the initial HTC, while
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Figure 4.6: Initial LTCM HTC along the duct X-axis

initial temperature will be obtained from the experimental data. The

coolant temperature during the transient will be measured with the help

of fluid model based on a simple energy balance, as discussed in chapter

2.1.2. Initial obtained LTCM HTC is shown in the fig 4.6, the value is just

along X-axis of the duct only (axisymmetrical nature). As seen form the

figure the HTC decreases as we move to the outlet of the duct, the reason

could be that the LTCM approach doesn’t considered spatial variation

of the flow temperature but only time by time temperature variation.

Figure 4.7 presents the obtained duct initial external surface temperature.

The total thermal transient duration of the FEM will be the same as the

experimental one, which is 30 second in this case. The total duration is

divided into 5 second sub time step. For each time step the boundary

conditions will be updated continuously like coolant temperature (which

will be provide by fluid model) and initial temperature.

At the end of thermal transient the FEM output external surface tem-

perature (TFEM ) will be compared with the experimental one (TExp). If

both matches then LTCM HTC is our final internal HTC, otherwise we

have to iterate next HTC value with secant method(chapter ??) until the

convergence is achieved between both of them.
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Figure 4.7: Initial temperature along the duct X-axis

The fig 4.8 shows each iterated HTC value and the corresponding temper-

ature difference between FEM and experiment. We fixed a convergence

criteria which states that the root mean square value of the temperature

difference must be less than 0.5. After the fourth iteration we reach

the desired convergence criteria. HTC value with number shows the

sequence of iteration i.e HTC[1] means the first iteration. Same as for the

temperature difference: TD[1] is the corresponding temperature at first

iteration. As observed the temperature difference decreases with each

iteration, going close to our convergence criteria. HTC[3] is our final HTC

value where the root mean square value of TD[3] is less than 0.5. The

final HTC value closely follows a horizontal trend as compared to LTCM

HTC, except at inlet and outlet of the tube where the HTC value falls

because of boundary effects. As a consequence for further comparisons

the points near the inlet and outlet of the duct will be not considered.

Comparison with literature data As at the start we highlighted

the reason of selection of circular duct as baseline geometry i.e. the

availability of reliable literature data for comparison. In order to validate

the measurement technique we compare our results to Petukhov equation
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Figure 4.8: (a) HTC itereation (b) Temperature difference at each
iteration

[55] which is provided below:

Nu =
f
8
RePr

1.07 + 12.7( f
8

)0.5(Pr
2
3 − 1)

(4.2)

Where f is the friction factor, Pr is the Prandtl Number and Nu is

the Nusselt number. Colebrook equation [56] was employed to find the

friction factor. The value of HTC[Corr] reported in the charts is directly

derived from Nu using its definition (h = NuK
D

), where K represents the

thermal conductivity and D is the internal diameter of the duct. The

average value of the measured final HTC along the duct axis is 250.34
W

m2K
which is around 3 % lower than the correlation value (258 W

m2K
).

This is illustrated in the fig 4.9, which compares this experimental value

against correlation and LTCM HTC. The HTC value slightly decreases as

we move from the inlet to outlet especially at lower 1/3 duct portion near

the outlet as compared to the remaining duct. Which may be because of

inaccuracy of the fluid model in this region and a small reflection (which

is not modeled) coming from nearest oven wall.
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Figure 4.9: Final HTC comparison with correlation for Re 50,000

4.1.2 Re 75,000

After finding reliable results in first case we move to our second test

case which is Re 75,000. The corresponding mass flow rate(10.87 g/s) will

be provided with the help of air supply system. Heat transfer phenomenon

increases with the increase of mass flow rate so the transient test duration

must also decrease to have more reliable results. As higher mass flow

rate is required in this case which is higher than the previous case, so the

transient duration must be decreased to 15 second. Some initial second
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Figure 4.10: HTC comparison with correlation for Re 75,000
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obtained data will be not included as like in the previous case. The final

HTC obtained for Re 75,000 is shown in fig 4.10, where it is also compared

with correlation and LTCM HTC. The average value in the case of Re

75,000 is 343.63 W
m2.K

which is around 3% lower than the correlation value

(352.4 W
m2.K

). The overall shape of the final HTC curve is same as the

previous.

4.1.3 Re 25,000

In the previous case we selected a higher Re value, now a lower value is

chosen for conducting the test. The thermal transient duration considered

in the case is 50 second because of the lower mass flow rate(3.626 g/s).

Our final HTC average value in this case (fig 4.11) is 156.8 W
m2.K

which is

around 2% lower than the correlation which is 159 W
m2.K

.

20

56

92

128

164

200

0 0.055 0.11 0.165 0.22

H
T

C
 [

W
/m

2 °
C

 ]

Duct Length X[m]

Re 25,000

HTC[1] HTC[3] HTC[Corr]

Figure 4.11: HTC comparison with correlation for Re 25,000

4.1.4 Nu vs Re

To justify the accuracy and robustness of our results, a comparison

between Nu and Re is shown in fig 4.12. Nu is calculated from the

average value of HTC along the duct for both LCTM and FEM final

results. As clearly shown, the measured Nu always falls within 3 to 4%

of the correlation for each Re. It can also be noticed that our calculated
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Figure 4.12: Nu vs Re

Nu values (Nu Final) are directly proportional to Re0.7877 and closer

to the correlation trend: Nu ∝ Re0.8 (Nu Corr), which further proofs

its robustness . Nu LTCM represents the value obtained with LTCM

approach, these values are very far from the correlation as compared to

our obtained results

4.1.5 Uncertainty analysis

To analyse the accuracy of the proposed methodology, an uncertainty

analysis is performed according to the standard ANSI/ASME PTC 19.1

[57], based upon on the Kline and McClintock method [58]. The un-

certainty linked with IR camera temperature reading is ±2◦C, with

thermocouples is ±0.6◦C while uncertainty of Coriolis is ± (0.028 + 0.5%

of the reading ) g/s. Uncertainties associated with the material properties

of duct are ±5% for specific heat capacity, ±2% for density and ±5% for

thermal conductivity respectively. The total uncertainty on calculated

heat transfer coefficient is found to be up to 5% by taking into account

all the parameters uncertainties which are discussed above.

Finally it can be concluded that the proposed methodology provides very
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reliable result for this geometry (circular duct). This was the first phase

of our procedure development, next we will move to implement this on a

blade with U-bend channel. Which is possible with little improvement

like getting experimental full 3D external surface temperature history of

the blade during the thermal transient test.

InletOutlet

Deviator

Support and 
Perforated plate

Figure 4.13: Blade with U-bend internal channel(left) and with extruded
part(right)

4.2 Blade with U-bend internal channel

After implementation of our proposed methodology on baseline geom-

etry and finding satisfactory results we move to a more complex geometry,

a blade with U-bend internal channel. This is a prismatic blade 3D model

printed in inconel. The blade profile has been built by extruding the

midspan profile of a first stage rotor blade with a reduction scale factor of

1.5. This is shown in fig 4.13, having a internal U-bend smooth channel for

cooling. The cooling flow is fed from the hub of the blade, as sketched in

fig 4.13(left), where the top part of the blade is reported in transparency
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in order to have a clear view of the coolant path in correspondence of

the bend and also to see the presence of deviator. The blade is also

provided with an extruded part as shown in fig 4.13 (right). This consists

of perforated plate which helps to fixed it inside the test rig. Also it has

inlet and outlet connection for air supply system.

As compared to circular duct, this geometry is not axisymmetrical, as a

consequence just considering temperature history along one axis will be

not representative of the whole geometry, so we will need a full view of

blade surface during the thermal transient test. This can be achieved with

the help of aluminum surface mirrors, details about this mirrors and its

effect on emissivity are well explained in the chapter 3.3. After obtaining

the 2D image with IR using theses mirrors it is converted into full 3D

image with help of 3D mapping procedure demonstrated in the chapter

3.5. Two thermocouples are inserted at the inlet and outlet of the channel

to measure the temperature of the coolant during thermal transient. The

placement of the blade inside the test rig and positioning of the mirrors

during the thermal transient can be seen from the fig 4.14. The blade is

fixed with the help of the perforated part which is visible from the figure.

Air supply system is also connected to the inlet and outlet connections

which are shown in fig 4.13.

Fluid model approach which was used in the circular duct case is also

followed here with some assumptions regarding the internal channel. one

of which is that we considered the internal U-bend channel as a smooth

circular duct: a equal amount of air mass flow rate will pass through each

section of the duct. After implementing the FEM procedure with this

fluid model approach we find out that our final results are converging but

little far away from the literature data. The reason is that the U-bend

internal channel is considered as smooth circular duct which is inaccurate

assumption as visible form the CAD of the blade 4.13. The circumference

of the channel changes as we moves from inlet to outlet. The mass flow

rate at each section along the channel will be also not same, because of

this model provide inaccurate value of coolant temperature.

To overcome the issue we considered some modification to this fluid model
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Figure 4.14: Blade positioning inside the test rig with mirrors in place

approach. As we already stated that we insert a thermcouple at outlet

which continuously measured the temperature during the thermal tran-

sient. Now using this thermocouple reading as a target the fluid model

find a dimensionless temperature coefficient σT given by equation 4.3 and

shown in fig 4.15 (left) which counters the variation of the fluid inside the

U-bend internal channel. The dimensionless temperature coefficient σT

value starts from zero at the inlet to 1 at the outlet of the channel. Using

this coefficient we find the Tair along the internal channel using following

equation 4.4:

σT =
Ts − Tinlet

Toutlet − Tinlet
(4.3)

Tair = Tinlet + σT (DT ) (4.4)

where DT= (Tinlet - Toutlet)
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Ts is the temperature calculated by the fluid model at a certain location in

the channel, Tinlet represent the thermocouple temperature reading place

at inlet of the channel, and Toutlet is the thermocouple temperature reading

insert at the outlet of the channel. Coolant temperature distribution

along the channel at a time step during the transient which is find by this

approach is shown in the fig 4.15 (right).

∆𝑻 𝑻𝒂𝒊𝒓
T[°C]

Figure 4.15: Dimensionless temperature coefficient (left) and coolant
temperature inside the channel (right)

Different test cases are considered with each having a different Re number

i.e. Re = 41220 , Re = 32026 , Re = 20375 and Re = 10106 . For

achieving these Re number different mass flow rate is considered for each

test case. We performed all the tests starting from the highest to lowest

Re number, in the following sections first we will discussed Re = 41220

test case and then the remaining test cases.
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4.2.1 Re = 41220 case

The mass flow rate of the coolant will be derived from the Re number.

Due to higher Re number in this case, the heat transfer phenomenon

will be larger which means we will required a shorter thermal transient

test duration. After heating the blade to temperature of 220 ◦C inside

the oven, a coolant of fixed mass flow rate is initiated inside the U-bend

channel of blade with the help of air supply system. This will start a

thermal transient during which the external surface temperature of the

blade is recording with IR. The image recorded by IR and the inlet and

outlet thermocouple reading are shown in the fig 4.16. The obtained 2D

(fig 4.16 a) is post processed with 3D mapping procedure which converts

it into a 3D distribution. The temperature at inlet and outlet will be

used by the fluid model for predicating the coolant temperature inside

the channel (fig 4.16 b).
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Figure 4.16: (a)IR 2D image of the blade during transient(b)
Thermocouple reading at inlet and outlet of the blade

The results obtained with experimental part will be used as boundary

conditions for FEM of the blade. The first boundary condition is the

initial temperature of the blade which is presented in the fig 4.17(a), where

each axis is divided by Dref : the diameter of the LE channel internal

duct. As visible there some small holes in the temperature map, where

there is no temperature reading. These holes are the marker points about
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which we already discussed in the Chapter 3.5. These missing temperature

values can be easily interpolated from the surrounding available values.

The initial internal channel heat transfer coefficient for internal convection

obtained with LTCM approach is shown in the fig 4.17(b). The left side

of the internal channel close to leading edge is named as LE channel side

while the one close to the trailing edge is the TE channel side. To make

the data dimensionless the HTC value is divided by hLEavg which is the

average HTC value on LE channel side.

(a) (b)
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Figure 4.17: (a)External surface temperature of the blade at start of the
transient (b) Initial convective internal LTCM HTC

After getting all of the boundary conditions FEM of the blade is run for

same transient duration (which is 30 sec for Re = 41220 case) as the

experimental one. The FEM model consists in about 2.179× 105 solid87

elements (ten nodes tetrahedrons elements) and includes every details of
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the internal cooling channel such as the deviator in the internal channel.

The grid of the airfoil is properly refined to characterize each detail without

significantly affecting the computational time (fig 4.18). Same procedure

will be followed for the iteration as previous case, the circular duct. The

temperature difference is interpolated to internal channel for iterating

the HTC, iteration will continues until we reach our convergence criteria.

In this test we achieve our final internal channel HTC value after fifth

iteration, which is demonstrated in the fig 4.19. This is also compared to

the initial HTC obtained with LTCM approach.

Figure 4.18: Thermal grid details

The obtained results allow us to observe the heat transfer pattern and

magnitude associated with the different features of the internal cooling

channel. Now talking about Final HTC, starting from the LE channel (left

side channel) the HTC value is not so uniform at start of the channel but

as move further the value become more uniform which may be because

of the flow, fully developed in this region. As we getting closer to the C
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Figure 4.19: Comparison of the final obtained internal HTC vs LTCM
HTC

bend area the value starts increasing which is more visible in this case

(as compare to LTCM HTC). The value at the tip of the blade increase

where the flow impinged which may be attributed to this increase. Due

to the presence of the deviator the flow accelerates in surrounding region

which could possibly increase the HTC. The HTC values at TE channel

decreases as move from the left side to right side of the channel. The

possible reason of this is that the TE channel is thinner at the right side

as compared to its left side, which means lesser coolant flow so lesser HTC

values.

These all internal cooling channel features are more prominent in the case
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of Final HTC value as compared to LTCM HTC. The reason is that the

Final HTC is obtained with FEM analysis of this blade which considers

all the possible phenomenon which will effects its heat transfer.
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Figure 4.20: Final HTC distribution for Re = 32026 , Re = 20375 and
Re = 10106

4.2.2 Effect of Re number

As previously reported, the heat transfer measurement is performed

using different coolant mass flow rates, corresponding to different Reynolds

number values. By reducing the mass flow rate the heat transfer phe-

nomenon will also decrease, so to have more reliable data the transient

test duration is increased according to each mass flow rate. This is the
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only condition revised as compared to the first case. We considered 40

second for Re = 32026 , 50 second for Re = 20375 and 60 second for

Re = 10106. The final results of of such analysis are presented in fig 4.20.

Internal channel HTC value distribution pattern is same for each case

but the value decrease as mass flow rate decrease. In each case all of the

internal cooling channel features are prominently highlighted.

4.2.3 Comparison with literature data

For comparison with a literature data we consider average HTC value

on a selected region of LE channel as shown in the fig 4.21. This average

HTC value is used to find Nu with help of a relation Nu = Dh
k

, where h is

the average HTC value, D is the characteristic length and k is the thermal
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Figure 4.21: Nu vs Re for correlation and two different fluid model
approaches

conductivity of the fluid. Thermal conductivity is calculated by assuming:

Tfilm = Taw+TW
2

, Taw is the fluid temperature and TW is internal wall

temperature. Nu for this region is calculated for each case and is compared

to Dittus-Boelter correlation [59] which is demonstrated in the fig 4.21.

As stated before we used two different fluid model approaches, so Nu 1

in the chart present the first one while Nu 2 is the second one. while
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Dittus-Boelter correlation result is presented by Nu Corr. Although both

of the obtained data closely follows the trend (Nu ∝ Re0.8) but in the

first case the values are very large as compare to the correlation values.

This was the reason we proceed to the second approach, by using this

approach we obtained value which are much closer to the correlation than

the first one.

4.2.4 Concluding remarks

Two different geometries, a circular duct and blade with U-bend

internal channel were chosen for testing during the development phase

of the proposed methodology. A number of tests were performed with

different Re number for each cases. The obtained results were compared

against literature data and good agreement was revealed in both cases.

The main purpose of testing these preliminary test case was to develop our

procedure for implementing it on the real gas turbine coolant geometry.

We find in both cases very satisfactory results with proposed procedure

and now we have all tools and skill to implement it on real gas turbine

coolant geometry.





Chapter 5

Industrial Application

The main goal of this thesis is to develop a methodology for measure-

ment of heat transfer coefficient of real geometry. As discussed before that

many people have already described different methods for measurement

of HTC but mostly are implemented on scaled-up models of the actual

geometry at ambient conditions. By doing so we lost many complex geo-

metric and flow features of the real geometries. Also the scaled-up models

of the geometries are more simplified for overcoming many measurement

constraints. So we introduced a methodology which will be implemented

on actual geometry. The procedure was already well explained and imple-

mented on the basic line geometries which were discussed in chapter 4

providing reliably results. In this chapter we will introduce this procedure

to real geometry: a BH’s engine nozzle. We will calculate the internal

HTC of this vane for different Re and also try to detect some controlled

faults in the vane’s cooling network using our methodology.

5.1 BH’s engine nozzle

The geometry which we will use for investigating is the BH’s engine

nozzle. Cooling system of this vane is based on two independent fluid

flow network (fig 5.1). The acronym LE will be used for the cavity fluid

network near the leading edge, while the other one housed in the cavity

79
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near trailing edge will be named with the acronym TE. LE cooling system

LE flow network

(a) (b)

IMPINGEMENT

IMPINGEMENT

IMPINGEMENT

IMPINGEMENT

IMPINGEMENT

TE flow network

AXIAL TUBES

AXIAL TUBES

SLOTS

Figure 5.1: BH’s engine nozzle conceptual internal cooling network which
consists of first cavity network scheme(LE)and the second cavity network

scheme (TE)

is characterized by an alternating pattern of impingement jets which

impacts on the internal wall surface of the vane. TE cooling system

consists of impingement, and axial tubes which contains several pin-fin

batteries and channels slot to discharge the exhaust air at the trailing

edge of the vane. This cooling architecture is typical of a high-pressure

nozzle for engines within 40 MW as developed in the last 15 years.

5.1.1 Test rig rearrangement for the vane

Some rearrangement will be needed to place the vane on the test

rig and connect with the air supply system. In the previous cases the

geometries had extruded part (specially in the case of the blade with

u-bend internal channel) for connecting it with the air supply system.

Since this vane is taken from a real engine environment there is no such

arrangement. Now for connecting it to the air supply system we need

to have a intermediate design structure between the vane and air supply

system which is shown in fig 5.2. It consists of three parts pipe, pipe

disc part and telfon part. The pipe from one end is connected with air
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Telfon Part
Pipe Disc Part

Pipe Connect to Air-intake system

(a) (b)

Figure 5.2: (a) Vane connection with Air-intake system (b) CAD of the
intermediate structure

supply system while at the other with pipe disc part. The pipe disc

part performs two purposes one as a connection to the pipe and the

other as a support to which the vane can be fixed. This part is further

connected with other supports which help in keeping the whole test rig

intact during high pressure testing . The third part is the Telfon part

which is placed between the vane and pipe disc part which also act as

insulator. It is gloved with vane using thermal silicon paste which helps

in blocking any leakage of air. Thermocouples were inserted in the teflon

part for measuring the coolant temperature during the transient test (fig

5.3(a)). These were inserted at different location to have more reliable

data. Figure 5.3(b) shows the vane position inside the oven during heating

phase.

5.1.2 Camera view

As mentioned in chapter 3 for getting full 3D surface temperature

history of the vane during the transient test we will require aluminum

surface mirror. The main camera view will be fixed upon the leading
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Figure 5.3: (a) Thermocouples position inserted inside the teflon part (b)
Vane placement inside the oven during heating phase

edge while the suction side and pressure side will be seen through the

mirrors. The mirrors will be placed on the positions as observe in the

fig 5.4. The IR camera will record the surface temperature of the vane

during the transient test that will be used for 3D mapping procedure

which we already discussed in chapter 3.5. This will provide us the 3D

surface temperature history of the vane during the transient test. This full

3D data will be used to calculate the initial HTC using LTCM approch

and also as initial boundary condition for the FEM procedure. The final

surface temperature shown by the fig 5.4 of the transient test will be

compared with FEM final output.

External surface temperature T [°C]Mirror 1
Mirror 2

Figure 5.4: (a) Camera view with two aluminum surface mirror (b) Final
surface temperature at the end of transient test
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5.1.3 Replicating engine condition

The main theme of this work is to test actual gas turbine vane. For

this purpose we also need to replicate the real engine running conditions

in our testing facility. A text matrix is developed for achieving this goal.

Table 5.1: Replicating engine condition on test rig

S.no Remeasured

1 2031

2 4082

3 6145

4 8138

The table 5.1 show such test matrix where we consider four test cases

with each one having a different Reynolds number which is referred to

the diameter of the impingement jet hole.

5.2 Heat transfer calculation

In this section we will try to calculate the heat transfer coefficient of

this vane with the help of our proposed methodology already discussed in

chapter 2 . Starting with the Re = 8796 case, the experimental part of

our procedure for the vane will be the same as the previous geometries

previewed in chapter 4. First the vane will be heated in the oven to a

certain temperature(220 ◦C). The temperature will be continually mon-

itored during the heating phase with the help of thermocouples placed

inside in the oven. After achieving the desired temperature the oven is

removed and mirrors are placed on the already decided position. After

that a coolant of fixed mass flow rate representing the Re = 8796 case

is introduced to induce the thermal transient during which the IR will

record the external surface temperature of the vane which is 2D in nature.

Using 3D mapping procedure explained in chapter 3 converts this into

full 3D which ends our experimental part.



84 5. Industrial Application

The nozzle FEM model consists of 6.112× 105 Solid87 10 nodes tetrahe-

drons elements . The model include every details of the internal cooling

system like pin batteries,impingement box and the TE channel slots. The

material properties needed for our thermal FEM model of the Nozzle

were provided by our industrial partner. We also required other boundary

conditions like initial temperature obtained from the IR data, external

convection and radiation, coolant temperature and initial internal HTC

which will be calculated using LTCM approach.

Both natural convection and radiation on the outer surfaces of the sample

were modeled in the actual FEM model, using the formulations made

available by the solver (ANSYS Mechanical v18). In particular, radiation

was modeled as a radiative heat transfer towards the environment (“To

Ambient” condition), by setting the measured ambient temperature and

calibrated paint emissivity. On the other hand, natural convection was im-

posed as a convective load using the same measured ambient temperature

and a heat transfer coefficient value derived from literature correlations

[54].After getting all these boundary conditions the FEM of the vane is

implemented.

5.2.1 LTCM heat transfer coefficient

The LTCM approach which is used for finding the initial HTC of a

geometry is already discussed and implemented in the case of circular

duct and a blade with U-bend internal channel. In both cases mostly the

heat transfer takes place on the internal surface of the geometry when

the coolant was introduced. In the previous, getting initial HTC by the

LTCM approach was easy because there was no a complex internal cooling

network scheme inside the geometry.

But in this case the vane has a complex internal cooling network which

consists of impingement on the internal wall surface, pin-fin and channels

slots each having different effects on the heat transfer phenomenon. Three

different phenomenons attribute to the vane internal wall cooling at pin

battery region which are listed below and shown by the figure 5.5.
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Figure 5.5: Three different phenomena(Endwall convection(1),
wall to pin conduction(2) and Pin convection(3)) attribute in heat

transfer

1. Endwall convection

2. wall to pin conduction

3. Pin convection

Now the issue is that the pin-fin surface are not accessible to IR camera so

inverse heat transfer for LTCM will be strongly ill-conditioned on this, so

some hypothesis will be needed. By including the pins in the FEM model

will take account of wall to pin conduction. The other two phenomenons

endwall and pin convection both needed to be discretized with the help

of available literature data.

Many researcher proposed different theories about the heat transfer of

pin vs endwall. Some suggest that the heat transfer at pin is much higher

than endwall. Van fossen(1981)[18] find out that pin has 35% higher heat

transfer than endwall for pin of different geometric parameters like surface

to diameter ration ( S/D = 3.46) and a range of height to diameter ratio

(0.5 ≤ H/D < 2). Metzger [61] concludes it is double for 2.5 ≤ S/D ≤ 3.5,

1.5 ≤ X/D ≤ 3.5, and H/D = 1.0. While some find it similar or lower up

to 35 % on pin as compare to endwall [[62], [63]].

These studies lead us to different and contradictory conclusions. The

reason behind this was the imperfect or unrealistic thermal boundary

conditions assumed in theses studies. Both pin and endwall were not

generally both heated at the same time. Chyu [60] studied a case in which
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Figure 5.6: HTC comparison on the pin surface with endwall [60].

both pin and endwall wall were thermally active. He found that the heat

transfer has a range from 10% to 20% at pin as compared with endwall

for different geometric feature(S/D = X/D = 2.5 and H/D = 1.0) and

Reynolds number (5, 000 ≤ Re ≤ 25, 000 ). The following fig 5.6 shows

the comparison of the HTC on the pin surface for both his previous and

present studies.

Li studied [64] heat transfer phenomena of elliptic pins. He found out

that the difference at the lower Reynolds numbers is quite large but with

the increase of Re the difference decreases quickly. For example, for more

compact array, Pin Nusselt number is about 22.6% higher than endwall

Nusselt number at Re=1500 but only 2.24% at Re=7000 (fig 5.7). Yeh

and Chyu (1998) studied heat transfer taken place in staggered pin fin
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(a) (b)

Figure 5.7: (a)Configuration of elliptic pins and their arrangement
(b)Comparison of heat transfer rate between pin fins and endwall [64].

arrays[65]. They studied the heat transfer of the pin as compared to

endwall for H/D = 1 − 2.8 and ReD = 9000 − 29000. They find that

the heat transfer on the pin is greater than endwall from 1 to 10 % for

H/D = 1 pins while for H/D = 2.8 pins it is from 10 to 20 % (fig 5.8).

Other researcher like cunha(2006) [66] and Lyall et al.(2011) [67] also find

out the pin fins have higher heat transfer than endwall.

Even so it is not easy to make any conclusion regarding heat transfer at

pin vs endwall from the literature review. Different opinions are developed

which depends upon the geometry, the boundary condition and also the

experimental setup employed to retrieve the data. But still mostly people

find that heat transfer phenomena at pin is higher than endwall from 10%

to 30%.

For this study it has been evaluated as reasonable to impose a 20% higher

HTC on the pin with respect to the endwall. We considered a equivalent

heq on the pin area which will be 20% higher than the endwall as shown

in the fig 5.9. Such condition will be imposed at the first 3D HTC value

derived from the LTCM from the data obtained with IR camera. The

fig 5.10 shows the LTCM HTC which will be also used in vane FEM

procedure as a boundary condition. To make the data dimensionless the

XYZ axes are divided by Dref which is the diameter of the impingement

hole while HTC value is divided by have LE which is the average HTC

value on LE of the vane.
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Figure 5.8: Pin vs Endwall for H/D = 1− 2.8 [65].

Figure 5.9: Equivalent heat transfer on pin area

5.2.2 Camera view limitation

Figure 5.11 shows the external surface temperature obtained with

3D mapping procedure from the IR camera data and the internal HTC

LTCM distribution of the vane. It can be noticed that the area where

temperature is actually measured does not cover the whole internal surface.

Since heat transfer data needs to be known in every internal location in

order to provide a proper boundary for the FEM, data in the regions

falling outside of the measurement range need to be extrapolated. The

area on the bottom and top of the van which is highlighted green in the

fig 5.11 are covered with fillet from external side, that is why the camera

could not records the external surface temperature of this region. On

the other hand, the grey area is the channel slot opening from where the

coolant exhausted so camera readings were not more reliable there. As
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Figure 5.10: Internal HTC distribution of the vane obtained with LTCM
approach

we already mentioned that HTC distribution will be extrapolated in these

area, which may not the represent the reality. So from now on we will

colored the values in this region with grey, so that it can be differentiate

from the reliable data as example it is shown in the fig 5.12.

5.2.3 Final results

As discussed before in section 2.1.3 the fluid model method worked on

the simple geometries cases but as we move to more complex geometries

it doesn’t provide reliable results. The reason is the fluid model inability

to predict the correct coolant temperature at some region i.e. at LE,

which results into diverging iterated HTC values. Therefore we introduced

regression which provided more reliable and converging results as compare

to fluid model.

Regression as described in section 2.2 requires to divide the whole thermal

transient test duration (32 seconds) in further sub-steps. For first case (

Re = 8796) each sub-step will be of 4 second duration and the total number

of sub-step will be eight but we will excluded the results of first sub-step

because some seconds are required to allow the flow to settle. FEM
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distribution 

Values in the green and grey area are 
extrapolated 

Figure 5.11: External surface temperature map vs internal LTCM HTC
distribution

model of the vane is implemented for each 4 sec duration with boundary

conditions like initial temperature, external convection, radiation , initial

LTCM HTC and coolant temperature measured with thermocouples

insert at the inlet of the vane. Some of these boundary conditions like

initial temperature, initial LTCM HTC and coolant temperature will

be obtained from the experimental part. At the end, the FEM output

external surface temperature(TFEM ) will be compared with the surface

temperature (TExp) recorded by IR. If the initial LTCM HTC represents

the reality both will be same otherwise we have to iterate the HTC using

procedure already mentioned in section 2.1.2 until convergence between
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Figure 5.12: LTCM HTC distribution with masking the data of unreliable
area with grey color

TFEM and (TExp) is reached. From that final internal HTC distribution

the heat flux q is calculate using the equation q = h(Twall − Tair).

This whole process was repeated for each sub-step implementing FEM

with boundary conditions obtained at that step, comparing the output

results with experimental one until convergence was achieved. At the

end of the all sub-steps we have corresponding Twall and q for each sub-

step. By plotting this q value against Twall for each point of the vane’s

internal duct and using linear regression the HTC value can be retrieved.

Considering a constant fluid temperature and a variable wall temperature,

q vs Tw or q vs (Tw − Tf ) can be fitted within lines of same slope. As a

consequence, it is possible to retrieve the value of h from local heat flux

and wall temperature only, since the knowledge of flow temperature is

not needed. Moreover, in this case adiabatic wall temperature can be

obtained by extrapolating the linear relation to zero heat flux [68].

In general terms, it can be directly verified from equation (q = h(Twall −
Tair)) that the error introduced on HTC estimation by approximating

the flow temperature as constant along a given time step is equal to
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∆Tf/∆Tw, e.g. the wall temperature variation needs to be at least 20

times larger that the flow temperature one to retrieve a HTC value with

less than 5% difference with respect to the correct one. An example of the

y = 800x - 20000

y = 1000x 

0

50000

100000

150000

200000

0 100 200 300

q
 [

W
/m

2
]

T [°C]

q vs Tw

q vs (Tw-Tf)

y = 1000x - 25000

y = 1000x

0

50000

100000

150000

200000

250000

0 100 200 300
q

 [
W

/m
2
]

T [°C]

q vs Tw

q vs (Tw-Tf)

0

50

100

150

200

250

300

0

50000

100000

150000

200000

250000

0 50 100

T
 [
°C

]

q
 [

W
/m

2
]

t [s]

q [W/m2]

Tw [°C]

Tf [°C]

0

50

100

150

200

250

300

0

50000

100000

150000

200000

0 50 100

T
 [
°C

]

q
 [

W
/m

2
]

t [s]

q [W/m2]

Tw [°C]

Tf [°C]

(a)

(b)

Figure 5.13: Effect of fluid temperature on the regression result

error introduced by neglecting flow temperature variation is illustrated in

fig 5.13, where linear regression is carried out for a sample HTC value

of 1000W/m2K using synthetic Tw and Tf evolutions. In particular, fig

5.13(a) reveals that a constant flow temperature(Tf ) has no effect on

the HTC value because performing regression using Tw or (Tw − Tf )

will provide same slope. But a variable flow temperature will produce a

different results as demonstrated by fig 5.13(b).

Retaining the fluid model If the estimated fluid temperature varia-

tion during the test is comparable to wall temperature then it is necessary

to evaluate it’s evolution in space and time. A meaningful way of finding
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the flow variation is to introduce a fluid model inside the test article

as same as discussed in chapter 2.1.2. By taking in account the inlet

temperature and flow rate it must provide flow temperature at every

location. In this, such flow model can be fed with the local heat fluxes

provided by the FEM simulations at every time step, which correspond

to the energy actually transferred from the solid to the fluid. From

zero-dimenional model to full transient 3D CFD complex models are

suitable for this purpose, however using just simple model which based

upon energy balance can provide satisfactory results. In particular, given

that the mass flow rate in every section of the component is known, the

internal heat transfer surface can be divided into sectors, each with a

single inlet and a single outlet for the flow. If the wall heat flux and the

inlet flow temperature Tin are known, energy balance allows to retrieve

the outlet flow temperature Tout of the sector:

Tout = Tin +

∫
S
qdS

mcp
(5.1)

where S is the sector heat transfer surface, cp is the flow specific heat

capacity and m is the mass flow rate of the sector. The spatial resolution

of temperature can be improved by decreasing the size of a single sector.

Applying this model to the whole internal surface at a given time step,

starting from a measured inlet temperature for the test article, provides

a bulk temperature value Tf for the flow in every location, thus allowing

to retrieve the correct Tw − Tf difference to be employed for the linear

regression and so to obtain the right local HTC value. The procedural

flowchart of the whole method is demonstrated in the fig 5.14. Figure

5.15(a) shows the heat transfer distribution acquired by applying the

proposed technique to the investigated vane. As discussed before, using

the current setup a reliable measurement of surface temperature in only

possible on the vane itself, while no useful data is available neither for

the hub and tip platforms nor for the filleted regions connecting the

platforms to the van. As a consequence, the inner surfaces lying inside

the hub and tip platforms are not included in the analysis. The terminal
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Figure 5.14: Procedural flowchart which combine fluid model with
regression

part of TE ducts is also excluded, since in this region heat transfer

can be significantly affected by spurious effects (e.g. forced external

convection related to the entrainment of the surrounding air) and by the

aforementioned compressibility effects along the ducts themselves.

The obtained results enable us to notice the heat transfer magnitude and

pattern which is associated with the various features of the internal cooling

scheme, also achieving a magnified resolution. Particularly, considering

LE region it can be observed that the largest heat transfer values are

found along a thin area aligned with the axis of the vane, located close to

the actual LE of the vane. This feature could identify the region where

impingement jets are not affected by crossflow, i.e. by the spent coolant

flow from upstream impingement holes [69].

Coherently with this supposition, heat transfer perpetually decreases

moving towards the TE, up to half the nozzle chord: in this region,
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Figure 5.15: Heat transfer distribution obtained for the maximum Re
value

impingement jets are expected to be deflected by the upstream crossflow,

which grows stronger along the discharge direction . This phenomenon

also provides a possible explanation to the fact that heat transfer is larger

on the pressure side with respect to the suction side. In fact, starting

from the high heat transfer region and moving along the vane internal

surface, a longer path is required to reach the midchord region passing

from the suction side with respect to the pressure side: this may lead to

a larger crossflow effect for the impingement holes on the suction side,

and thus to lower heat transfer values. A drop in heat transfer values
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appears to be present in between the impingement and pin fin regions

(particularly visible on the suction side), which may be attributed to the

sudden enlargement in passage section and to the absence of turbulence

promoters. Considering the pin fin region, an opposite trend is recorded

with respect to the impingement region, since heat transfer appears to

strongly increase moving towards the trailing edge. This phenomenon

is likely due to the converging shape of the vane, which progressively

decreases the passage area and thus leads to larger flow velocities. The

trend is confirmed in the visible area of the TE discharge ducts, where the

largest heat transfer magnitude of the whole cooling system is recorded.

Given the employed measurement technique, the influence of the fluid

model on heat transfer results increases moving from the inlet to the

outlet of the geometry: in this case, it can thus be expected that the

pin fin region and especially the TE ducts are particularly affected. As

stated above, in the present case obtaining Reynolds number similarity

in close-to-ambient conditions leads to a strong flow expansion at the

exit of the TE ducts, which may induce relevant compressibility effects

and in turn make the estimation of the recovery temperature challenging.

Moreover, it is expected that the flow expansion may cause a significant

air temperature drop, thus increasing the heat removal and strongly

decreasing the wall temperature.

This results is compared to the one which is obtained without the use of

fluid model, considering a constant flow temperature (5.16). Looking to

the results the region where there is not such variation of flow temperature

we find similar Nu distribution i.e. LE, SS and PS impingement box

region. But as move towards the pin batteries region where the variation

in the flow temperature increase, the difference between both of them

become larger. The Nu value in the case of regression which consider fluid

temperature variation is higher in this region than one which consider

constant flow temperature.
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Figure 5.16: Nu distribution obtained by regression considering variable
flow temperature (a) and constant flow temperature (b)

5.2.4 Effect of Reynolds number

To find out the effect of the Reynolds number of Nu we selected the

remaining test cases which are Re = 6145, Re = 4082 and Re = 2031 .

The same methodology will be followed as first case just changing the

mass flow rate representing each case. We know the decrease of mass flow

rate will effect the overall heat transfer, it will take more time to reach a

certain vane external surface temperature during the thermal transient.

As already mentioned that the whole thermal transient is divided into

eight sub-step each of 4 second duration i.e. Re = 8796 case. At the end
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Figure 5.17: Nu distribution of SS and PS of the vane for all test cases
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of the thermal transient(32 second) we achieved a certain vane external

surface temperature. Now if want to achieve the same vane external

surface temperature for other cases at the end of thermal transient we

have to increase the total time duration of the thermal transient, 40

second for Re = 6145 case, 56 second for Re = 4082 case and 92 second

for Re = 2031 case. By keeping the same number of the sub-step for all

case, each sub-step duration must increase to 5 second, 7 second and 12

second for Re = 6145 case, Re = 4082 case and Re = 2031 case. This is

the only condition which is changed as compared with first case. The HTC

for all the cases shows same overall distribution pattern as demonstrated

by the fig 5.17. As we move towards the lower mass flow rate the HTC

value decrease.

5.2.5 Comparison with literature data

The final result is compared with correlation which were taken from

the open literature([70], [71]). The internal cooling network was appropri-

ately modeled through BANKS solver where correlations from the open

literature were used. The model implements dedicated models for each

impingement, pin-fin and channels slots, based on correlative approach.

Impingement models are solved using pressure losses and heat transfer

coefficient correlations developed by Florschuetz et al. [69], pin-fin using

Faulkner [20] and Metzger et al. [19] correlations, Goldstein [72] adiabatic

effectiveness formula is used for the trailing edge slot cooling.

A direct local comparison with experimental data is possible by plotting

the data from the correlations on the internal surface of the vane, which

is performed in fig 5.18 for a sample test (Re=6145). It can be noticed

that the obtained results fit satisfactorily with the correlation values. In

particular, both experimental and predicted distributions present a thin,

vertically elongated region of large heat transfer at the leading edge, and

the location of such region is the same for the two approaches. Considering

the front region of the vane, in both cases a slightly increasing trend is

retrieved for heat transfer moving from the tip to the hub. Values are

also very similar in this region. Moving towards the trailing edge, a
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Figure 5.18: Comparison of experimental (up) and correlation data
(down) for Re=6145 test

decrease in heat transfer values is retrieved in both cases at the end of the

impingement region, even if its magnitude on the pressure side is different

between experiment and correlation. Finally, both approaches provide an

increasing trend moving along the pin rows towards the discharge ducts,

even if the magnitude of such growth is larger for experimental data.

A quantitative comparison between predicted and measured values can

be retrieved if data is directly compared for a series of points: this is

carried out in fig 5.19 for the points indicated in fig 5.18 and for the

different investigated Re values. The charts of fig 5.19 reveal that a
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reasonable agreement is present between experimental and correlation

data in different locations of the leading edge region throughout the whole

investigated Re range: in particular, similar values are obtained in both

the high (point 1) and low (point 2) heat transfer regions. Comparable
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Figure 5.19: Comparison of experimental and correlation data in specific
locations

values are also retrieved in the region of low heat transfer in between the

impingement and pin fin zones (point 4). On the other hand, if a spot

closer to the trailing edge is taken into account (point 3) the agreement

seems to depend upon the Re value: in particular, similar values are

obtained for low Re values, while correlation and experimental data tend

to diverge as Re increases. A possible interpretation of this discrepancy

can be related to the compressibility effects which are likely to occur in

these regions: in fact, as already reported large Mach number values may
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be present in the final part of the cooling system, which may affect the

air temperature evolution and thus alter the measurement in this region.

On the other hand, the employed correlations do not take into account

the effects of flow Mach number, and thus the calculated result may not

be totally reliable in these conditions. This interpretation is confirmed

by the fact that the agreement is better for low Re values, where lower

Mach numbers and thus less intense compressibility effects are expected.

5.3 Fault detection

The qualitative analysis of the any internal cooling network of a vane

is based upon the measurement of internal HTC. HTC is the direct

suitability check of any cooling scheme, if there is any fault in the internal

cooling network i.e blockage of a channel slot or a impingement hole

it’s effect must be observed in the HTC measurement. The tested vane

has no visible fault which can be evidenced from the HTC measurement

discussed in the above section. But to test that our HTC measurement

procedure has ability to detect any fault, we self-induce three types of

fault separately, half of total channel slots blocked, two channel slots

Aluminum 
strips

Figure 5.20: Vane with half channel slots blocked

blocked and three impingement holes blocked and tried to find out the
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effect of these faults on HTC measurement. In the following section we

will discuss these three faults and their effects on HTC one by one.

Decreasing the color map to highlight the blocked channel slots 

Nu_Half slots blocked Nu_Unblocked
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Figure 5.21: Nu distribution for half channel slots blocked and unblocked
channels slots

5.3.1 Half channel slots blocked

We blocked half the channel slot at TE with help of two aluminum

strips as shown in the fig 5.20. The two screws forces the strips against the
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vane channel slots with high temperature silicon paste applied between

them. Silicon paste can stand upto 300 ◦C and can stop any leakage. We

will repeat all the step of the procedure as the previous cases. The final

results are obtained and compared with the unblocked channel slots case.

In fig 5.21 the Nu Unblocked represents the result which we obtained

where no channel slots were blocked while Nu Blocked represents where we

blocked half of the channels slots. It must be remembered that these maps

are upside down as compare to the vane picture with blocked channels

slots shown in fig 5.20. The color scale is decreased so that the difference

between them can be easily differentiate. As from the figure this difference

is very visible: the Nu in the blocked channels slots region is very lower

as compare with un-blocked case. As there is no coolant flow in this

region so there will be very little heat transfer phenomenon, Nu value

almost close to zero and not negative are expected. On the base of these

results we can deduce that our HTC measurement methodology has the

capability of detecting any fault in the cooling scheme. As in this case

we blocked half of the channel slots (10 slots) but what if we want to

block less slots than this i.e. 2, did our procedure will able to detect such

smaller fault. For this purpose we did another experiment of blocking

only two channel slots which will be discussed in the next section.

V shape Aluminum 
strips

Figure 5.22: Vane with 2 channel slots blocked
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5.3.2 Two channel slots blocked

Using the same concept of blocking the channels slot with two alu-

minum strips as previous case, but in this case it is smaller and V shaped

which is demonstrated by the following fig 5.22. We were able to get

𝑵𝒖

𝑵𝒖𝒂𝒗𝒆_𝑳𝑬
[-]

Decreasing the color map to highlight the blocked slots 
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𝑵𝒖

𝑵𝒖𝒂𝒗𝒆_𝑳𝑬
[-]

Nu_2 slots blocked Nu_Unblocked

Decreasing the color map to highlight the blocked channel slots 

Figure 5.23: Two channel slots blocked vs Unblocked

observable different Nu distribution in the two blocked channel slots. Fig-

ure 5.23 demonstrates the results obtained and analyses this against the

un blocked case. To show a more meaningful comparison the figure shows

clear difference in the Nu at the blocked slots. This prove sensitivity
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of procedure to detect smaller and smaller possible faults in the vane

internal cooling scheme.

5.3.3 Impingement holes blocking

As in the previous cases we introduced a external fault i.e blocking

channels slots. Let induce a internal fault just by applying a thermal tape

on three holes of impingement box which is placed inside the vane. The

thermal tape has the ability to stand against a temperature range upto

300 ◦C which serve our purpose. The area where the impingement holes

are blocked have Nu distribution which is very lower than the unblocked

one. This region is highlighted by red circle in the fig 5.24, where we

observe the difference of Nu distribution . We can detect any type of

fault in this vane or any other geometry. Our main goal of this work was

to have a procedure which can measure the heat transfer coefficient of

real geometry and can detect any fault on the base of these measurement.

Impingement holes blocked Nu_Unblocked

𝑵𝒖

𝑵𝒖𝒂𝒗𝒆_𝑳𝑬
[-]

Figure 5.24: Nu distribution in case of three Impingement holes blocked
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5.4 Uncertainty analysis

An estimation of measurement uncertainty for complex postprocessing

techniques can be obtained by performing a sensitivity to the outcome

of the procedure to the uncertainty of the single inputs [50], [73]. In

the present case, this was obtained by adding to each input parameter

the corresponding uncertainty and comparing the obtained result with

the undisturbed one. The result of such analysis is summarized in Table

5.2. The contribution is split in between LE and TE region to highlight

the effect of the fluid model, which amplifies the contributions of those

parameters involved in the calculation of local flow temperature. The

Table 5.2: Contribution to uncertainty on Nu

Parameter Uncertainty
Typical contribution
to Nu uncertainty
LE region TE region

Tw 0.6K 3% 5%
Tf 0.6K 0.5% 2%
m 0.5% - 8%
hext 15% 4% 4%
t 0.5s 0.8% 3%
k 5%s 2% 2%

ρ− c 5% 5% 15%

single contributions can be combined using a quadratic error propagation

model εtot = (ε21 +ε22.....ε
2
n)0.5 , thus retrieving an estimation of the global

error on Nu related to the input uncertainty. A sample outcome of such

analysis is reported in Figure 5.25 for the Re=4082 case. The distributions

reveal that, as expected, the largest uncertainty values occur in the noisy

regions, which can be easily identified in the heat transfer maps (see

Figure 5.17): in fact, in these zones the values are mostly driven by local

numerical and convergence instabilities. Apart from these regions, an

increasing trend is visible moving towards the TE, i.e. as the effect of fluid

model on heat transfer increases. In particular, values around 7-8% are

common on the LE region, which grow up to 20% for the last rows of pin
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Figure 5.25: Local uncertainty for Re = 4082 case

fins. Considering also noisy regions, the average value of uncertainty for

the present case is 16%. Since heat transfer increases with Re while the

magnitude of most uncertainty contribution is constant, smaller overall

uncertainty values can be expected for the larger Re cases and larger

values for the lower Re case.

5.5 Concluding remarks

In this chapter we extend our proposed methodology to a real geometry

BH’s engine nozzle vane with internal cooling scheme which consists of

impingement, pin fin and channels slots. We replicated the actual engine

condition on test rig and perform experiments with four different flow

rates cases starting from Re = 8796 case. The obtained were compared

with the correlation results provided by the Industrial partner and pro-

vide a reasonable relevance with them. Then we extent our proposed

methodology for detecting any fault in the cooling scheme of the vane.

We were able to detect some controlled faults and found out that the

procedure is sensitive to any size of fault smaller or larger etc.
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A nondestructive procedure is developed, which is used to measure

the internal convective HTC of real gas turbine cooled geometry, the

technique is based upon Nirmalan [48] approach. Geometry is heated

up to a known temperature inside an oven, than a coolant is introduced

inside it to induce a thermal transient. An IR camera is used for retrieving

the external surface temperature of the geometry during this thermal

transient. Then a FEM of the same geometry is performed with boundary

conditions like initial temperature of the geometry, coolant temperature

during the transient and initial convective internal HTC, which is obtained

from the recorded experimental data during the thermal transient using

LTCM approach. The thermal transient duration will be same for both

experimental transient and FEM: this duration depends upon the mass

flow rate of the coolant and geometry features. The external surface

output temperature of the geometry obtained at the end of FEM thermal

transient (TFEM ) will be compared with the experimental one (TExp). If

the initial HTC obtained with LTCM represents the reality, than both

outputs will be the same, otherwise an iterative scheme will be used to find

the correct value. The HTC iteration is performed with secant method

which uses the previous HTC iterations and temperature difference at

these iterations. The iteration will continue until the temperature differ-

ence convergence to an already established value i.e. root mean square

value of temperature difference must be less than a fixed value.

The coolant temperature during the thermal transient is constantly up-

dated with the help of the fluid model, which calculates the coolant

109
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temperature inside the geometry. This fluid model uses the temperature

of the coolant at the inlet of the geometry (measured with thermocouples),

geometry wall temperature and mass flow rate for calculating the coolant

temperature inside the geometry. This model is based upon the energy

balance phenomenon, which is implemented section by section of the

geometry. Using this model for a simplified geometry provides reliable

results, but as we move to more complex geometry some issue may raise

because it is based upon very simple energy balance approach. It doesn’t

provide more reliable and accurate coolant temperature value at some

region of the geometry, which makes the temperature difference(TFEM -

TExp) value very high in these region. As already stated that we use

secant method for iterating HTC which use this temperature difference

values. Using these value will cause the divergence of HTC value in these

regions.

To solve this issue an updated version of Nirmalan [48] approach is in-

troduced, which we is refereed as regression method. It is different form

the previous approach (named fluid model method) by two aspects: one

is that the total transient duration is subdivided into sub-step and the

comparison between the geometry external surface temperature is per-

formed at the end of each sub-step (not at the end of total transient)

and the second one is that the FEM solution is no more coupled with

the fluid model, thus obtaining more robust convergence. Our target

variable will be heat flux q in this case ( not HTC as previous case). We

will retrieve time-dependent internal heat flux q and wall temperature

Twall distributions in order to obtain the same external temperature as

in the experiment. The final HTC value for whole transient duration

is calculated by plotting all these sub-step heat fluxes and temperature

values for each location of the geometry and then using linear regression.

So to develop our proposed methodology we started from a baseline sim-

ple geometry and then move to more complex geometries. The baseline

geometry is a circular duct which has 10 mm internal diameter, 12 mm

external diameter and 235 mm length. The duct’s axisymmetric nature (so

comparison of the external surface temperature along one axis is sufficient)



Conclusions 111

and the availability of related literature data are the reasons behind its

selection. Since the geometry is simple the first methodology provided

reasonable results. We performed a number of tests with different Re

number i.e. 25,000, 50,000 and 75,000. For each case, the results differ

from the values obtained by correlation by less than 3%. An uncertainty

analysis is carried out which results uncertainty of ±5 % in the measured

data.

The second case we consider for experimentation is a blade with U-bend

internal channel, which is built by extruding the midspan profile of a

first stage rotor blade with a reduction scale factor of 1.5. This geometry

is not axisymmetrical, so full surface temperature comparison will be

required. Some addition will thus be required to the procedure: the

first one is that we need to have a full view of the external surface of

the geometry during the transient test. This is achieved with one IR

camera which focus on LE while seeing PS and SS through two aluminum

surface mirrors. The IR recorded image is of 2D nature, thus it needs

to be converted to 3D using 3D-mapping scheme, which is our second

addition. This 3D external surface temperature of the geometry will be

compared with with FEM output at the end of thermal transient test.

The remaining procedure will be same as in the case of baseline geometry,

starting with initial LTCM HTC and then iterate HTC until convergence

between TFEM and TExp is reached. As the previous case we will perform

different tests by considering different Re number and will notes their

effect on the internal convective heat transfer coefficient. The results are

compared with correlation by considering a average value at a selected

region of the the U-bend internal channel close to LE.

After the development of the proposed methodology on some baseline

and less complex geometries, we moved to more a complex geometry i.e.

a cooled high-pressure vane of a Baker-Hughes heavy-duty gas turbine.

Since the geometry is taken from real engine environment, so some modi-

fication in the test rig is required to fix the geometry on test rig stand. In

this case, regression method was employed since the fluid model method

was not able to provide converge HTC evolution 2.1.3.
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As mentioned before the HTC value will be retrieved from q and Twall or

Twall − Tair. As long as the Tair is constant linear regression will provide

same HTC value by plotting q against Twall or Twall − Tair because in

both case we have linear same slope lines. But if the Tair is not constant

then it will affect the final HTC value. This effect will be more visualized

in the region close to TE where Tair is changing a lot. Now to solve this

issue the fluid model is retrieved again just for find Tair variation inside

the geometry and performing the regression method with the already ob-

tained q , and Twall−Tair for each sub-step. The HTC results will not be

affected much in the region where Tair is constant but will have different

values where Tair is variable as compared to previous regression(which

consider constant Tair) results.

The results is compared to expected heat transfer values obtained from

literature data, to assess the reliability of the analysis. The internal

cooling network was appropriately modeled through BANKS solver where

correlations from the open literature were used. It is noticed that the

obtained results fit satisfactorily with the correlation values.

The proposed methodology is meant to measure HTC performance of real

gas turbine cooled geometries, which can be also used for the detection

of some faults in the internal cooling scheme of this geometry. Since

the tested vane has no faults some controlled faults are introduced to

evaluate this procedure for their detection. Three types of faults are

considered: half channel slots blocked, two channel slots blocked and

three impingement holes blocked. In each case the heat transfer measure-

ment obtained with our procedure significantly identifies the region where

the fault occurs, which also proofs the sensitivity of our procedure for

detecting any fault of any size.

Hence, the present work provides a heat transfer measurement method-

ology for actual gas turbine cooled geometry. This can be considered a

suitable technique to investigate complex internally cooled components,

as well as to perform a preliminary verification for real hardware de-

vices in order to identify internal defects and their effect on the cooling

performance.
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