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Abstract— Speckle tracking echocardiography (STE) is a 

clinical tool to non-invasively assess regional myocardial function 

through the quantification of regional motion and deformation. 

Even if the time resolution of STE can be improved by high frame 

rate (HFR) imaging, dedicated HFR STE algorithms have to be 

developed to detect very small inter-frame motions. Therefore, in 

this paper, we propose a novel 2D STE method, purposely 

developed for HFR echocardiography. The 2D motion estimator 

consists of a 2-step algorithm based on 1D cross-correlations to 

separately estimate the axial and lateral displacement. The method 

was first optimized and validated on simulated data giving an 

accuracy of ~3.3% and ~10.5% for the axial and lateral estimates, 

respectively. Then, it was preliminary tested in-vivo on 10 healthy 

volunteers showing its clinical applicability and feasibility. 

Moreover, the extracted clinical markers were in the same range 

as those reported in literature. Also, the estimated peak global 

longitudinal strain was compared with that measured with a 

clinical scanner showing good correlation and negligible 

differences (-20.94% vs -20.31%, p-value = 0.44). In conclusion, a 

novel algorithm for STE was developed: the RF signals were 

preferred for the axial motion estimation, while envelope data for 

lateral motion. Furthermore, using 2D kernels, even for 1D cross-

correlation, makes the method less sensitive to noise.  

 

 
Index Terms—Speckle tracking, high frame rate imaging, 

echocardiography, simulation, in-vivo images. 

I. INTRODUCTION 

Cardiovascular diseases are a major public health problem 

and their diagnosis relies on a clinical examination that can be 

challenging. Studies suggest that the assessment of left-

ventricular (LV) myocardial function, i.e. the ability of the heart 

muscle to develop force, for example in patients with suspected 

heart failure, could lead to more effective diagnosis and 

treatment [1], [2]. In clinical echocardiography, it is mainly 

assessed by LV ejection fraction (LVEF). Nevertheless, in the 

last decade, myocardial deformation imaging, that measures 

shortening and lengthening of the cardiac muscle throughout 

the heart cycle, have been introduced to assess regional strain 

and strain rate [3]–[7]. Among the techniques proposed so far, 

two have dominated the research arena of echocardiography: 

Tissue Doppler Imaging (TDI) and Speckle Tracking 
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Echocardiography (STE). The TDI operates on relatively high 

frame rates (but on a limited field of view) and uses the phase 

shift between consecutive echoes to extract the tissue velocity 

through an auto-correlation algorithm [8], [9]. The estimated 

values are then displayed in a color overlay on the B-mode 

image. The major advantage of TDI is that velocity and time 

interval measurements have excellent temporal resolution and 

the assessment of peak tissue velocities are sufficiently 

reproducible. Unfortunately, TDI is angle dependent. 

Moreover, measured strain and strain rates can be noisy and 

present artifacts. As such, this approach requires much more 

experience and can be labor intensive [10]–[13]. On the other 

hand, STE provides angle-independent strain measurements 

which are also reasonably accurate [14]. Current STE 

algorithms are mainly based on: block matching [15]–[17], 

optical flow [18], [19], and elastic registration [20]–[22]. 

However, since STE is based on standard B-mode imaging, it 

operates at low frame rates (FR), typically lower than 80 Hz. 

Although the mentioned frame rates are sufficient to visualize 

motion (in real-time), they only describe cardiac kinematics in 

a very rough way. However, time-dependent parameters, such 

as velocity and strain rate (SR), require finer time-resolution 

and, hence, higher frame rates (>100Hz) [23], [24]. Especially, 

when evaluating patients with higher heart rates or if short-lived 

events (isovolumetric phase, diastole) need to be tracked, 

undersampling becomes an issue [13], [23]. For the above 

reasons, STE is mainly recommended for systolic strain 

measurements [25], [26]. 

Lately, advanced imaging techniques have been developed to 

achieve high frame rates (HFR) and may enable STE to track 

rapid cardiac events. HFR imaging approaches can be 

categorized in two groups: those based on focused waves, 

consisting of the simultaneous transmission of multiple focused 

beams into different directions [27]–[31]; and those based on 

the transmission of defocused waves, i.e. diverging or plane 

waves, together with massive parallel beamforming and 

coherent compounding in reception [32]–[35]. Nevertheless, 

since the above-mentioned STE algorithms operate at low 

frame rates, they cannot be directly applied to HFR imaging as 

inter-frame motion becomes very small. Therefore, recent 

studies had reported initial findings on motion estimation on 
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HFR data sets. Grondin et al. [36] showed that image 

compounding of several diverging waves improves image 

contrast, resolution, and as a result the accuracy of motion 

estimates. However, these authors did not optimize the settings 

of the motion estimator for the resulting HFR data sets. Joos et 

al. [37], by exploiting a motion-compensated HFR scan 

sequence, presented promising STE results, which were similar 

to those obtained with clinical scanners. They also focused on 

the impact that different interpolation functions have on 

subpixel accuracy of STE. However,  which methodology is 

better used in practice still remains an open point.  

In this paper, we made use of DW compounding led by the 

findings of Grondin et al. However, we went a step further in 

the sense that we benchmarked the tracking algorithm and tuned 

it to get optimal performance. Hereto, we propose a novel 2D 

STE method, purposely developed for HFR echocardiography, 

based on 1D cross-correlation for both axial and lateral motion 

estimation. HFR images were obtained by the coherent 

compounding of images reconstructed from the transmission of 

6 diverging waves, as suggested in [36]. The performance of the 

new approach was optimized by a thorough simulation study. 

In particular, different kernel sizes were tested and their impact 

on the accuracy of the estimates was estimated for different 

signal-to-noise ratio (SNR) levels. Subsequently, the method 

was tested in-vivo on 10 healthy volunteers. Then, estimated 

Global Longitudinal Strain (GLS) values were compared to 

those obtained with a commercial system, while SR clinical 

markers (i.e. peak values) were compared to the values reported 

in the literature. 

The paper is organized as follows: section II reports the 

simulation and in-vivo setup and presents the proposed 

framework and optimization process. Section III shows results 

obtained for both numeric heart models and in-vivo 

acquisitions, which are further discussed in section IV. Finally, 

conclusions are drawn in section V. 

II. METHODS 

A. Imaging Setup 

The same imaging setup was implemented in both 

simulations and experiments. It was based on the 64-element 

phased array probe P2-5AC (Samsung Medison, Seoul, South 

Korea) which has 60% bandwidth centered at 3.5 MHz and a 

0.22 mm pitch. The excitation pulse was a single cycle bipolar 

pulse at 3.5 MHz (duty cycle = 77%) and its amplitude was set 

to 60 V (for experiments only).   

High frame rate imaging was based on the transmission of 

diverging waves. They were transmitted from 21-element wide 

sub-apertures. The virtual sources were placed behind the sub-

aperture center at z=−2.42 mm, thus achieving an aperture angle 

2α=90°, see Fig. 1. Specifically, each frame was reconstructed 

using delay-and-sum method as the coherent compounding of 

the images obtained by the transmission of 6 diverging waves. 

They were shifted on the x-direction in a triangle transmit 

sequence and to covered the whole aperture of the array. Hence, 

the x-coordinates of the virtual sources were −4.95, −1.21, 2.53, 

4.29, 0.55, −3.19 mm, respectively. This triangle layout was 

used to avoid bias in Doppler motion estimates as 

recommended by Poree et al. [38]. The above transmission 

scheme was preferred to tilting diverging waves generated by 

the full aperture since it produced better images, as shown in 

[39]. Final compounded frames consisted of 144 lines covering 

a 90° wide sector over a maximum depth up to 13 cm sampled 

at 25MHz frequency. 

B. Simulation Setup 

The imaging setup was implemented in Field II [40], [41]. A 

pulse repetition frequency (PRF) of 5 kHz was used when 

scanning 3D electromechanical models of the LV from an 

apical view. These models are available online [42] and provide 

realistic texture and image features. Every model consists of a 

3D cloud of point scatterers, mimicking the local tissue 

echogenicity by an assigned scattering amplitude. This point 

cloud is moved according to the electromechanical simulations. 

However, since the provided positions of the scatterers are 

sampled at 30 Hz, they were interpolated to 5 kHz using cubic 

splines for the purpose of this work. One healthy and four 

ischemic models were considered, corresponding to: a distal 

and proximal occlusion of the Left Anterior Descending artery 

(LADdist and LADprox, respectively); an occlusions of the 

Right Coronary Artery (RCA) and the Left Circumflex (LCX) 

[42].   

The sensitivity of the method to noise was tested with four 

different SNRs (+∞, 20, 15 and 10dB) by adding white 

Gaussian noise to the post-beamformed data. Specifically, since 

there was no attenuation present in the simulation, SNR was 

computed on the whole image from the spectral density after 

filtering both signal and noise. After calculating it within the 

bandwidth of the transmitted signal, the average SNR was used. 

C. In-vivo protocol and setup 

Images were acquired by an expert cardiologist in agreement 

with the protocol approved by the local ethical committee. 

Briefly, participants signed the consent form and lay supine on 

the examination bed for a few minutes. Then, blood pressure 

and heart rhythm were recorded. Apical 4-chamber view 

 

Fig. 1 The reference system and the speckle tracking kernel are defined by 

the sector scan angle (2α), width (W), height (H) of the kernel as well as 

radial distance (𝜌) and elevation angle (𝜃).    
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images were acquired: first, with a reference clinical scanner 

(Vivid E95, GE Healthcare, Horten, Norway) set in standard 

cardiac B-mode and connected to phased array probe (M5Sc); 

then, with the High channel Density Programmable Ultrasound 

System based on consumer Electronics (HD-PULSE) [43] 

connected to P2-5AC probe and working in HFR mode, as 

described in section IIA. To ensure fair comparison between 

machines, the cardiologist tried to acquire the most similar 

views with both machines, however some discrepancy might be 

present. Raw channel data were acquired for 2s and post-

processed in Matlab (The MathWorks, Natick, MA), while the 

data captured with the clinical system was processed in 

EchoPAC (GE Healthcare, Horten, Norway) in order to extract 

the reference values of GLS.  

The protocol described above was used to scan 10 young, 

healthy volunteers: 6 men and 4 women with an average age of 

29±4 years. Their systolic (119±10 mmHg) and diastolic 

(64±10 mmHg) blood pressure, heart rate (69±11 bpm) and 

body mass index (23±2 kg/m2) were in normal range.  

D. 2D motion estimator 

The 2D motion estimator consists of a 2-step algorithm based 

on 1D cross-correlations to separately estimate the 

displacement along and perpendicularly to the beam direction; 

hereinafter, they will be referred to as axial (𝐷𝐴𝑥(𝜌, 𝜃)) and 

lateral (𝐷𝐿𝑎𝑡(𝜌, 𝜃)) displacement, respectively, where 𝜌 and 𝜃 

are the probe-to-kernel center distance and its angular position, 

as shown in Fig. 1. 

1) Axial estimation  

In the first step, the axial displacement was estimated on the 

beamformed radiofrequency (RF) signals, as this is known to 

outperform tracking of the envelope data [44]. 1D cross-

correlation was computed between kernels, WAx wide and HAx 

high, at the same position on consecutive frames. Given that the 

displacement at HFR can be small, the cross-correlation was 

interpolated, through a 10:1 spline algorithm, enabling 

subsample motion estimation. The position of the maximum 

was then used to calculate the axial displacement that was 

assigned to the pixel at the center of the investigated kernel. The 

displacement was calculated for the whole imaging plane by 

moving the kernels with an axial overlap of 80% and a lateral 

shift of 1 line. Finally, to obtain an estimate for every pixel of 

the RF frame, sample-based re-correlation was used, as 

described in [44]. In brief, a spline was fit through displacement 

estimates obtained from adjacent kernels to up-sample the 

estimated field along the axial direction. 

2) Lateral estimation 

In the second step, the lateral displacement was estimated on 

the envelope data. Hereto, the 1D cross-correlation was 

computed between kernels, WLat wide and HLat high. However, 

due to the low lateral resolution and the small lateral inter-frame 

motion at HFR, lateral motion cannot be estimated between 

consecutive frames. Hence, the displacement of the j-th 

estimation point (𝐷𝑇(𝜌𝑗(𝑖), 𝜃𝑗(𝑖))) was computed between 

frames with longer time gap (T), i.e. the i-th frame was 

compared with the frame with index i+T∙FR. Then, the 

displacement of the i-th frame was defined as:  

𝐷𝐿𝑎𝑡 (𝜌𝑗 (𝑖 +
𝑇 ∙ 𝐹𝑅

2
) , 𝜃𝑗 (𝑖 +

𝑇 ∙ 𝐹𝑅

2
)) =

𝐷𝑇(𝜌𝑗(𝑖), 𝜃𝑗(𝑖))

𝑇
 .  (1) 

In contrast to the first step, the axial position of the kernel on 

the reference frame (𝜌𝑅(𝑖)) and on the search frame (𝜌𝑆(𝑖 + 𝑇 ∙
𝐹𝑅)) was not the same, but was shifted in the axial direction 

based on the estimation at previous step, i.e.:  

𝜌𝑆(𝑖 + 𝑇 ∙ 𝐹𝑅) =  𝜌𝑅(𝑖) +  ∑ 𝐷𝐴𝑥(𝜌(𝑘), 𝜃) 

𝑖+𝑇∙𝐹𝑅−1

𝑘=𝑖

.    (2) 

It ensures that the kernel extracted from the first frame is still 

visible in the frame where the search is conducted, despite of T. 

Spline interpolation for subsample motion estimation was 

done in the same way as for axial estimation, as well as 

interpolation to obtain a dense motion field, where estimates on 

the same scanning line were connected using spline to up-

sample the estimated field.    

E. Accuracy estimation 

Displacement estimates were benchmarked against the 

reference displacement, which was extracted from the position 

of the scatterers on the heart models and projected from model 

coordinates (x,y,z) to imaging plane coordinates (ρ,θ). 

The accuracy of the 2D motion estimator was evaluated 

separately for axial (εAx) and lateral (εLat) displacement by 

calculating the average root-mean-square error as follows: 

εd =
1

𝑁
∑

√ 1
𝑀

∑ (𝑅𝑑(𝜌𝑗(𝑖), 𝜃𝑗(𝑖)) − 𝐷𝑑(𝜌𝑗(𝑖), 𝜃𝑗(𝑖)))
2𝑀

𝑖=1

max
i

(|𝑅𝑑(𝜌𝑗 , 𝜃𝑗)|)

𝑁

𝑗=1

     (3) 

where the subscript d is Ax or Lat whether the error is assessed 

for axial or lateral displacement respectively. R is the reference 

displacement frame, M is the total number of frames and N is 

the number of error estimation points selected on the 

myocardial wall. Indeed, even if the displacement was 

estimated for all pixels in the frame, the accuracy was assessed 

in a subset of N=101 points. Specifically, the initial position of 

the j-th estimation point (𝜌𝑗(1), 𝜃𝑗(1)) was determined through 

a semi-automatic segmentation that exploits B-Spline Explicit 

Active Surfaces (BEAS) [45]. It automatically extracts the 

position of both endocardial and epicardial borders on the end-

diastolic frame, which may be manually corrected if required. 

Then, the 101 error estimation points were selected on the 

central line in the middle between the endocardial and 

epicardial borders at uniform distances from each other (~2 

mm). Finally, the estimation points were tracked throughout the 

heart cycle and their position on the i-th frame was calculated 

as:  

𝜌𝑗(𝑖) =  𝜌𝑗(𝑖 − 1) + 𝑅𝐴𝑥 (𝜌𝑗(𝑖), 𝜃𝑗(𝑖)),      (4) 

𝜃𝑗(𝑖) =  𝜃𝑗(𝑖 − 1) + 𝑅𝐿𝑎𝑡 (𝜌𝑗(𝑖), 𝜃𝑗(𝑖)).     (5) 

F. Optimization 

In order to find the optimum settings for the proposed 

displacement estimator, εAx and εLat were assessed for different 
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kernel sizes (HAx, WAx, HLat, WLat) and T values on the images 

obtained for the healthy heart model.  

First, εAx was calculated for WAx=1 line and HAx ranging 

from 0.5 to 12 mm to find HAx
̅̅ ̅̅ ̅, i.e. the optimal value of HAx. 

Then, εAx was computed for HAx=HAx
̅̅ ̅̅ ̅ and WAx ranging from 1 

to 35 lines to find WAx
̅̅ ̅̅ ̅, i.e. the optimal value of WAx.  

On the other hand, the optimization of the εLat required 

testing three parameters: HLat, WLat and T. First, εLat was 

calculated for HLat=1 pixel, T=24 ms and WLat ranging from 5 

to 50 lines. After the optimal WLat (WLat
̅̅ ̅̅ ̅̅ ) was found, εLat was 

assessed with WLat=WLat
̅̅ ̅̅ ̅̅ , T=24ms and different HLat (1-10 

mm). Finally, T values ranging from 10 to 50 ms were tested 

with the optimal HLat=HLat
̅̅ ̅̅ ̅̅  and WLat=WLat

̅̅ ̅̅ ̅̅  to find T̅, i.e. the 

optimal T value.    

After the optimization, the 2D motion estimator with optimal 

parameters (H𝐴𝑥
̅̅ ̅̅ ̅, W𝐴𝑥

̅̅ ̅̅ ̅, HLat
̅̅ ̅̅ ̅̅ , WLat

̅̅ ̅̅ ̅̅  and 𝑇̅) was applied on the 4 

diseased heart models to validate the method.    

G. In-vivo validation 

1) Spatial filtering  

Although the motion estimation is performed for the whole 

frame, only a subset of points (determined through BEAS) was 

of interest. As those points were tracked independently, this 

could result in an unnatural motion of the contour. To avoid this 

issue, the positions of the tracked points were connected by a 

spline line, which was smoothed by a Savitzky-Golay filter 

[46]. It minimizes the least-squares error in fitting a polynomial 

to windows of noisy data. For the purpose of this work a 2nd 

order polynomial and an 11-point wide window was used. 

Specifically, the contour was spatially smoothed during the 

tracking process for each point of estimation and the position of 

the tracked points updated accordingly. 

2) Strain and Strain Rate 

The myocardial tracking contour was divided into six 

segments according to the recommended guidelines of the 

European Association of Cardiovascular Imaging (EACVI) / 

American Society of Echocardiography (ASE) [23]. For each 

segment, strain, which is defined as the deformation of a 

contour, was calculated as follows: 

𝑆(𝑡) =
𝐿(𝑡) − 𝐿0

𝐿0

 

where L(t) is the length of the contour at time instance t and 

L0 is its initial length, i.e. at end-diastole. Moreover, the speed 

at which deformation occurred (i.e. strain rate) was computed 

as: 

𝑆𝑟(𝑡) =  
𝐿′(𝑡)

𝐿(𝑡)
 

with L’(t) the speed of deformation and L(t) the 

instantaneous length of the contour [24]. 

To compute global strain and strain rate each segment was 

labeled, based on the expertise of a cardiologist by visual 

readings, as ‘tracked’ or ‘non-tracked’. The latter segments 

were excluded from further analysis, the former ones were used 

to calculate the global strain and strain rate curves as a mean 

curve. Finally, clinical markers, i.e. systolic, early and late 

diastolic peak values, were compared with those in the literature 

and the systolic peak of the GLS curve was compared with the 

value extracted using the GE Vivid E95. 

 

Fig. 2 The estimation error 𝜀𝐿𝑎𝑡 for different kernel widths (a), heights (b) 

and time-gaps (c). The kernel height (HLat) was set to 1 pixel and time-gap 
(T) to 24ms in (a), while the kernel width (WLat) was set to 35 lines and T 

= 24ms in (b). In (c), Kernel size was set to WLat = 35 lines, HLat = 7mm. 

 

 

 
Fig. 3 The estimation error 𝜀𝐴𝑥 for different kernel heights (a) and widths 

(b). The kernel width (WAx) was set to 1 line in (a), while the kernel height  

(HAx) was set to 4.5 mm in (b). 
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III. RESULTS 

A. Axial estimation 

Fig. 2a shows εAx for different SNRs as a function of the 

kernel height (HAx). As expected, the accuracy of the estimates 

is affected by SNR, with higher εAx for lower SNRs. 

Qualitatively, all the plots approximately present an 

exponential decay pattern, where the decay rate is increasing 

with the SNR level. Higher HAx resulted in lower εAx. However, 

since higher HAx implies worse spatial resolution, a 

compromise has to be made in order to choose HAx
̅̅ ̅̅ ̅. 

Specifically, we arbitrarily set a 5% threshold on the difference 

in εAx between the best (SNR=+∞dB) and the worst 

(SNR=10dB) case. Doing so, HAx
̅̅ ̅̅ ̅ was 4.5 mm.  

Fig. 2b shows εAx for different SNR levels, with HAx =
𝐻𝐴𝑥
̅̅ ̅̅ ̅ = 4.5 mm as a function of WAx. For the recording without 

noise and SNR = 20dB, the error slightly increases (<1%) for 

wider kernels. However, for the recording with SNR=10dB, εAx 

decreases significantly with kernel width, showing a minimum 

value of 2.2% for WAx = 11 lines (7°) which is comparable to 

the value obtained with SNR=+∞dB (2.1%). Hence, WAx
̅̅ ̅̅ ̅ was 

chosen to be equal to 11 lines (7°).  

B. Lateral estimation 

In Fig. 3a the influence of kernel width (WLat) on εLat for 

different SNR levels is presented. Again, as expected, the 

accuracy of the estimates is affected by SNR with εLat higher 

for lower SNRs. Qualitatively, all the plots present a similar 

pattern with a clear minimum for WLat = 35 lines (22°) for all 

SNR levels where εLat ranges from 18.5% to 21.9%. WLat
̅̅ ̅̅ ̅̅  was 

chosen to be 35 lines (22°). 

Fig. 3b illustrates the estimation accuracy as a function of the 

kernel height for different SNR levels. All noise levels obtained 

TABLE II 𝜀𝐴𝑥, 𝜀LAT, 𝜀𝑆𝑡𝑟𝑎𝑖𝑛 , 𝜀𝑆𝑅  FOR DIFFERENT SNRS. 

 SNR (dB) 
Average 

+∞ 20 15 10 

𝛆𝐀𝐱 (%) 2.1 2.0 2.0 2.2 2.1 

𝛆𝐋𝐚𝐭 (%) 9.3 9.9 10.3 11.4 10.2 

𝛆𝐒𝐭𝐫𝐚𝐢𝐧 (%) 3.9 3.8 4.0 4.8 4.1 

𝛆𝐒𝐑 (%) 6.0 6.0 6.2 6.6 6.2 

 

TABLE III𝜀𝐴𝑥 , 𝜀LAT, 𝜀𝑆𝑡𝑟𝑎𝑖𝑛 , 𝜀𝑆𝑅  FOR DIFFERENT MODELS. 

 Healthy LADdist LADprox LCX RCA Average 

𝜺𝑨𝒙  

(%) 
2.1 3.6 3.9 3.7 3.2 3.3 

𝜺𝑳𝒂𝒕 

(%) 
9.3 10.0 9.1 10.0 14.1 10.5 

𝜺𝑺𝒕𝒓𝒂𝒊𝒏  
(%) 

3.9 13.3 12.2 6.3 3.0 7.7 

𝜺𝑺𝑹  

(%) 
6.0 6.4 5.8 5.1 6.2 5.9 

 

 

 

TABLE I FEASIBILITY OF THE 

PROPOSED METHOD 

Se
p

tu
m

 

Basal 100% 

Mid 100% 

Apical 40% 

La
te

ra
l 

Basal 50% 

Mid 70% 

Apical 0% 
 

 
 

Fig. 4 An example of global displacement (left), strain rate (middle) and strain (right) curves from an in-vivo recording. 
Early systolic (S’), early (E’) and late (A’) diastolic peaks are highlighted on the strain rate curve, while the end systolic 
peak (S) is highlighted on the strain curve. 

 
 

(A) 

 

(B) 

 

(C) 

Fig. 5 (A) Example B-mode image of a simulated heart and the related 

contour (yellow dots) used for the estimation of the method accuracy. (B) 

and (C): Examples of displacement curves obtained for the estimation point 

in apical region, highlighted as a red dot on the top image. (B) was computed 

for the healthy heart model, while (C) for the RCA one. The reference axial 
and lateral displacements are drawn in blue and green, respectively, while 

black dashed lines were obtained with the proposed estimator.  
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a similar pattern with the minimum error ranging from 9.4% to 

11.6% for HLat = 7mm. Hence, HLat
̅̅ ̅̅ ̅̅  was chosen to be 7 mm. 

The effect of time-gap (T) on the estimation error is shown 

in Fig. 3c. As observed in previous tests, all plots again present 

a similar pattern. The minimal εLat is obtained for 𝑇̅=30ms, 

giving an error from 9.3% to 11.5%. 

C. Validation 

Error values (𝜀𝐴𝑥 , 𝜀Lat, 𝜀𝑆𝑡𝑟𝑎𝑖𝑛 , 𝜀𝑆𝑅 ) were obtained by using 

the optimal parameters determined above. Examples of 

estimated axial and lateral displacement curves for the point in 

the apical region for the healthy heart model and for the RCA 

one are shown in Fig. 4. Similar curves were obtained for other 

points. Anyway, in general, estimated curves follow closely the 

reference ones, resulting in ε𝐴𝑥=2.1% and ε𝐿𝑎𝑡=9.3%.  

Table I reports 𝜀𝐴𝑥, 𝜀Lat, 𝜀𝑆𝑡𝑟𝑎𝑖𝑛 and 𝜀𝑆𝑅 obtained for different 

SNRs. The displacements are more accurately estimated in the 

axial direction than in the lateral. Moreover, ε𝐴𝑥 is fairly stable 

across noise levels with a difference lower than 0.2% between 

the two extreme cases. On the other hand, ε𝐿𝑎𝑡 showed to be 

more sensitive, but the difference between best and worst 

scenario remained small (2.1%). Strain and strain rate are 

relatively stable across noise levels till SNR = 15dB. Then, the 

error slightly increases (<1%) with SNR = 10dB. Nonetheless, 

the estimated motion gives in average εStrain =4.1% for strain 

and εSR =6.2% for strain rate. 

In Table II, errors are reported for all 5 models. It can be 

observed that 𝜀𝐴𝑥 is slightly higher (~1.5%) than for the healthy 

heart model, whereas ε𝐿𝑎𝑡 is relatively steady (~9.6%) with the 

RCA model as an exception (14.1%), where slightly higher 

discrepancies in the apical region were shown (Fig. 4). ε𝑆𝑅is 

fairly stable between models giving in average 5.9%. ε𝑆𝑡𝑟𝑎𝑖𝑛 

fluctuates more and the difference between best and worst 

scenario is 10.3%. Higher errors are obtained for those models 

where a bigger area is affected by the specific disease, limiting 

the movement of the diseased segments and the segmental 

strain. Hence, even a small difference between estimated and 

reference values gives higher relative errors. However, the 

obtained error in average is still relatively small (7.7%). 

D. In-vivo cardiac images 

 Table III shows the tracking feasibility, i.e. the percentage 

of segments (illustrated in Fig. 6) labeled as “tracked” by an 

expert reader. The best feasibility was obtained for the mid and 

basal parts of the septum (i.e. 100%). For the same regions in 

the lateral wall, the performance of the algorithm was lower 

(~60% on average). Unfortunately, the tracking of apical 

segments was not sufficient in both the septal and lateral walls 

(40% and 0%, respectively) due to strong artifacts in those 

areas. As a qualitative example, Fig. 6 shows a frame extracted 

from the accompanying clip  of the in-vivo tracking of a 

healthy volunteer. The tracked contour can be seen overlaid on 

the B-mode images. Moreover, the segmental strains are 

displayed and colored the same way as the respective segments 

in the contour; dotted lines correspond to the segment with 0% 

feasibility, i.e. the apical lateral wall. It can be observed that in-

vivo images present low SNR, strong near field clutter, and the 

hardware switching noise pattern in the middle of the B-mode 

that can influence the estimation around the apex. Finally, since 

a phased array was used, resolution decreases along depth, 

which makes speckles more coarse and more difficult to track. 

In general, since the quality of the images depends on the 

specific point of interest, it might differently influence the 

behavior of the speckle tracking algorithm for different points 

of interest according to their position in the image. 

Qualitatively, the “tracked” segments gave curves with a 

physiological pattern. They presented typical trends of 

conventional strain and strain rates traces: the latter ones show 

 
Fig. 6 A frame extracted from the accompanying clip of the in-vivo tracking of a healthy volunteer. In the center, the tracked contour (colored dots) can be 

seen overlaid on the B-mode image. The segmental strains for the septum (left panels) and lateral wall (right panels) are displayed and colored the same way 

as the respective segments in the contour; the dotted line of the apical lateral wall highlights 0% feasibility. In those panels, the black line at 100ms indicates 
the time instant at which the B-mode image corresponds. A noisy pattern in the middle of B-mode along the depth is a switching noise caused by hardware. 
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clear systolic (S’), early (E’) and late (A’) diastolic peaks, while 

the former ones show a clear end systolic peak (S). As an 

example, the global strain rate and strain traces extracted from 

an in-vivo recording are shown in Fig. 5. Similar results were 

obtained for other recordings. Moreover, the clinical markers 

extracted for the segments labeled as “tracked” were in the same 

range as those reported in [47], as shown in Table IV.  

Fig. 7 shows the comparison between the global peak systolic 

strain values obtained with the proposed method and those 

obtained with the GE Vivid E95 scanner. Paired-sample t-test 

was performed and the average values were found not 

significantly different between the two approaches 

(−20.94±1.24% for GE vs −20.31±2.46% for HFE-STE, p-

value = 0.44), although it can be noticed that a wider range was 

obtained in the HFR recordings. Furthermore, comparing the 

GLS values obtained with the proposed HFR STE method with 

those obtained with the GE solution, the Bland-Altman 

statistics gave 0.7% ± 5% (mean difference ± 2std). 

IV. DISCUSSION 

In this paper, a novel speckle tracking algorithm for high 

frame rate imaging was introduced. First, the method was 

optimized, considering different noise levels, by using 

ultrasound simulations based on the 3D electromechanical 

model of a healthy LV. Then, it was validated by different 

diseased models. Finally, the algorithm was tested in-vivo on 

10 healthy volunteers.   

The algorithm estimates the displacement among frames in 

two steps: first, the axial displacement is computed from the RF 

signals; then, the lateral displacement is assessed from envelope 

signals. The RF signals were preferred for the axial estimation 

since they are more sensitive to the small displacements, with 

an improved accuracy of roughly 20% at HFRs. Moreover, the 

RF-based tracking algorithm performed similarly for different 

frame rates, while the accuracy of the envelope-based algorithm 

improved for lower frame rates, although the error was still 

higher than the RF-based method. Those findings, which 

confirmed previous studies [48], were not shown in this paper 

for the sake of brevity. 

However, this does not hold for detecting the motion 

perpendicular to the beam. Indeed, the worse resolution 

achieved in the lateral direction jeopardizes the possibility to 

detect small displacements [49], hence envelope data was 

preferred since bigger displacements were detected on frames 

with longer time lags.  

Simulation results showed, as expected, that noise worsened 

the accuracy of the displacement estimates (Fig. 2a and Fig. 3a). 

However, the use of 2D kernels, even with 1D cross-

correlation, made the estimations less susceptible to SNR, as 

shown in Fig. 2b and Fig. 3b. Moreover, the accuracy of the 

axial estimates was better than that of the lateral ones giving 

average errors ε𝐴𝑥≈2.1% and ε𝐿𝑎𝑡≈10.2%, respectively, see 

Table I. Again, this can be attributed to the worse lateral 

resolution compared to the axial one. In addition, since the 

lateral resolution worsens for increasing depth, the deeper 

speckles are smeared in the lateral direction, making tracking 

even more challenging. Moreover, strain and SR don’t change 

much (<1%) across the noise levels giving in average ε𝑆𝑅 =  

5.9% and ε𝑆𝑡𝑟𝑎𝑖𝑛 = 10.3%. 

It is noteworthy that a different order of optimization could 

give different optimal values. This is a known problem of 

optimization method with multiple parameters. However, a 

small test was performed where after choosing optimal HLat, 

optimization of WLat was rerun, but this time with HLat equal to 

7mm and it gave the same optimal WLat = 35 lines. Similar 

behavior of the optimization curve was also observed when 

different (diseased) models were used. 

After optimizing the method, using the model of a healthy 

heart, the motion of 4 diseased heart models was estimated. It 

was observed that both ε𝐴𝑥 and ε𝐿𝑎𝑡 were only slightly affected 

by abnormal wall movements (Table II). Especially, worse ε𝐴𝑥 

and ε𝐿𝑎𝑡 were observed in the apical region were the motion 

was more complex (see Fig. 4). Afterwards, the results were 

used to perform 2-way Anova (not shown for sake of brevity) 

to examine the influence of: 1) model and segment to 

understand the effect of motion complexity and position within 

the image respectively; 2) noise and segment to similarly get 

insight in the effect of noise and segment position. It showed 

that the axial estimates were significantly influenced by the 

motion complexity and spatial position, while the lateral 

estimates were influenced by noise. 

Finally, in-vivo tests were performed. The clip (Fig. 6 shows 

an extracted frame) shows that the mid part of both walls can 

be easily tracked where the lateral resolution is good and no 

artifacts are visible. Basal parts are slightly more challenging 

most likely due to the worse lateral resolution. However, the 

most difficult to track segments are the apical ones. Here, even 

though the lateral resolution is better than for mid segments, the 

near field clutter is very intense, and the myocardium is barely 

visible. 

Feasibility was assessed by an expert cardiologist and was 

higher for the segments on the septum and lower for those on 

the lateral wall. Mainly, this was due to image quality which is 

known to be worse – on average – in the lateral wall [50]. 

Nevertheless, for the properly tracked segments, the strain and 

strain rate curves had a physiological pattern with values 

comparable to those in the literature, as shown in Table IV. 

Although the feasibility was evaluated on segmental level, only 

global results were compared with those of the clinical scanner 

since previous studies showed that segmental longitudinal 

strain measurements suffer from a high variability. Specifically, 

in [51], it was concluded that single segmental strain values 

 

 

TABLE IV CLINICAL MARKERS FROM HFR IN-

VIVO RECORDINGS 

 
Clinical 

marker 

Estimated 

values 

Reference 

values [47] 

Strain Rate 

[1/s] 

S’ [1/s] -1.1±0.2 -1.3±0.4 

E’ [1/s] 1.9±0.4 2.0±0.6 

A’ [1/s] 1.0±0.4 1.1±0.6 

Strain 

[%] 
S [%] -20.3±2.5 -19.0±6 

 

Fig. 7 Comparison between GLS peak values for 10 healthy volunteers 

obtained with the GE scanner and the proposed method (HFR-STE). 
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should be used with caution in the clinic since the reliability of 

different software packages to follow segmental function varies 

considerably.    

The GLS comparison with the GE Vivid E95 gave similar 

average values. The slightly different values could be partially 

ascribed to the difficulty in finding the exact same views with 

both scanners, since the cardiologist had to switch probe during 

acquisition Also,  larger variances for the proposed approach 

(Fig. 7) were expected which could be due  to overall lower 

image quality in HFR imaging sequence running on the 

research scanner.  

It is worth highlighting that, even if the results presented in 

the simulation study gave satisfactory accuracies both in the 

axial and lateral direction and for the different segments, it was 

observed that the in-vivo feasibility on the apical region was 

very low. This is likely due to the high intensity artifacts that 

comes from e.g. ribs, multiple reflections and near field 

reverberations [52]. Unfortunately, those kind of artifacts were 

not simulated  so the effect of clutter could not be assessed and 

benchmarked on the tracking algorithm accordingly. However, 

this implies the simulation to take into account nonlinearity, 

acoustic heterogeneities, and power law absorption, e.g. by 

implementing more advanced time-domain model of acoustic 

wave propagation as implemented in e.g. the k-Wave toolbox 

[53]. Alternatively, since generating realistic acoustic clutter in 

synthetic models is far from trivial and was thus not feasible in 

the context of this study, clutter filtering could be used in a 

future study. 

Another limitation of the proposed optimization is that the 

kernel size was kept the same for different parts of the image 

although different challenges (artifacts, distance between lines) 

could impact on the accuracy of the estimates depending on the 

depth of interest. Hence, an advanced optimization of the kernel 

size could be conducted to optimize the method for the different 

wall segments, especially if other surrounding structures would 

be included in the model. 

A final comment should be made on the frame rate required 

for a time resolved description of strain and strain rate curves. 

Hence, since HFR imaging (~957 Hz) allowed computing 

spectra on a wide range of frequencies, the spectra of strain rate 

curves obtained with the proposed method were compared to 

those obtained at low frame rate (~72 Hz) with the commercial 

scanner (Fig. 8). Specifically, the spectra were obtained as the 

average spectrum from different segments and volunteers. 

Clearly, Fig. 8 shows that the low frame rate spectrum misses 

information, e.g. those from 40 to 150 Hz, that may be 

important for the diagnosis of diseases. Moreover, even for 

frequency lower than 40 Hz the spectrum is considerably 

attenuated, likely due to low-pass filtering, that may impact on 

actual diagnostic content of strain rate curves. Therefore, a 

frame rate up to 72 Hz seems to be too low for time resolved 

description of strain rate curves. On the other hand, the HFR 

spectrum also shows that it is unlikely to have important 

information at frequencies higher than 150 Hz for healthy heart, 

where the signal information is below the noise level. Hence, a 

frame rate of 300 Hz, rather than 957Hz, could be sufficient for 

time resolved description of strain rate without significant 

information loss. However, since the current study only 

involved healthy volunteers, any conclusion on the useful 

frequency components should be deferred after clinical studies 

on patients, which may have important information at higher 

frequencies. Only after defining the optimal frame rate a 

different transmission scheme could be developed to improve 

the image quality and likely the accuracy of estimates. 

Future work will include the development of different high 

frame rate transmission schemes and the investigation of 

different beamforming methods in reception, e.g. coherence 

based beamforming [54]–[56] that, by improving image quality, 

may improve the tracking as well. Moreover, a pilot clinical 

study will include the test on healthy subjects and heart failure 

with preserved ejection fraction (HfpEF) patients to determine 

if HFR imaging may allow a better diagnosis of that specific 

disease. 

V. CONCLUSION 

A novel speckle tracking algorithm for high frame rate 

imaging was introduced. The proposed estimator consists of a 

2-step algorithm based on 1D cross-correlations to separately 

estimate the axial (using RF signals) and lateral displacement 

(using envelope data).  It was first optimized and validated on 

simulated ultrasound data from 3D electromechanical models. 

Then, it was preliminary tested in-vivo on 10 healthy volunteers 

showing its clinical applicability and feasibility. It was shown 

that HFR-STE can obtain clinical markers in the same range as 

those reported in literature. Moreover, the estimated peak 

global longitudinal strain showed good correlation and 

negligible differences with that measured with a clinical 

scanner. Future work will include studies on diseased hearts 

(e.g. HfpEF) to determine if HFR imaging may allow a better 

diagnosis of specific diseases. 

In conclusion, this paper illustrates that the time resolution of 

HFR imaging is too high to estimate the lateral displacement 

between consecutive frames, hence estimation should be 

performed on frames separated by a bigger time gap. In 

addition, since lateral motion estimates are mostly influenced 

by noise, it is suggested to use 2D kernels, even for 1D cross-

correlation, which makes the speckle tracking less sensitive to 

noise.  

Next developments will include the investigation of different 

beamforming methods in reception to improve image quality 

and hence the tracking. 

 
Fig. 8 Comparison between mean spectra of strain rates from all volunteers 
and all segments obtained with the commercial scanner and the proposed 

method (HFR-STE). 
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