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#### Abstract

We investigate spatial log-concavity and spatial power concavity of solutions to parabolic systems with log-concave or power concave initial data in convex domains.


2010 AMS Subject Classifications: 35E10, 35K51, 35D40

## 1 Introduction

In a series of previous papers $[18,19,20,21,22]$, two of the present authors investigated concavity properties of solutions to parabolic equations with respect to space and time variables, introducing also the notion of parabolic concavity. In a recent paper [15], the authors of this paper treated weakly coupled parabolic systems with vanishing initial data and investigated again concavity properties with respect to time and space variables. In this paper we study spatial concavity properties of solutions to parabolic systems with non vanishing initial data.

Concavity properties of solutions to elliptic and parabolic problems are a classical subject of research and have been largely investigated. Here we just refer the reader to the classical monograph by Kawohl [25] and to the papers [1]-[8], [10], [12], [14]-[24], [26]-[37], some of which are closely related to this paper and the others include recent developments

[^0]in this area. However very little is known concerning concavity properties of solutions to elliptic and parabolic systems and the only available results to our knowledge are in [15], which treats power concavity properties with respect to time and space variables for weakly coupled parabolic systems with vanishing initial data. Unfortunately, in order to be able to take account of the time variable, the arguments in [15] are not applicable to the case of non vanishing initial data. To our knowledge, this paper is the first one dealing with spatial concavity properties of solutions to parabolic systems with non vanishing initial data.

Let $\Omega$ be a bounded convex domain in $\mathbf{R}^{N}(N \geq 1), D:=\Omega \times(0, \infty)$ and $m \in$ $\{1,2, \ldots\}$. We denote by $\mathbf{S}^{N}$ the space of real $N \times N$ symmetric matrices. Let

$$
\mathbf{u}=\left(u^{(1)}, \ldots, u^{(m)}\right) \in C^{2,1}\left(D: \mathbf{R}^{m}\right) \cap C\left(\bar{D}: \mathbf{R}^{m}\right)
$$

satisfy the parabolic system

$$
\begin{cases}\partial_{t} u^{(k)}+F^{(k)}\left(x, t, \mathbf{u}, \nabla u^{(k)}, \nabla^{2} u^{(k)}\right)=0 & \text { in } D, \quad k=1, \ldots, m,  \tag{1.1}\\ u^{(k)}(x, t)>0 & \text { in } D, k=1, \ldots, m, \\ \mathbf{u}(x, t)=0 & \text { on } \partial \Omega \times[0, \infty), \\ \mathbf{u}(x, 0)=\mathbf{u}_{0}(x) & \text { in } \Omega,\end{cases}
$$

where $\mathbf{u}_{0}=\left(u_{0}^{(1)}, \ldots, u_{0}^{(m)}\right) \in C\left(\bar{\Omega}:[0, \infty)^{m}\right)$ and

$$
u_{0}^{(j)}>0 \text { in } \Omega, \quad u_{0}^{(j)}=0 \text { on } \partial \Omega \text { for } j=1, \ldots, m
$$

Throughout this paper we assume the following conditions on $\mathbf{F}=\left(F^{(1)}, \ldots, F^{(m)}\right)$ :
(A1) $\mathbf{F}=\left(F^{(1)}, \ldots, F^{(m)}\right) \in C\left(D \times \mathbf{R}^{m} \times \mathbf{R}^{N} \times \mathbf{S}^{N}: \mathbf{R}^{m}\right)$;
(A2) For each $k \in\{1, \ldots, m\}, F^{(k)}$ is a degenerate elliptic operator, that is $F^{(k)}(x, t, u, \theta, \cdot)$ is non-increasing in $\mathbf{S}^{N}$ for every fixed $(x, t, u, \theta) \in D \times \mathbf{R}^{m} \times \mathbf{R}^{N}$.

Here we refine the technique developed in [15], [20] and [22] and investigate spatial concavity properties of the solution $\mathbf{u}$ under conditions (A1) and (A2). Our approach is based on the construction of the spatially concave envelope of the solution and the viscosity comparison principle, and it is different from those of [11], [13], [24] and [28]-[35] treating spatial concavity properties of the solutions to parabolic equations.

We state our main theorems in Section 4. Here we state a result on the spatial $\log$ concavity of solutions to parabolic systems which directly descends from them.

Theorem 1.1 Let $\Omega$ be a bounded convex domain in $\mathbf{R}^{N}$ and $d_{1}, d_{2}>0$. Let $(u, v) \in$ $C^{2,1}\left(D: \mathbf{R}^{2}\right) \cap C\left(\bar{D}: \mathbf{R}^{2}\right)$ satisfy

$$
\begin{cases}\partial_{t} u-d_{1} \Delta u+f(x, t, u, v, \nabla u)=0 & \text { in } D,  \tag{1.2}\\ \partial_{t} v-d_{2} \Delta v+g(x, t, u, v, \nabla v)=0 & \text { in } D, \\ u, v \geq 0 & \text { in } D, \\ u(x, t)=v(x, t)=0 & \text { on } \partial \Omega \times[0, \infty), \\ u(x, 0)=u_{0}(x), v(x, 0)=v_{0}(x) & \text { in } \Omega\end{cases}
$$

where $f$ and $g$ are nonnegative continuous functions in $D \times[0, \infty)^{2} \times \mathbf{R}^{N}$. Assume the following conditions:
(i) The viscosity comparison principle holds for system (1.2);
(ii) The functions

$$
\mathfrak{f}_{t, \theta}(x, r, s):=e^{-r} f\left(x, t, e^{r}, e^{s}, e^{r} \theta\right) \quad \text { and } \quad \mathfrak{g}_{t, \theta}(x, r, s):=e^{-s} g\left(x, t, e^{r}, e^{s}, e^{s} \theta\right)
$$

are convex in $\Omega \times(0,+\infty)^{2}$ for every fixed $t>0$ and $\theta \in \mathbf{R}^{N}$.
Then $\log u(\cdot, t)$ and $\log v(\cdot, t)$ are concave in $\Omega$ for every fixed $t \in[0, \infty)$, provided that $\log u_{0}$ and $\log v_{0}$ are concave in $\Omega$.

For the viscosity comparison principle for parabolic systems, see Section 4. As a corollary of Theorem 1.1, we have:

Corollary 1.1 Let $\Omega$ be a bounded convex domain in $\mathbf{R}^{N}$ and $d_{1}, d_{2}>0$. Let $(u, v) \in$ $C^{2,1}\left(D: \mathbf{R}^{2}\right) \cap C\left(\bar{D}: \mathbf{R}^{2}\right)$ satisfy

$$
\begin{cases}\partial_{t} u-d_{1} \Delta u+v|\nabla u|^{a}+c_{1} u=0 & \text { in } D,  \tag{1.3}\\ \partial_{t} v-d_{2} \Delta v+u|\nabla v|^{b}+c_{2} v=0 & \text { in } D, \\ u, v \geq 0 & \text { in } D, \\ u(x, t)=v(x, t)=0 & \text { on } \partial \Omega \times[0, \infty) \\ u(x, 0)=u_{0}(x), v(x, 0)=v_{0}(x) & \text { in } \Omega\end{cases}
$$

where $a \geq 0, b \geq 0, c_{1}>0$ and $c_{2}>0$. Then $\log u(\cdot, t)$ and $\log v(\cdot, t)$ are concave in $\Omega$ for any fixed $t \in[0, \infty)$, provided that $\log u_{0}$ and $\log v_{0}$ are concave in $\Omega$.

Next we state a result on the power concavity for porous medium systems.
Theorem 1.2 Let $\Omega$ be a bounded convex domain in $\mathbf{R}^{N}$ and $d_{1}, d_{2}>0$. Let $(u, v) \in$ $C^{2,1}\left(D: \mathbf{R}^{2}\right) \cap C\left(\bar{D}: \mathbf{R}^{2}\right)$ satisfy

$$
\begin{cases}\partial_{t} u-d_{1} \Delta\left(u^{\alpha}\right)+f(v)=0 & \text { in } D  \tag{1.4}\\ \partial_{t} v-d_{2} \Delta\left(v^{\beta}\right)+g(u)=0 & \text { in } D \\ u, v>0 & \text { in } D \\ u(x, t)=v(x, t)=0 & \text { on } \partial \Omega \times[0, \infty) \\ u(x, 0)=u_{0}(x), v(x, 0)=v_{0}(x) & \text { in } \Omega\end{cases}
$$

where $\alpha, \beta>1$. Assume the following:
(i) The viscosity comparison principle holds for system (1.4);
(ii) The functions

$$
\mathfrak{f}(\xi, \eta):=\xi^{\frac{\alpha-3}{\alpha-1}} f\left(\eta^{\frac{2}{\beta-1}}\right) \quad \text { and } \quad \mathfrak{g}(\xi, \eta):=\eta^{\frac{\beta-3}{\beta-1}} g\left(\xi^{\frac{2}{\alpha-1}}\right)
$$

are convex with respect to $(\xi, \eta) \in(0, \infty)^{2}$.

Let $p:=(\alpha-1) / 2$ and $q:=(\beta-1) / 2$. Then $u(\cdot, t)^{p}$ and $v(\cdot, t)^{q}$ are concave in $\Omega$ for any $t>0$, provided that $u_{0}^{p}$ and $v_{0}^{q}$ are concave in $\Omega$.
For sufficient conditions for the concavity of the functions $\mathfrak{f}=\mathfrak{f}(\xi, \eta)$ and $\mathfrak{g}=\mathfrak{g}(\xi, \eta)$, see e.g., [18, Lemma A.1].

The paper is organized as follows. In Section 2 we introduce some notation and recall basic properties of concave functions. In Section 3 we recall some basic viscosity theory for systems and prove a technical lemma. Furthermore, we give a uniqueness result for parabolic systems (see Theorem 3.2) which is enough for the purposes of the next section. In Section 4 we state and prove the main results of this paper, see Theorems 4.1 and 4.2, which are general results on power concavity and log-concavity of solutions to problem (1.1). Theorem 1.1 is a corollary of Theorem 4.2. In Section 5 we apply Theorem 4.1 to the porous medium equation and related systems and prove Theorem 1.2.
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## 2 Preliminaries

Throughout the paper, let $N$ and $n$ be natural numbers and let $\mathbf{S}^{N}$ denote the space of $N \times N$ real symmetric matrices. If $A, B \in \mathbf{S}^{N}$, by $A \geq 0$ we mean that $A$ is non-negative definite, while $A \geq B$ means $A-B \geq 0$. For $n \in\{2,3, \ldots\}$, we set

$$
\Lambda_{n}:=\left\{\lambda=\left(\lambda_{1}, \ldots, \lambda_{n}\right): 0 \leq \lambda_{i} \leq 1(i=1, \ldots, n), \sum_{i=1}^{n} \lambda_{i}=1\right\}
$$

For any $r=\left(r^{(1)}, \ldots, r^{(n)}\right)$ and $s=\left(s^{(1)}, \ldots, s^{(n)}\right) \in \mathbf{R}^{n}$, we write

$$
r \leq s \quad \text { if } r^{(k)} \leq s^{(k)} \quad \text { for each } k=1, \ldots, n
$$

For any $a=\left(a_{1}, \ldots, a_{n}\right) \in(0, \infty)^{n}, \lambda \in \Lambda_{n}$ and $p \in[-\infty,+\infty]$, we set

$$
\mathbf{M}_{p}(a ; \lambda):= \begin{cases}{\left[\lambda_{1} a_{1}^{p}+\lambda_{2} a_{2}^{p}+\cdots+\lambda_{n} a_{n}^{p}\right]^{1 / p}} & \text { if } p \neq-\infty, 0,+\infty \\ \max \left\{a_{1}, \ldots, a_{n}\right\} & \text { if } p=+\infty \\ a_{1}^{\lambda_{1}} \cdots a_{n}^{\lambda_{n}} & \text { if } p=0 \\ \min \left\{a_{1}, a_{2}, \ldots, a_{n}\right\} & \text { if } p=-\infty\end{cases}
$$

which is the $\left(\lambda\right.$-weighted) $p$-mean of $a$. For $a=\left(a_{1}, \ldots, a_{n}\right) \in[0, \infty)^{n}$, we define $\mathbf{M}_{p}(a ; \lambda)$ as above if $p \geq 0$ and $\mathbf{M}_{p}(a ; \lambda)=0$ if $p<0$ and $\prod_{i=1}^{n} a_{i}=0$. Notice that $\mathbf{M}_{p}(a ; \lambda)$ is a continuous function of the argument $a$. In the case $n=2$, for simplicity, we write

$$
M_{p}(a, b ; \mu):=\mathbf{M}_{p}((a, b) ;(1-\mu, \mu))
$$

for $a, b \in[0, \infty), \mu \in[0,1]$ and $p \in[-\infty, \infty]$.
Due to the Jensen inequality, we have

$$
\begin{equation*}
\mathbf{M}_{p}(a ; \lambda) \leq \mathbf{M}_{q}(a ; \lambda) \quad \text { if } \quad-\infty \leq p \leq q \leq \infty \tag{2.1}
\end{equation*}
$$

for any $a \in[0, \infty)^{n}$ and $\lambda \in \Lambda_{n}$. Moreover, it easily follows that

$$
\lim _{p \rightarrow+\infty} \mathbf{M}_{p}(a ; \lambda)=\max \left\{a_{1}, \ldots, a_{n}\right\}, \quad \lim _{p \rightarrow-\infty} \mathbf{M}_{p}(a ; \lambda)=\min \left\{a_{1}, \ldots, a_{n}\right\}
$$

and $\lim _{p \rightarrow 0} \mathbf{M}_{p}(a ; \lambda)=\mathbf{M}_{0}(a ; \lambda)$.
We recall the definition of $p$-concavity of nonnegative functions in convex sets.
Definition 2.1 Let $K$ be a convex set in $\mathbf{R}^{N}, Q:=K \times(0, \infty)$ and $p \in[-\infty, \infty]$. A nonnegative function $v$ is said spatially $p$-concave in $Q$ if, for every fixed $t>0$,

$$
v\left((1-\lambda) x_{1}+\lambda x_{2}, t\right) \geq M_{p}\left(v\left(x_{1}, t\right), v\left(x_{2}, t\right) ; \lambda\right)
$$

for all $x_{1}, x_{2} \in K$ and $\lambda \in(0,1)$.
Roughly speaking, $v$ is spatially $p$-concave in $Q$ if

- case $p=\infty$ : for every fixed $t>0, v(\cdot, t)$ is a nonnegative constant function in $K$;
- case $p>0$ : for every fixed $t>0, v(\cdot, t)^{p}$ is concave in $K$;
- case $p=0$ : for every fixed $t>0, \log v(\cdot, t)$ is concave in $K$;
- case $p<0$ : for every fixed $t>0, v(\cdot, t)^{p}$ is convex in $K$;
- case $p=-\infty$ : for every fixed $t>0$, the level sets $\{x \in K: v(x, t)>d\}$ are convex for every $d \geq 0$.

Then the following hold (see e.g., [28]).
(a) Let $K$ be a convex set in $\mathbf{R}^{N}, Q:=K \times(0, \infty)$ and $-\infty \leq p \leq \infty$. Due to Definition 2.1 and (2.1), if $v$ is spatially $p$-concave in $Q$, then $v$ is spatially $q$-concave in $Q$ for any $-\infty \leq q \leq p$;
(b) Let $\left\{v_{j}\right\}_{j \in \mathbb{N}}$ be nonnegative functions in $Q$ such that, for every $j \in \mathbf{N}, v_{j}$ is spatially $p_{j}$-concave in $Q$ for some $p_{j} \in[-\infty, \infty]$. Let $v$ be the pointwise limit of the sequence $v_{j}$ in $Q$ and $\lim _{j \rightarrow \infty} p_{j}=p \in[-\infty, \infty]$. If $v$ is continuos with respect to the time variable, then $v$ is spatially $p$-concave in $Q$;
(c) Let $p, q \in[0, \infty]$. If $v$ and $w$ are spatially $p$-concave and $q$-concave in $Q$, respectively, then $v w$ is spatially $r$-concave in $Q$, where

$$
\frac{1}{r}=\frac{1}{p}+\frac{1}{q}
$$

## 3 Viscosity solutions of parabolic systems

In this section we recall the definition of viscosity solutions of elliptic and parabolic systems and some basic related notions and properties. Furthermore, we establish a comparison principle for viscosity solutions of (1.1).

Let $\Omega$ be a bounded convex domain in $\mathbf{R}^{N}(N \geq 1)$ and $T>0$. For any function $w$ in $D_{T}:=\Omega \times(0, T)$, we denote the semi-jets $\mathcal{P}^{2, \pm} w(x, t)$ of $w$ at $(x, t) \in D_{T}$ by

$$
\begin{aligned}
& \mathcal{P}^{2,+} w(x, t):=(a, \theta, X) \in \mathbf{R} \times \mathbf{R}^{N} \times \mathbf{S}^{N}: w(y, s) \leq w(x, t)+a(s-t)+\langle\theta,(y-x)\rangle \\
&\left.+\frac{1}{2}\langle X(y-x), y-x\rangle+o\left(|x-y|^{2}+|t-s|\right) \quad \text { as } \quad D_{T} \ni(y, s) \rightarrow(x, t)\right\} \\
& \mathcal{P}^{2,-} w(x, t):=\left\{(a, \theta, X) \in \mathbf{R} \times \mathbf{R}^{N} \times \mathbf{S}^{N}: w(y, s) \geq w(x, t)+a(s-t)+\langle\theta,(y-x)\rangle\right. \\
&\left.+\frac{1}{2}\langle X(y-x), y-x\rangle+o\left(|x-y|^{2}+|t-s|\right) \quad \text { as } \quad D_{T} \ni(y, s) \rightarrow(x, t)\right\}
\end{aligned}
$$

Furthermore, we define the closures of semi-jets by

$$
\begin{aligned}
& \overline{\mathcal{P}}^{2, \pm} w(x, t):=\left\{(a, \theta, X) \in \mathbf{R} \times \mathbf{R}^{N} \times \mathbf{S}^{N}: \text { there exists a sequence }\left\{\left(x_{j}, t_{j}, a_{j}, \theta_{j}, X_{j}\right)\right\}\right. \\
& \\
& \text { in } D_{T} \times \mathbf{R} \times \mathbf{R}^{N} \times \mathbf{S}^{N} \text { such that }\left(a_{j}, \theta_{j}, X_{j}\right) \in \mathcal{P}^{2, \pm} w\left(x_{j}, t_{j}\right) \\
& \\
& \text { and } \left.\left(x_{j}, t_{j}, a_{j}, \theta_{j}, X_{j}\right) \rightarrow(x, t, a, \theta, X) \text { as } j \rightarrow \infty\right\}
\end{aligned}
$$

Then it follows that

$$
\overline{\mathcal{P}}^{2, \pm}(\psi+w)(x, t)=\left(\partial_{t} \psi(x, t), \nabla \psi(x, t), \nabla^{2} \psi(x, t)\right)+\overline{\mathcal{P}}^{2, \pm} w(x, t)
$$

for all $\psi \in C^{2,1}\left(D_{T}\right)$.

Definition 3.1 Let $m \in\{1,2, \ldots\}$. Assume (A1) and (A2).
(i) Let $\mathbf{u}=\left(u^{(1)}, \ldots, u^{(m)}\right)$ be a vector of upper semi-continuous functions in $D_{T}$. We say that $u$ is a viscosity subsolution of (1.1) if

$$
a+F^{(k)}(x, t, \mathbf{u}(x, t), \theta, X) \leq 0
$$

for $(x, t) \in D_{T}, k \in\{1, \ldots, m\}$ and $(a, \theta, X) \in \overline{\mathcal{P}}^{2,+} u^{(k)}(x, t)$.
(ii) Let $\mathbf{u}=\left(u^{(1)}, \ldots, u^{(m)}\right)$ be a vector of lower semi-continuous functions in $D_{T}$. We say that $u$ is a viscosity supersolution of (1.1) if

$$
a+F^{(k)}(x, t, \mathbf{u}(x, t), \theta, X) \geq 0
$$

for $(x, t) \in D_{T}, k \in\{1, \ldots, m\}$ and $(a, \theta, X) \in \overline{\mathcal{P}}^{2,-} u^{(k)}(x, t)$.
(iii) We say that $\mathbf{u}$ is a viscosity solution of (1.1) if $\mathbf{u}$ is both a viscosity subsolution and supersolution of (1.1).

The following trivial lemma and its corollary are crucial to the proof of our main results (see Section 4).
Lemma 3.1 Let $k \in\{1, \ldots, m\}$ and $(x, t) \in D_{T}$. Assume that there exists $(\bar{a}, \bar{\theta}, \bar{X}) \in$ $\mathcal{P}^{2,-} u^{(k)}(x, t)$ such that $\bar{a}+F^{(k)}(x, t, \mathbf{u}(x, t), \bar{\theta}, \bar{X}) \leq 0$. Then $a=\bar{a}, \theta=\bar{\theta}$ and $X \geq \bar{X}$ for every $(a, \theta, X) \in \mathcal{P}^{2,+} u^{(k)}(x, t)$.
Proof. If $(a, \theta, X) \in \overline{\mathcal{P}}^{2,+} u^{(k)}(x, t)$, then

$$
\begin{aligned}
w(x, t) & +\bar{a}(s-t)+\langle\bar{\theta},(y-x)\rangle+\frac{1}{2}\langle\bar{X}(y-x), y-x\rangle+o\left(|x-y|^{2}+|t-s|\right) \leq w(y, s) \\
& \leq w(x, t)+a(s-t)+\langle\theta,(y-x)\rangle+\frac{1}{2}\langle X(y-x), y-x\rangle+o\left(|x-y|^{2}+|t-s|\right)
\end{aligned}
$$

for all $(y, s)$ in a neighborhood of $(x, t)$. This implies Lemma 3.1.
Corollary 3.1 Assume (A1) and (A2). If, for every $(x, t) \in D_{T}$, there exists $\phi=$ $\left(\phi^{(1)}, \ldots, \phi^{(m)}\right)$ of class $C^{2}$ touching $\mathbf{u}$ by above at $(x, t)$ (i.e. $\phi(x, t)=\mathbf{u}(x, t)$ while $\phi(y, s) \geq \mathbf{u}(y, s)$ for $(y, s)$ in neighborhood of $(x, t))$, such that

$$
\partial_{t} \phi^{(k)}(x, t)+F^{(k)}\left(x, t, \mathbf{u}(x, t), \nabla \phi^{(k)}(x, t), \nabla^{2} \phi^{(k)}(x, t)\right) \leq 0 \quad \text { for } k=1, \ldots, m
$$

then $\mathbf{u}$ is a viscosity subsolution of (1.1).
Proof. Set

$$
\bar{a}=\partial_{t} \phi^{(k)}(x, t), \quad \bar{\theta}=\nabla \phi^{(k)}(x, t), \quad \bar{X}=\nabla^{2} \phi^{(k)}(x, t),
$$

and apply the previous lemma for every $(x, t) \in D_{T}$ and $k=1, \ldots, m$. Then Corollary 3.1 follows from Definition 3.1 (i), (A1) and (A2).

Following [23], we introduce the following two conditions on $\mathbf{F}=\left(F_{1}, \ldots, F_{m}\right)$.
(C1) There exists $\lambda>0$ such that, if $\mathbf{v}=\left(v^{(1)}, \ldots, v^{(m)}\right)$, $\mathbf{w}=\left(w^{(1)}, \ldots, w^{(m)}\right) \in \mathbf{R}^{m}$, $\max _{k \in\{1, \ldots, m\}}\left(v^{(k)}-w^{(k)}\right)>0$ and $(x, t, \theta) \in D_{T} \times \mathbf{R}^{N}$, then there exists $\ell \in$ $\{1, \ldots, m\}$ such that

$$
v^{(\ell)}-w^{(\ell)}=\max _{k \in\{1, \ldots, m\}}\left(v^{(k)}-w^{(k)}\right)>0
$$

and

$$
F^{(\ell)}(x, t, \mathbf{v}, \theta, X)-F^{(\ell)}(x, t, \mathbf{w}, \theta, X) \geq \lambda\left(v^{(\ell)}-w^{(\ell)}\right)
$$

for all $X \in \mathbf{S}^{N}$;
(C2) There is a nonnegative continuous function $\omega$ on $[0, \infty)$ with $\omega(0)=0$ such that, if $X, Y \in \mathbf{S}^{N}, \sigma>1$ and

$$
-3 \sigma\left(\begin{array}{cc}
I & O \\
O & I
\end{array}\right) \leq\left(\begin{array}{cc}
X & O \\
O & Y
\end{array}\right) \leq 3 \sigma\left(\begin{array}{cc}
I & -I \\
-I & I
\end{array}\right)
$$

then
$F^{(k)}(y, s, \mathbf{r}, \sigma(x-y),-Y)-F^{(k)}(x, t, \mathbf{r}, \sigma(x-y), X) \leq \omega\left(\sigma(|x-y|+|t-s|)^{2}+1 / \sigma\right)$ for all $k \in\{1, \ldots, m\}, t, s \in[0, \infty), x, y \in \Omega$ and $\mathbf{r} \in \mathbf{R}^{m}$.

Remark 3.1 (C2) implies (A2). See [9, Remark 3.4].
Similarly to [23, Theorem 4.7], we can prove the following comparison principle.
Theorem 3.1 Let $\Omega$ be a bounded domain in $\mathbf{R}^{N}, T>0$ and $D_{T}:=\Omega \times(0, T)$. Assume (A1), (C1) and (C2). Let $\mathbf{u}=\left(u^{(1)}, \ldots, u^{(m)}\right)$ and $\mathbf{v}=\left(v^{(1)}, \ldots, v^{(m)}\right)$ be upper semi-continuous and lower semi-continuous on $\bar{\Omega} \times[0, T)$, respectively. If $\mathbf{u}$ is a viscosity subsolution of (1.1) and $\mathbf{v}$ is a viscosity supersolution of (1.1) such that $\mathbf{u} \leq \mathbf{v}$ on $\partial \Omega \times[0, T)$ and $\Omega \times\{0\}$, then $\mathbf{u} \leq \mathbf{v}$ in $D_{T}$.

Proof. See the proof of Theorem 3.1 in [15].
However, to apply our main results, contained in the next Section 4, only the following weak comparison principle is needed.
(WCP) If $\mathbf{u}$ is a viscosity subsolution of (1.1) and $\mathbf{v}$ is a viscosity supersolution of (1.1) such that $\mathbf{u} \geq \mathbf{v}$ in $\bar{\Omega} \times[0, T)$, while $\mathbf{u}=\mathbf{v}$ on $\partial \Omega \times[0, T)$ and $\Omega \times\{0\}$, then $\mathbf{u}=\mathbf{v}$ in $D_{T}$.
Sufficient conditions for (WCP) to hold are given in the following theorem.
Theorem 3.2 Let $\Omega$ be a bounded domain in $\mathbf{R}^{N}, T>0$ and $D_{T}:=\Omega \times(0, T)$. Assume (A1), (C2) and the following:
(C3) There exists $\lambda>0$ such that, if $(x, t, \theta) \in D_{T} \times \mathbf{R}^{N}$ and $\mathbf{v}=\left(v^{(1)}, \ldots, v^{(m)}\right)$, $\mathbf{w}=\left(w^{(1)}, \ldots, w^{(m)}\right) \in \mathbf{R}^{m}$ with $\mathbf{v} \geq \mathbf{w}$ and $\mathbf{v} \neq \mathbf{w}$, then there exists $\ell \in\{1, \ldots, m\}$ such that

$$
v^{(\ell)}-w^{(\ell)}=\max _{k \in\{1, \ldots, m\}}\left(v^{(k)}-w^{(k)}\right)>0
$$

and

$$
F^{(\ell)}(x, t, \mathbf{v}, \theta, X)-F^{(\ell)}(x, t, \mathbf{w}, \theta, X) \geq \lambda\left(v^{(\ell)}-w^{(\ell)}\right)
$$

for all $X \in \mathbf{S}^{N}$.
Then (WCP) holds.
Proof. The proof is again the same of Theorem 3.1 in [15], just using (C3) in place of (C2).

Remark 3.2 We pick the occasion to point out that Theorem 3.1 in [15] was wrongly stated. Indeed condition (A1) in [15] coincides with condition (C3) here, which gives Theorem 3.2, but it is not sufficient for Theorem 3.1 (which instead requires the stronger assumption (C1)). On the other hand, this does not affect the results of [15], since (WCP) is enough for [15, Theorem 4.1].

## 4 Spatial concavity

Let $\Omega$ be a bounded convex smooth domain in $\mathbf{R}^{N}, D:=\Omega \times(0, \infty)$ and $m \in\{1,2, \ldots\}$. Let $\mathbf{u}=\left(u^{(1)}, \ldots, u^{(m)}\right) \in C^{2,1}\left(D: \mathbf{R}^{m}\right) \cap C\left(\bar{D}: \mathbf{R}^{m}\right)$ satisfy

$$
\begin{cases}\partial_{t} u^{(k)}+F^{(k)}\left(x, t, \mathbf{u}, \nabla u^{(k)}, \nabla^{2} u^{(k)}\right)=0 & \text { in } D, \quad k=1, \ldots, m,  \tag{4.1}\\ u^{(k)}(x, t)>0 & \text { in } D, \quad k=1, \ldots, m, \\ \mathbf{u}(x, t)=0 & \text { on } \partial \Omega \times[0, \infty) .\end{cases}
$$

Let $\lambda \in \Lambda_{N+1}, k \in\{1, \ldots, m\}$ and $p \in[-\infty, \infty]$. Define

$$
\begin{align*}
& U_{p, \lambda}^{(k)}(x, t) \\
& :=\sup \left\{M_{p}\left(u^{(k)}\left(y_{1}, t\right), \ldots, u^{(k)}\left(y_{n+1}, t\right) ; \lambda\right):\left\{y_{i}\right\}_{i=1}^{n+1} \subset \bar{\Omega}, x=\sum_{i=1}^{n+1} \lambda_{i} y_{i}\right\} \tag{4.2}
\end{align*}
$$

for $(x, t) \in \bar{D}$. Then we easily see that

$$
\begin{equation*}
U_{p, \lambda}^{(k)} \in C(\bar{D}), \quad U_{p, \lambda}^{(k)} \geq u^{(k)}(x, t)>0 \quad \text { in } \quad D, \quad U_{p, \lambda}^{(k)}=0 \quad \text { on } \quad \partial \Omega \times[0, \infty) . \tag{4.3}
\end{equation*}
$$

We denote by $U_{p}^{(k)}$ the spatially $p$-concave envelope of $u^{(k)}$ defined by

$$
U_{p}^{(k)}(x, t):=\sup _{\lambda \in \Lambda_{n+1}} U_{p, \lambda}^{(k)}(x, t)
$$

which is the smallest spatially $p$-concave function greater than or equal to $u^{(k)}$. Clearly, $u^{(k)}$ is spatially $p$-concave in $D$ if and only if $u^{(k)}=U_{p}^{(k)}$ in $D$; since $U_{p}^{(k)} \geq u^{(k)}$ by construction, to have equality we just need to get the opposite inequality $U_{p}^{(k)} \leq u^{(k)}$, which can be obtained via Comparison Principle if $U^{(k)}$ turns to be a subsolution of the problem at hands. Thus in this section we give a sufficient condition for

$$
\mathbf{U}_{p, \lambda}:=\left(U_{p, \lambda}^{(1)}, \ldots, U_{p, \lambda}^{(m)}\right)
$$

to be a viscosity subsolution of (4.1) in the case of $0 \leq p \leq 1$ and study spatial concavity properties of the solutions of (4.1).

### 4.1 Case of $0<p \leq 1$

In this subsection we focus on the case of $0<p \leq 1$ and prove the following theorem.
Theorem 4.1 Let $\Omega$ be a bounded convex smooth domain in $\mathbf{R}^{N}, D:=\Omega \times(0, \infty)$, $m \in\{1,2, \ldots\}$ and $0<p \leq 1$. Assume (A1), (A2) and the following condition:
(F3) Let $k \in\{1, \ldots, m\}$. For any fixed $\theta \in \mathbf{R}^{N}$ and $t_{*}>0$,

$$
\begin{aligned}
& \mathcal{F}_{\theta, t_{*}}^{(k)}\left(x, v^{(1)}, \ldots, v^{(m)}, A\right) \\
& :=\left(v^{(k)}\right)^{1-\frac{1}{p}} F^{(k)}\left(x, t_{*},\left(v^{(1)}\right)^{\frac{1}{p}}, \ldots,\left(v^{(m)}\right)^{\frac{1}{p}},\left(v^{(k)}\right)^{\frac{1}{p}-1} \theta,\left(v^{(k)}\right)^{\frac{1}{p}-3} A\right)
\end{aligned}
$$

is convex with respect to $\left(x, v^{(1)}, \ldots, v^{(m)}, A\right) \in \Omega \times[0, \infty)^{m} \times \mathbf{S}^{N}$.

Let $\mathbf{u}=\left(u^{(1)}, \ldots, u^{(m)}\right) \in C^{2,1}\left(D: \mathbf{R}^{m}\right) \cap C\left(\bar{D}: \mathbf{R}^{m}\right)$ satisfy (4.1) and

$$
\begin{equation*}
\lim _{\rho \rightarrow 0+} \rho^{-1 / p} u^{(k)}(x+\nu(x) \rho, t)=\infty \quad \text { for } \quad(x, t) \in \partial \Omega \times(0, \infty), \quad k=1, \ldots, m, \tag{4.4}
\end{equation*}
$$

where $\nu=\nu(x)$ is the inner unit normal vector to $\partial \Omega$ at $x$. Then $\mathbf{U}_{p, \lambda}$ is a viscosity subsolution of (4.1).

Proof. Let $\left(x_{*}, t_{*}\right) \in D, \lambda=\left(\lambda_{1}, \ldots, \lambda_{n+1}\right) \in \Lambda_{n+1}$ and $k \in\{1, \ldots, m\}$. Since $u^{(k)}=0$ on $\partial \Omega \times(0, \infty)$ and $0<p \leq 1$, by (4.2) and (4.4) we can find $\left\{x_{i}^{(k)}\right\}_{i=1}^{n+1} \subset D$ such that

$$
x_{*}=\sum_{i=1}^{n+1} \lambda_{i} x_{i}^{(k)}, \quad U_{p, \lambda}^{(k)}\left(x_{*}, t_{*}\right)=M_{p}\left(u^{(k)}\left(x_{1}^{(k)}, t_{*}\right), \ldots, u^{(k)}\left(x_{n+1}^{(k)}, t_{*}\right) ; \lambda\right) .
$$

Furthermore, the Lagrange multiplier theorem assures that

$$
\begin{equation*}
\theta:=u^{(k)}\left(x_{1}^{(k)}, t_{*}\right)^{p-1} \nabla u^{(k)}\left(x_{1}^{(k)}, t_{*}\right)=\cdots=u^{(k)}\left(x_{n+1}^{(k)}, t_{*}\right)^{p-1} \nabla u^{(k)}\left(x_{n+1}^{(k)}, t_{*}\right) . \tag{4.5}
\end{equation*}
$$

Let $\left\{a_{i}^{(k)}\right\}_{i=1}^{n+1} \subset[0, \infty)$ be such that $\sum_{i=1}^{n+1} \lambda_{i} a_{i}^{(k)}=1$. Set

$$
\begin{array}{ll}
U_{*}^{(k)}:=U_{p, \lambda}^{(k)}\left(x_{*}, t_{*}\right), & u_{i}^{(k)}:=u^{(k)}\left(x_{i}^{(k)}, t_{*}\right), \quad y_{i}^{(k)}(x):=x_{i}^{(k)}+a_{i}^{(k)}\left(x-x_{*}\right), \\
\mathbf{U}_{*}:=\left(U_{*}^{(1)}, \ldots, U_{*}^{(m)}\right), & \mathbf{u}_{i}:=\left(u_{i}^{(1)}, \ldots, u_{i}^{(m)}\right)
\end{array}
$$

It follows that

$$
\begin{equation*}
U_{*}^{(k)}=M_{p}\left(u_{1}^{(k)}, \ldots, u_{n+1}^{(k)} ; \lambda\right), \quad x=\sum_{i=1}^{n+1} \lambda_{i} y_{i}^{(k)}(x) . \tag{4.6}
\end{equation*}
$$

For $k=1, \ldots, m$, we define

$$
\begin{equation*}
\varphi^{(k)}(x, t):=M_{p}\left(u^{(k)}\left(y_{1}^{(k)}(x), t\right), \ldots, u^{(k)}\left(y_{n+1}^{(k)}(x), t\right) ; \lambda\right), \tag{4.7}
\end{equation*}
$$

which is a $C^{2,1}$-function in a neighborhood of $\left(x_{*}, t_{*}\right) \in D$ and satisfies

$$
\begin{equation*}
\varphi^{(k)}\left(x_{*}, t_{*}\right)=M_{p}\left(u_{1}^{(k)}, \ldots, u_{n+1}^{(k)} ; \lambda\right)=U_{*}^{(k)}=U_{p, \lambda}^{(k)}\left(x_{*}, t_{*}\right) . \tag{4.8}
\end{equation*}
$$

Moreover, it follows from the definition of $U_{p, \lambda}$ and (4.6) that

$$
U_{p, \lambda}^{(k)}(x, t) \geq \varphi^{(k)}(x, t)
$$

in a neighborhood of $\left(x_{*}, t_{*}\right)$.
We prove

$$
\begin{equation*}
\partial_{t} \varphi^{(k)}\left(x_{*}, t_{*}\right)+F^{(k)}\left(x_{*}, t_{*}, \mathbf{U}_{*}, \nabla \varphi^{(k)}\left(x_{*}, t_{*}\right), \nabla^{2} \varphi^{(k)}\left(x_{*}, t_{*}\right)\right) \leq 0 \tag{4.9}
\end{equation*}
$$

for $k=1, \ldots, m$. Let $\nabla^{\prime}:=\left(\partial / \partial x_{1}, \ldots, \partial / \partial x_{n}, \partial / \partial t\right)$. By (4.5) and (4.7) we have

$$
\nabla^{\prime} \varphi^{(k)}(x, t)=\varphi^{(k)}(x, t)^{1-p} \sum_{i=1}^{n+1} \lambda_{i} u^{(k)}\left(y_{i}^{(k)}(x), t\right)^{p-1} \nabla^{\prime} u^{(k)}\left(y_{i}^{(k)}(x), t\right)
$$

and

$$
\begin{aligned}
& \nabla^{2} \varphi^{(k)}(x, t)=\varphi^{(k)}(x, t)^{1-p} \sum_{i=1}^{n+1} \lambda_{i}\left(a_{i}^{(k)}\right)^{2} u^{(k)}\left(y_{i}^{(k)}(x), t\right)^{p-1} \nabla^{2} u^{(k)}\left(y_{i}^{(k)}(x), t\right) \\
& +(1-p) \varphi^{(k)}(x, t)^{-p} \nabla \varphi^{(k)}(x, t) \otimes \sum_{i=1}^{n+1} \lambda_{i} a_{i}^{(k)} u^{(k)}\left(y_{i}^{(k)}(x), t\right)^{p-1} \nabla u^{(k)}\left(y_{i}^{(k)}(x), t\right) \\
& -(1-p) \varphi^{(k)}(x, t)^{1-p} \sum_{i=1}^{n+1} \lambda_{i}\left(a_{i}^{(k)}\right)^{2} u^{(k)}\left(y_{i}^{(k)}(x), t\right)^{p-2} \nabla u^{(k)}\left(y_{i}^{(k)}(x), t\right) \otimes \nabla u^{(k)}\left(y_{i}^{(k)}(x), t\right)
\end{aligned}
$$

in a neighborhood of $\left(x_{*}, t_{*}\right)$. Since $y_{i}^{(k)}\left(x_{*}\right)=x_{i}^{(k)}$ and $\lambda \in \Lambda_{n+1}$, by (4.5) and (4.8) we obtain

$$
\begin{align*}
& \partial_{t} \varphi^{(k)}\left(x_{*}, t_{*}\right)=\left(U_{*}^{(k)}\right)^{1-p} \sum_{i=1}^{n+1} \lambda_{i} u^{(k)}\left(x_{i}^{(k)}, t\right)^{p-1} \partial_{t} u^{(k)}\left(x_{i}^{(k)}, t\right),  \tag{4.10}\\
& \nabla \varphi^{(k)}\left(x_{*}, t_{*}\right)=\left(U_{*}^{(k)}\right)^{1-p} \sum_{i=1}^{n+1} \lambda_{i} u^{(k)}\left(x_{i}^{(k)}, t\right)^{p-1} \nabla u^{(k)}\left(x_{i}^{(k)}, t\right)=\left(U_{*}^{(k)}\right)^{1-p} \theta
\end{align*}
$$

and

$$
\begin{gather*}
\nabla^{2} \varphi^{(k)}\left(x_{*}, t_{*}\right)=\left(U_{*}^{(k)}\right)^{1-p} \sum_{i=1}^{n+1} \lambda_{i}\left(a_{i}^{(k)}\right)^{2}\left(u_{i}^{(k)}\right)^{p-1} \nabla^{2} u^{(k)}\left(x_{i}^{(k)}, t_{*}\right) \\
+(1-p)\left(U_{*}^{(k)}\right)^{-1} \nabla \varphi^{(k)}\left(x_{*}, t_{*}\right) \otimes \nabla \varphi^{(k)}\left(x_{*}, t_{*}\right)  \tag{4.11}\\
\times\left(1-\left(U_{*}^{(k)}\right)^{p} \sum_{i=1}^{n+1} \lambda_{i}\left(a_{i}^{(k)}\right)^{2}\left(u_{i}^{(k)}\right)^{-p}\right)
\end{gather*}
$$

Taking

$$
a_{i}^{(k)}=\left(u_{i}^{(k)} / U_{*}^{(k)}\right)^{p}, \quad i=1, \ldots, n+1,
$$

we deduce from (4.8) that

$$
\begin{aligned}
& \left(U_{*}^{(k)}\right)^{p} \sum_{i=1}^{n+1} \lambda_{i}\left(a_{i}^{(k)}\right)^{2}\left(u_{i}^{(k)}\right)^{-p} \\
& =\left(U_{*}^{(k)}\right)^{-p} \sum_{i=1}^{n+1} \lambda_{i}\left(u_{i}^{(k)}\right)^{p}=\left(U_{*}^{(k)}\right)^{-p} M_{p}\left(u_{1}^{(k)}, \ldots, u_{n+1}^{(k)} ; \lambda\right)^{p}=1 .
\end{aligned}
$$

This together with (4.11) implies that

$$
\begin{align*}
\nabla^{2} \varphi^{(k)}\left(x_{*}, t_{*}\right) & =\left(U_{*}^{(k)}\right)^{1-p} \sum_{i=1}^{n+1} \lambda_{i}\left(a_{i}^{(k)}\right)^{2}\left(u_{i}^{(k)}\right)^{p-1} \nabla^{2} u^{(k)}\left(x_{i}^{(k)}, t_{*}\right) \\
& =\left(U_{*}^{(k)}\right)^{1-3 p} \sum_{i=1}^{n+1} \lambda_{i}\left(u_{i}^{(k)}\right)^{3 p-1} \nabla^{2} u^{(k)}\left(x_{i}^{(k)}, t_{*}\right)  \tag{4.12}\\
& =\left(U_{*}^{(k)}\right)^{1-3 p} \sum_{i=1}^{n+1} \lambda_{i} A_{i}
\end{align*}
$$

where

$$
A_{i}=\left(u_{i}^{(k)}\right)^{3 p-1} \nabla^{2} u^{(k)}\left(x_{i}^{(k)}, t_{*}\right), \quad i=1, \ldots, n+1
$$

Then, by (4.10) and (4.12) we obtain

$$
\begin{align*}
& \partial_{t} \varphi^{(k)}\left(x_{*}, t_{*}\right)+ F^{(k)}\left(x_{*}, t_{*}, \mathbf{U}_{*}, \nabla \varphi^{(k)}\left(x_{*}, t_{*}\right), \nabla^{2} \varphi^{(k)}\left(x_{*}, t_{*}\right)\right) \\
&=\left(U_{*}^{(k)}\right)^{1-p} \sum_{i=1}^{n+1} \lambda_{i} \frac{\partial_{t} u^{(k)}\left(x_{i}^{(k)}, t_{*}\right)}{\left(u_{i}^{(k)}\right)^{1-p}} \\
&+F^{(k)}\left(x_{*}, t_{*}, \mathbf{U}_{*},\left(U_{*}^{(k)}\right)^{1-p} \theta,\left(U_{*}^{(k)}\right)^{1-3 p} \sum_{i=1}^{n+1} \lambda_{i} A_{i}\right)  \tag{4.13}\\
&=-\left(U_{*}^{(k)}\right)^{1-p} \sum_{i=1}^{n+1} \lambda_{i} \frac{F^{(k)}\left(x_{i}^{(k)}, t_{*}, \mathbf{u}_{i},\left(u_{i}^{(k)}\right)^{1-p} \theta,\left(u_{i}^{(k)}\right)^{1-3 p} A_{i}\right)}{\left(u_{i}^{(k)}\right)^{1-p}}+ \\
&+F^{(k)}\left(x_{*}, t_{*}, \mathbf{U}_{*},\left(U_{*}^{(k)}\right)^{1-p} \theta,\left(U_{*}^{(k)}\right)^{1-3 p} \sum \lambda_{i} A_{i}\right) .
\end{align*}
$$

On the other hand, it follows from (F3) that

$$
\begin{aligned}
& \left(U_{*}^{(k)}\right)^{1-p} \sum_{i=1}^{n+1} \lambda_{i} \frac{F^{(k)}\left(x_{i}^{(k)}, t_{*}, \mathbf{u}_{i},\left(u_{i}^{(k)}\right)^{1-p} \theta,\left(u_{i}^{(k)}\right)^{1-3 p} A_{i}\right)}{\left(u_{i}^{(k)}\right)^{1-p}} \\
& =\left(U_{*}^{(k)}\right)^{1-p} \sum_{i=1}^{n+1} \lambda_{i}\left(v_{i}^{(k)}\right)^{1-\frac{1}{p}} F^{(k)}\left(x_{i}^{(k)}, t_{*}, \mathbf{v}_{i}^{\frac{1}{p}},\left(v_{i}^{(k)}\right)^{\frac{1}{p}-1} \theta,\left(v_{i}^{(k)}\right)^{\frac{1}{p}-3} A_{i}\right) \\
& =\left(U_{*}^{(k)}\right)^{1-p} \sum_{i=1}^{n+1} \lambda_{i} \mathcal{F}_{\theta, t_{*}}^{(k)}\left(x_{i}^{(k)}, v_{i}^{(1)}, \ldots, v_{i}^{(m)}, A_{i}\right) \\
& \geq\left(U_{*}^{(k)}\right)^{1-p} \mathcal{F}_{\theta, t_{*}}^{(k)}\left(\sum_{i=1}^{n+1} \lambda_{i} x_{i}^{(k)}, \sum_{i=1}^{n+1} \lambda_{i} v_{i}^{(1)}, \ldots, \sum_{i=1}^{n+1} \lambda_{i} v_{i}^{(m)}, \sum_{i=1}^{n+1} \lambda_{i} A_{i}\right),
\end{aligned}
$$

where $v_{i}^{(k)}:=\left(u_{i}^{(k)}\right)^{p}$ and $v_{i}^{1 / p}:=\left(\left(v_{i}^{(1)}\right)^{1 / p}, \ldots,\left(v_{i}^{(m)}\right)^{1 / p}\right)$. Since

$$
\sum_{i=1}^{n+1} \lambda_{i} x_{i}^{(k)}=x_{*}, \quad \sum_{i=1}^{n+1} \lambda_{i} v_{i}^{(j)}=M_{p}\left(u_{1}^{(k)}, \ldots, u_{n+1}^{(k)} ; \lambda\right)^{p}=\left(U_{*}^{(j)}\right)^{p}
$$

where $j=1, \ldots, m$, we deduce that

$$
\begin{aligned}
\left(U_{*}^{(k)}\right)^{1-p} & \geq\left(U_{*}^{(k)}\right)^{1-p} \mathcal{F}_{\theta, t_{*}}^{(k)}\left(x_{*},\left(U_{*}^{(1)}\right)^{p}, \ldots,\left(U_{*}^{(m)}\right)^{p}, \sum_{i=1}^{n+1} \lambda_{i} A_{i}\right) \\
& =F^{(k)}\left(x_{*}, t_{*}, \mathbf{U}_{*},\left(U_{*}^{(k)}\right)^{1-p} \theta,\left(U_{*}^{(k)}\right)^{1-3 p} \sum_{i=1}^{n+1} \lambda_{i} A_{i}\right) .
\end{aligned}
$$

This together with (4.13) implies (4.9). Since ( $x_{*}, t_{*}$ ) is arbitrary, by (4.3) and Corollary 3.1 we see that $\mathbf{U}_{\lambda, p}$ is a viscosity subsolution of (4.1). Thus Theorem 4.1 follows.

## Combing Theorem 4.1 with Theorem 3.2, we obtain the following.

Corollary 4.1 Assume the same conditions as in Theorem 4.1. Furthermore, assume (C2) and (C3). Let $0<p \leq 1$ and $\mathbf{u}=\left(u^{(1)}, \ldots, u^{(m)}\right)$ satisfy (4.1) and (4.4). If the initial datum $u_{0}^{(k)}$ is $p$-concave in $\bar{\Omega}$ for $k=1, \ldots, m$, then $u^{(k)}$ is spatially $p$-concave in $D$ for $k \in\{1, \ldots, m\}$.

Proof. Let $k \in\{1, \ldots, m\}$. Due to the $p$-concavity of $u_{0}^{(k)}$, we have

$$
U_{p, \lambda}^{(k)}(x, 0)=U_{p}^{(k)}(x, 0)=u_{0}^{(k)}(x), \quad x \in \bar{\Omega},
$$

for every $\lambda \in \Lambda_{n+1}$. Then, by Theorem 4.1 we see that $\mathbf{U}_{p, \lambda}$ is a viscosity subsolution of (1.1) for every $\lambda \in \Lambda_{n+1}$. Applying Theorem 3.2, by (4.3) we see that $\mathbf{U}_{p, \lambda} \leq \mathbf{u}$ in $D$, which implies that $\mathbf{U}_{p} \leq \mathbf{u}$ in $D$. On the other hand, it follows from the definition of $\mathbf{U}_{p}$ that $\mathbf{U}_{p} \geq \mathbf{u}$ in $D$. Therefore we deduce that $\mathbf{U}_{p}=\mathbf{u}$ in $D$. Then $u^{(k)}$ is spatially $p$-concave in $D$ for every $k \in\{1, \ldots, m\}$.

### 4.2 Case of $p=0$

In the next theorem we give a sufficient condition for $U_{0, \lambda}=\left(U_{0, \lambda}^{(1)}, \ldots, U_{0, \lambda}^{(m)}\right)$ to be a viscosity subsolution of (4.1).
Theorem 4.2 Let $\Omega$ be a bounded convex smooth domain in $\mathbf{R}^{N}, D:=\Omega \times(0, \infty)$ and $m \in\{1,2, \ldots\}$. Assume (A1), (A2) and the following condition:
(F4) Let $k \in\{1, \ldots, m\}$. For any fixed $\theta \in \mathbf{R}^{N}$ and $t_{*}>0$,

$$
\mathcal{F}_{\theta, t_{*}}^{(k)}\left(x, v^{(1)}, \ldots, v^{(m)}, A\right):=e^{-v^{(k)}} F^{(k)}\left(x, t_{*}, e^{v^{(1)}}, \ldots, e^{v^{(m)}}, e^{v^{(k)}} \theta, e^{v^{(k)}} A\right)
$$

is convex with respect to $\left(x, v^{(1)}, \ldots, v^{(m)}, A\right) \in D \times \mathbf{R}^{m} \times \mathbf{S}^{N}$.

Then $\mathbf{U}_{0, \lambda}:=\left(U_{0, \lambda}^{(1)}, \ldots, U_{0, \lambda}^{(m)}\right)$ is a viscosity subsolution of (4.1).
Proof. Let $\left(x_{*}, t_{*}\right) \in D$ and $\lambda=\left(\lambda_{1}, \ldots, \lambda_{n+1}\right) \in \Lambda_{n+1}$. Thanks to the boundary conditions and to the regularity of $u$ and of the geometric mean, we can find $\left\{x_{i}^{(k)}\right\}_{i=1}^{n+1} \subset D$ such that

$$
\begin{aligned}
& x_{*}=\sum_{i=1}^{n+1} \lambda_{i} x_{i}^{(k)}, \\
& U_{0, \lambda}^{(k)}\left(x_{*}, t_{*}\right)=M_{0}\left(u^{(k)}\left(x_{1}^{(k)}, t_{*}\right), \ldots, u^{(k)}\left(x_{n+1}^{(k)}, t_{*}\right) ; \lambda\right)=\prod_{i=1}^{n+1} u^{(k)}\left(x_{i}^{(k)}, t_{*}\right)^{\lambda_{i}} .
\end{aligned}
$$

Notice that the Lagrange multiplier theorem assures that

$$
\theta:=\frac{\nabla u^{(k)}\left(x_{1}^{(k)}, t_{*}\right)}{u^{(k)}\left(x_{1}^{(k)}, t_{*}\right)}=\cdots=\frac{\nabla u^{(k)}\left(x_{n+1}^{(k)}, t_{*}\right)}{u^{(k)}\left(x_{n+1}^{(k)}, t_{*}\right)} .
$$

Set

$$
\begin{array}{ll}
U_{*}^{(k)}:=U_{0, \lambda}^{(k)}\left(x_{*}, t_{*}\right), & u_{i}^{(k)}:=u^{(k)}\left(x_{i}^{(k)}, t_{*}\right), \\
y_{i}^{(k)}(x):=x_{i}^{(k)}+\left(x-x_{*}\right), \\
\mathbf{U}_{*}:=\left(U_{*}^{(1)}, \ldots, U_{*}^{(m)}\right), \quad \mathbf{u}_{i}:=\left(u_{i}^{(1)}, \ldots, u_{i}^{(m)}\right), \quad A_{i}:=\frac{\nabla^{2} u^{(k)}\left(x_{i}^{(k)}, t_{*}\right)}{u_{i}^{(k)}} .
\end{array}
$$

It follows that

$$
\begin{equation*}
x=\sum_{i=1}^{n+1} \lambda_{i} y_{i}^{(k)}(x) . \tag{4.14}
\end{equation*}
$$

For $k=1, \ldots, m$, we define

$$
\varphi^{(k)}(x, t):=M_{0}\left(u^{(k)}\left(y_{1}^{(k)}(x), t\right), \ldots, u^{(k)}\left(y_{n+1}^{(k)}(x), t\right) ; \lambda\right)=\prod_{i=1}^{n+1} u^{(k)}\left(y_{i}^{(k)}(x), t\right)^{\lambda_{i}}
$$

which is a $C^{2,1}$-function in a neighborhood of $\left(x_{*}, t_{*}\right) \in D$ and satisfies

$$
\varphi^{(k)}\left(x_{*}, t_{*}\right)=\prod_{i=1}^{n+1}\left[u_{i}^{(k)}\right]^{\lambda_{i}}=U_{*}^{(k)}=U_{0, \lambda}^{(k)}\left(x_{*}, t_{*}\right) .
$$

Moreover, it follows from the definition of $U_{\lambda}$ and (4.14) that

$$
U_{0, \lambda}^{(k)}(x, t) \geq \varphi^{(k)}(x, t)
$$

in a neighborhood of $\left(x_{*}, t_{*}\right)$.
We apply the same argument in the proof of Theorem 4.1 with $p=0$, and prove

$$
\begin{equation*}
\partial_{t} \varphi^{(k)}\left(x_{*}, t_{*}\right)+F^{(k)}\left(x_{*}, t_{*}, \mathbf{U}_{*}, \nabla \varphi^{(k)}\left(x_{*}, t_{*}\right), \nabla^{2} \varphi^{(k)}\left(x_{*}, t_{*}\right)\right) \leq 0 \tag{4.15}
\end{equation*}
$$

for $k=1, \ldots, m$. Similarly to (4.10) and (4.12), we have

$$
\begin{aligned}
& \partial_{t} \varphi^{(k)}\left(x_{*}, t_{*}\right)=\varphi^{(k)}\left(x_{*}, t_{*}\right) \sum_{i=1}^{n+1} \lambda_{i} \frac{\partial_{t} u^{(k)}\left(x_{i}^{(k)}, t_{*}\right)}{u^{(k)}\left(x_{i}^{(k)}, t_{*}\right)}=U_{*}^{(k)} \sum_{i=1}^{n+1} \lambda_{i} \frac{\partial_{t} u^{(k)}\left(x_{i}^{(k)}, t_{*}\right)}{u_{i}^{(k)}}, \\
& \nabla \varphi^{(k)}\left(x_{*}, t_{*}\right)=U_{*}^{(k)} \sum_{i=1}^{n+1} \lambda_{i} \frac{\nabla u^{(k)}\left(x_{i}^{(k)}, t_{*}\right)}{u^{(k)}\left(x_{i}^{(k)}, t_{*}\right)}=\varphi^{(k)}\left(x_{*}, t_{*}\right) \theta, \\
& \nabla^{2} \varphi^{(k)}\left(x_{*}, t_{*}\right)=U_{*}^{(k)} \sum_{i=1}^{n+1} \lambda_{i} \frac{\nabla^{2} u^{(k)}\left(x_{i}^{(k)}, t_{*}\right)}{u_{i}^{(k)}}=U_{*}^{(k)} \sum_{i=1}^{n+1} \lambda_{i} A_{i} .
\end{aligned}
$$

Then we deduce that

$$
\begin{align*}
& \partial_{t} \varphi^{(k)}\left(x_{*}, t_{*}\right)+F^{(k)}\left(x_{*}, t_{*}, \mathbf{U}_{*}, \nabla \varphi^{(k)}\left(x_{*}, t_{*}\right), \nabla^{2} \varphi^{(k)}\left(x_{*}, t_{*}\right)\right) \\
& =U_{*}^{(k)} \sum_{i=1}^{n+1} \lambda_{i} \frac{\partial_{t} u^{(k)}\left(x_{i}^{(k)}, t_{*}\right)}{u_{i}^{(k)}}+F^{(k)}\left(x_{*}, t_{*}, \mathbf{U}_{*}, U_{*}^{(k)} \theta, U_{*}^{(k)} \sum_{i=1}^{n+1} \lambda_{i} A_{i}\right) \\
& =-U_{*}^{(k)} \sum_{i=1}^{n+1} \lambda_{i} \frac{F\left(x_{i}^{(k)}, t_{*}, u_{i}, u_{i}^{(k)} \theta, u_{i}^{(k)} A_{i}\right)}{u_{i}^{(k)}}  \tag{4.16}\\
& \quad+F^{(k)}\left(x_{*}, t_{*}, \mathbf{U}_{*}, U_{*}^{(k)} \theta, U_{*}^{(k)} \sum_{i=1}^{n+1} \lambda_{i} A_{i}\right) .
\end{align*}
$$

On the other hand, it follows from (F4) that

$$
\begin{aligned}
\sum_{i=1}^{n+1} \lambda_{i} & \frac{F^{(k)}\left(x_{i}^{(k)}, t_{*}, \mathbf{u}_{i}, u_{i}^{(k)} \theta, u_{i}^{(k)} A_{i}\right)}{u_{i}^{(k)}}=\sum_{i=1}^{n+1} \lambda_{i} \frac{F^{(k)}\left(x_{i}^{(k)}, t_{*}, e^{\mathbf{v}_{i}}, e^{v_{i}^{(k)}} \theta, e^{v_{i}^{(k)}} A_{i}\right)}{e^{v_{i}^{(k)}}} \\
& =\sum_{i=1}^{n+1} \lambda_{i} \mathcal{F}_{\theta, t_{*}}^{(k)}\left(x_{i}^{(k)}, v_{i}^{(1)}, \ldots, v_{i}^{(m)}, A_{i}\right) \\
& \geq \mathcal{F}_{\theta, t_{*}}^{(k)}\left(\sum_{i=1}^{n+1} \lambda_{i} x_{i}^{(k)}, \sum_{i=1}^{n+1} \lambda_{i} v_{i}^{(1)}, \ldots, \sum_{i=1}^{n+1} \lambda_{i} v_{i}^{(m)}, \sum_{i=1}^{n+1} \lambda_{i} A_{i}\right),
\end{aligned}
$$

where $v_{i}^{(k)}:=\log u_{i}^{(k)}$ and $e^{\mathbf{v}_{i}}:=\left(e^{v_{i}^{(1)}}, \ldots, e^{v_{i}^{(m)}}\right)$. Since

$$
\sum_{i=1}^{n+1} \lambda_{i} x_{i}^{(k)}=x_{*}, \quad \sum_{i=1}^{n+1} \lambda_{i} v_{i}^{(j)}=\log \prod_{i=1}^{n+1}\left(u_{i}^{(j)}\right)^{\lambda_{i}}=\log U_{*}^{(j)}
$$

we deduce that

$$
\begin{aligned}
\sum_{i=1}^{n+1} \lambda_{i} \frac{F^{(k)}\left(x_{i}^{(k)}, t_{*}, \mathbf{u}_{i}, u_{i}^{(k)} \theta, u_{i}^{(k)} A_{i}\right)}{u_{i}^{(k)}} & \geq \mathcal{F}_{\theta, t_{*}}^{(k)}\left(x_{*}, \log U_{*}^{(1)}, \ldots, \log U_{*}^{(m)}, \sum_{i=1}^{n+1} \lambda_{i} A_{i}\right) \\
& =\frac{1}{U_{*}^{(k)}} F^{(k)}\left(x_{*}, t_{*}, U_{*}^{(k)} \theta, U_{*}^{(k)} \sum_{i=1}^{n+1} \lambda_{i} A_{i}\right) .
\end{aligned}
$$

This together with (4.16) implies (4.15). Since $\left(x_{*}, t_{*}\right)$ is arbitrary, by (4.3) and Corollary 3.1 we see that $\mathbf{U}_{\lambda}$ is a viscosity subsolution of (4.1). Thus Theorem 4.2 follows.

By Theorem 4.2 we apply a similar argument as in the proof of Corollary 4.1 to obtain the following result.

Corollary 4.2 Assume the same conditions as in Theorem 4.2. Furthermore, assume (C2) and (C3). Let $\mathbf{u}=\left(u^{(1)}, \ldots, u^{(m)}\right)$ satisfy (4.1) with initial value $\mathbf{u}_{\mathbf{0}}=\left(u_{0}^{(1)}, \ldots, u_{0}^{(m)}\right)$. If the initial datum $u_{0}^{(k)}$ is log-concave in $\bar{\Omega}$ for $k=1, \ldots, m$, then $u^{(k)}$ is spatially log-concave in $D$ for $k \in\{1, \ldots, m\}$.

Theorem 1.1 easily follows from Corollary 4.2. Corollary 1.1 follows from Theorems 1.1 and 3.2. Furthermore, we have the following well known result (see [7], [13] and [31]).

Corollary 4.3 Let $\Omega$ be a bounded convex domain in $\mathbf{R}^{N}$. Let $u \in C^{2}(D) \cap C(\bar{D})$ satisfy

$$
\begin{cases}\partial_{t} u-\Delta u=0 & \text { in } D,  \tag{4.17}\\ u(x, t)=0 & \text { on } \partial \Omega \times[0, \infty), \\ u(x, 0)=u_{0}(x) & \text { in } \Omega,\end{cases}
$$

where $u_{0}$ is a nonnegative continuous function on $\bar{\Omega}$. Then $u$ is spatially log-concave in $D$ provided that $u_{0}$ is log-concave in $\Omega$.

Proof. Let $u$ be a solution of (4.17) and $\lambda>0$. Then the function $U:=e^{-\lambda t} u$ satisfies

$$
\partial_{t} U-\Delta U+\lambda U=0 \quad \text { in } \quad \Omega \times(0, \infty) .
$$

Applying Corollary 4.2 to the case where $m=1$ and $F\left(x, t, U, \nabla U, \nabla^{2} U\right)=-\Delta U+\lambda U$, we obtain the spatial log-concavity of $U$ in $\Omega \times(0, \infty)$. Thus Corollary 4.3 follows.
Similarly, we obtain Corollary 1.1.

## 5 Applications to porous medium equations

We apply our results in the previous section and study concavity properties of porous medium equations and related systems. Concavity properties of solutions to the porous medium equation have been studied in several papers, see e.g., [11], [17], [30], [34], [35] and references therein (see also a survey book [38] for porous medium equations).

### 5.1 Porous medium equation

Let $\Omega$ be a bounded smooth convex domain in $\mathbf{R}^{N}, D:=\Omega \times(0, \infty)$ and $\alpha>1$. Consider the Cauchy-Dirichlet problem for the porous medium equation

$$
\begin{cases}\partial_{t} u-\Delta\left(u^{\alpha}\right)=0 & \text { in } \quad D  \tag{5.1}\\ u=0 & \text { on } \quad \partial \Omega \times(0, \infty), \\ u(x, 0)=u_{0}(x) & \text { in } \Omega\end{cases}
$$

where $u_{0} \in X:=\{w \in C(\bar{\Omega}): w>0 \quad$ in $\Omega, w=0 \quad$ on $\partial \Omega\}$. Problem (5.1) has a unique classical solution in $D$ (see e.g., [38, Theorem 5.5 and Proposition 7.21]). In this subsection, as an application of Theorem 4.1, we prove the following theorem, already given in [35].

Theorem 5.1 Let $\Omega$ be a bounded smooth convex domain in $\mathbf{R}^{N}$ and $\alpha>1$. Let $u$ be a classical solution of (5.1) with $u_{0} \in X$. Then $u$ is spatially $(\alpha-1) / 2$ concave in $D$ provided that $u_{0}$ is $(\alpha-1) / 2$ concave in $\Omega$.

Notice that our approach is completely different from that of [35] and enables us to obtain concavity properties of solutions to general parabolic problems including parabolic systems (see also Subsection 5.2).

For the proof of Theorem 5.1, we prepare the following lemma.
Lemma 5.1 Let $\eta$ be a solution of

$$
-\Delta \eta=\eta^{1 / \alpha} \quad \text { in } \quad \Omega, \quad \eta>0 \quad \text { in } \quad \Omega, \quad \eta=0 \quad \text { in } \quad \partial \Omega
$$

Let $0<\beta \leq 1$ be such that $2 \beta \leq \alpha(\alpha-1)$. For any concave function $\psi \in C(\bar{\Omega})$, such that $\psi>0$ in $\Omega$ and $\psi=0$ on $\partial \Omega$, and for every $\epsilon>0$, set

$$
u_{0}^{\epsilon}(x):=\left[u_{0}(x)^{\frac{\alpha-1}{2}}+\epsilon \psi(x)^{\beta}\right]^{\frac{2}{\alpha-1}}
$$

Then $u_{0}^{\epsilon}$ is $(\alpha-1) / 2$ concave in $\Omega$ and

$$
\begin{equation*}
u_{0}^{\epsilon}(x) \geq \delta \eta(x)^{\alpha} \quad \text { in } \quad \Omega \tag{5.2}
\end{equation*}
$$

for some $\delta>0$.
Proof. Since $u_{0}^{(\alpha-1) / 2}$ and $\psi$ are concave in $\Omega$ and $0<\beta \leq 1$, we see that $u_{0}^{\epsilon}$ is $(\alpha-1) / 2$ concave in $\Omega$. So it suffices to prove (5.2).

It follows from [3, Proposition 1] that $\eta \in C^{2+1 / \alpha}(\bar{\Omega})$. Then

$$
\begin{equation*}
\eta(x) \leq C_{1} \operatorname{dist}(x, \partial \Omega) \quad \text { in } \quad \Omega \tag{5.3}
\end{equation*}
$$

for some constant $C_{1}>0$. On the other hand, since $\psi$ is concave, we see that

$$
\begin{equation*}
u_{0}^{\epsilon}(x) \geq \epsilon^{\frac{2}{\alpha-1}} \psi(x)^{\frac{2 \beta}{\alpha-1}} \geq C_{2} \epsilon^{\frac{2}{\alpha-1}} \operatorname{dist}(x, \partial \Omega)^{\frac{2 \beta}{\alpha-1}} \quad \text { in } \quad \Omega \tag{5.4}
\end{equation*}
$$

for some constant $C_{2}$. Since $2 \beta \leq \alpha(\alpha-1)$, by (5.3) and (5.4) we have (5.2). Thus Lemma 5.1 follows.

Proof of Theorem 5.1. For any $\epsilon>0$, there exists a unique classical solution $u_{\epsilon}$ of (5.1) with the initial data $u_{0}^{\epsilon}$ (see e.g., [38, Theorem 5.5 and Proposition 7.21]). By Lemma 5.1 we can find $\tau>0$ such that

$$
\begin{equation*}
\tau^{-\frac{1}{\alpha-1}} \eta(x)^{\alpha} \leq u_{0}^{\epsilon}(x) \quad \text { in } \quad \Omega \tag{5.5}
\end{equation*}
$$

Set

$$
z(x, t):=[(\alpha-1) t+\tau]^{-\frac{1}{\alpha-1}} \eta(x)^{1 / \alpha}
$$

which satisfies

$$
z_{t}-\Delta\left(z^{\alpha}\right)=0 \quad \text { in } \quad D, \quad z=0 \quad \text { on } \quad \partial \Omega \times(0, \infty)
$$

By (5.5) we apply the comparison principle to obtain

$$
\begin{equation*}
u_{\epsilon}(x, t) \geq z(x, t) \quad \text { in } \quad D . \tag{5.6}
\end{equation*}
$$

On the other hand, it follows from the Hopf lemma that

$$
\liminf _{\rho \rightarrow 0+} \frac{\eta(x+\rho \nu(x))}{\rho}>0
$$

for any $x \in \partial \Omega$. This together with (5.6) and the definition of $z$ implies that

$$
\begin{equation*}
\liminf _{\rho \rightarrow+0} \rho^{-\frac{1}{\alpha}} u_{\epsilon}(x+\rho \nu(x), t)>0 \tag{5.7}
\end{equation*}
$$

for all $(x, t) \in \partial \Omega \times(0, \infty)$.
Let $v_{\epsilon}:=\alpha u_{\epsilon}^{\alpha-1}$. Then we have

$$
\begin{cases}\partial_{t} v_{\epsilon}-v_{\epsilon} \Delta v_{\epsilon}-\frac{1}{\alpha-1}\left|\nabla v_{\epsilon}\right|^{2}=0 & \text { in } D  \tag{5.8}\\ v_{\epsilon}=0 & \text { on } \partial \Omega \times(0, \infty) \\ v(x, 0)=\alpha\left[u_{0}^{\epsilon}(x)\right]^{\alpha-1} & \text { in } \Omega\end{cases}
$$

Set

$$
F(x, t, w, \theta, A):=-w \operatorname{tr}(A)-\frac{1}{\alpha-1}|\theta|^{2}
$$

for $(x, t, w, \theta, A) \in D \times(0, \infty) \times \mathbf{R}^{N} \times \mathbf{S}^{N}$.
We apply Corollary 4.1 with $p=1 / 2$ to $v_{\epsilon}$. Then the function

$$
\mathcal{F}_{\theta, t}(x, w, A):=w^{-1} F\left(x, t, w^{2}, w \theta, w^{-1} A\right)=-\operatorname{tr}(A)-\frac{1}{\alpha-1} w|\theta|^{2}
$$

is convex with respect to $(x, w, A) \in \Omega \times[0, \infty) \times \mathbf{S}^{N}$ for any fixed $\theta \in \mathbf{R}^{N}$ and $t>0$. This means that $F$ satisfies condition (F3) with $p=1 / 2$. Furthermore, we deduce from (5.7) that

$$
\lim _{\rho \rightarrow+0} \rho^{-2} v(x+\rho \nu(x), t)=\infty
$$

for all $(x, t) \in \partial \Omega \times(0, \infty)$. Therefore, by Corollary 4.1 we see that $v_{\epsilon}$ is spatially $1 / 2$ concave in $D$, which means that $u_{\epsilon}$ is spatially $(\alpha-1) / 2$ concave in $D$.

On the other hand, if $0<\epsilon_{1}<\epsilon_{2}$, the comparison principle implies that

$$
0<u(x, t) \leq u_{\epsilon_{1}}(x, t) \leq u_{\epsilon_{2}}(x, t) \quad \text { in } \quad D
$$

Then, by [38, Proposition 3.6] we see that

$$
\lim _{\epsilon \rightarrow 0} u_{\epsilon}(x, t)=u(x, t) \quad \text { in } D
$$

Therefore we deduce from the spatially $(\alpha-1) / 2$ concavity of $u_{\epsilon}$ in $D$ that $u$ is spatially $(\alpha-1) / 2$ concave in $D$. Thus Theorem 5.1 follows.

### 5.2 Porous medium systems

We discuss spatial concavity properties of the solution of the following nonlinear porous medium system

$$
\begin{cases}\partial_{t} u-d_{1} \Delta\left(u^{\alpha}\right)+f(x, t, u, v, \nabla u)=0 & \text { in } D,  \tag{5.9}\\ \partial_{t} v-d_{2} \Delta\left(v^{\beta}\right)+g(x, t, u, v, \nabla v)=0 & \text { in } D, \\ u>0, v>0 & \text { in } D, \\ u=v=0 & \text { on } \partial \Omega \times(0, \infty), \\ u(x, 0)=u_{0}(x), v(x, 0)=v_{0}(x) & \text { in } \Omega,\end{cases}
$$

where $\alpha, \beta>1, d_{1}, d_{2}>0$ and $u_{0}, v_{0} \in X$. Assume the following conditions:
(F3') For any fixed $\theta \in \mathbf{R}^{N}$ and $t>0$, the functions

$$
\begin{aligned}
\mathfrak{f}_{t, \theta}(x, u) & :=u^{\frac{\alpha-3}{\alpha-2}} f\left(x, t, u^{\frac{2}{\alpha-1}}, v^{\frac{2}{\beta-1}}, u^{\frac{3-\alpha}{\alpha-1}} \theta\right), \\
\mathfrak{g}_{t, \theta}(x, v) & :=v^{\frac{\beta-3}{\beta-2}} g\left(x, t, v^{\frac{2}{\beta-1}}, u^{\frac{2}{\alpha-1}}, v^{\frac{3-\beta}{\beta-1}} \theta\right)
\end{aligned}
$$

are convex with respect to $(x, u, v) \in \Omega \times(0, \infty)^{2}$.
Then, setting $U=\alpha u^{\alpha-1}$ and $V=\beta v^{\beta-1}$, we have

$$
\left\{\begin{array}{l}
\partial_{t} U-U \Delta U+\tilde{f}(x, t, U, V, \nabla U)-\frac{1}{\alpha-1}|\nabla U|^{2}=0 \quad \text { in } \quad D,  \tag{5.10}\\
\partial_{t} V-V \Delta V+\tilde{g}(x, t, U, V, \nabla V)-\frac{1}{\beta-1}|\nabla V|^{2}=0 \quad \text { in } \quad D,
\end{array}\right.
$$

where

$$
\begin{aligned}
& \tilde{f}(x, t, U, V, \nabla U) \\
& \quad:=\alpha(\alpha-1)\left(\frac{U}{\alpha}\right)^{\frac{\alpha-2}{\alpha-1}} f\left(x, t,\left(\frac{U}{\alpha}\right)^{\frac{1}{\alpha-1}},\left(\frac{V}{\beta}\right)^{\frac{1}{\beta-1}}, \frac{1}{\alpha(\alpha-1)}\left(\frac{U}{\alpha}\right)^{\frac{2-\alpha}{\alpha-1}} \nabla U\right), \\
& \tilde{g}(x, t, U, V, \nabla U) \\
& \quad:=\beta(\beta-1)\left(\frac{V}{\beta}\right)^{\frac{\beta-2}{\beta-1}} g\left(x, t,\left(\frac{U}{\alpha}\right)^{\frac{1}{\alpha-1}},\left(\frac{V}{\beta}\right)^{\frac{1}{\beta-1}}, \frac{1}{\beta(\beta-1)}\left(\frac{V}{\beta}\right)^{\frac{2-\beta}{\beta-1}} \nabla V\right) .
\end{aligned}
$$

By a similar argument as in the proof of Theorem 5.1 with the aid of (F3'), we can apply Theorem 4.1 with $p=1 / 2$ to problem (5.10). Indeed, if the viscosity comparison principle and regularity theorems hold for problem (5.9), then $U$ and $V$ are spatially $1 / 2$ concave in $D$, which means that $u$ and $v$ are spatially $(\alpha-1) / 2$ concave and $(\beta-1) / 2$ concave in $D$, respectively. (We leave the details to the reader.) Theorem 1.2 is a direct consequence of the consideration above.

## References

[1] O. Alvarez, J.-M. Lasry, and P.-L. Lions, Convex viscosity solutions and state constraints, J. Math. Pures Appl. 76 (1997), 265-288.
[2] D. Andreucci and K. Ishige, Local quasi-concavity of the solutions of the heat equation with a nonnegative potential, Ann. Mat. Pura Appl. 192 (2013), 329-348.
[3] D. G. Aronson and L. A. Peletier, Large time behaviour of solutions of the porous medium equation in bounded domains, J. Differential Equations 39 (1981), 378-412.
[4] B. Bian and P. Guan, A microscopic convexity principle for nonlinear partial differential equations, Invent. Math. 177 (2009), 307-335.
[5] C. Bianchini, M. Longinetti and P. Salani, Quasiconcave solutions to elliptic problems in convex rings, Indiana Univ. Math. J. 58 (2009), 1565-1589.
[6] M. Bianchini and P. Salani, Power concavity for solutions of nonlinear elliptic problems in convex domains, in Geometric Properties for Parabolic and Elliptic PDE's Springer INdAM Series 2, 35-48, Springer Verlag, Milan (2013).
[7] H. J. Brascamp and E. H. Lieb, On extensions of the Brunn-Minkowski and PrékopaLeindler theorems, including inequalities for log concave functions, and with an application to the diffusion equation, J. Functional Analysis 22 (1976), 366-389.
[8] L. Caffarelli and A. Friedman, Convexity of solution of quasilinear elliptic equations, Duke Math J. 52 (1985), 431-456.
[9] M. G. Crandall, H. Ishii and P. L. Lions, User's guide to viscosity solution of second order elliptic PDE, Bull. Amer. Math. Soc. 27 (1992), 1-67.
[10] P. Cuoghi and P. Salani, Convexity of level sets for solutions to nonlinear elliptic problems in convex rings, Electron. J. Differential Equations 124 (2006), 1-12.
[11] P. Daskalopoulos, R. Hamilton and K. Lee, All time $C^{\infty}$-regularity of the interface in degenerate diffusion: a geometric approach, Duke Math. J. 108 (2001), 295-327.
[12] M. Gabriel, A result concerning convex level-surfaces of three-dimensional harmonic functions, London Math. Soc. J. 32 (1957), 286-294.
[13] A. Greco and B. Kawohl, Log-concavity in some parabolic problems, Electron. J. Differential Equations 1999 (1999), 1-12.
[14] B. Hu and X. Ma, A constant rank theorem for spacetime convex solutions of heat equation, Manuscripta Math. 138 (2012), 89-118.
[15] K. Ishige, K. Nakagawa and P. Salani, Power concavity in weakly coupled elliptic and parabolic systems, Nonlinear Anal. 131 (2016), 81-97.
[16] K. Ishige and P. Salani, Is quasi-concavity preserved by heat flow?, Arch. Math. 90 (2008), 450-460.
[17] K. Ishige and P. Salani, Convexity breaking of the free boundary for porous medium equations, Interfaces Free Bound. 12 (2010), 75-84.
[18] K. Ishige and P. Salani, Parabolic quasi-concavity for solutions to parabolic problems in convex rings, Math. Nachr. 283 (2010), 1526-1548.
[19] K. Ishige and P. Salani, On a new kind of convexity for solutions of parabolic problems, Discrete Contin. Dyn. Syst. Ser. S 4 (2011), 851-864.
[20] K. Ishige and P. Salani, Parabolic power concavity and parabolic boundary value problems, Math. Ann. 358 (2014), 1091-1117.
[21] K. Ishige and P. Salani, A note on parabolic power concavity, Kodai Math. J. 37 (2014), 668-679.
[22] K. Ishige and P. Salani, Parabolic Minkowski convolution of solutions for parabolic boundary value problems, Adv. Math. 287 (2016), 640-673.
[23] H. Ishii and S. Koike, Viscosity solutions for monotone systems of second-order elliptic PDEs, Comm. Partial Differential Equations 16 (1991), 1095-1128.
[24] P. Juutinen, Concavity maximum principle for viscosity solutions of singular equations, NoDEA Nonlinear Differential Equations Appl. 17 (2010), 601-618.
[25] B. Kawohl, Rearrangements and Convexity of Level Sets in PDE, Lecture Notes in Math. 1150, Springer-Verlag, Berlin (1985).
[26] B. Kawohl, When are solutions to nonlinear elliptic boundary value problems convex?, Comm. Partial Differential Equations 10 (1985), 1213-1225.
[27] B. Kawohl, A remark on N. Korevaar's concavity maximum principle and on the asymptotic uniqueness of solutions to the plasma problem, Math. Methods Appl. Sci. 8 (1986), 93-101.
[28] A. U. Kennington, Power concavity and boundary value problems, Indiana Univ. Math. J. 34 (1985), 687-704 .
[29] A. U. Kennington, Convexity of level curves for an initial value problem, J. Math. Anal. Appl. 133 (1988), 324-330.
[30] S. Kim and K.-A. Lee, Smooth solution for the porous medium equation in a bounded domain, J. Differential Equations 247 (2009), 1064-1095.
[31] N. J. Korevaar, Convex solutions to nonlinear elliptic and parabolic boundary value problems, Indiana Univ. Math. J. 32 (1983), 603-614.
[32] T. Kulczycki, On concavity of solutions of the Dirichlet problem for the equation $(-\Delta)^{1 / 2} \phi=1$ in convex planar regions, J. Europ. Math. Soc. (to appear).
[33] K.-A. Lee, Power concavity on nonlinear parabolic flows, Comm. Pure Appl. Math. 58 (2005), 1529-1543.
[34] K.-A. Lee and J. L. Vázquez, Geometrical properties of solutions of the porous medium equation for large times, Indiana Univ. Math. J. 52 (2003), 991-1016.
[35] K.-A. Lee and J. L. Vázquez, Parabolic approach to nonlinear elliptic eigenvalue problems, Adv. Math. 219 (2008), 2006-2028.
[36] L. G. Makar-Limanov, The solution of the Dirichlet problem for the equation $\Delta u=-1$ in a convex region, Mat. Zametki 9 (1971), 89-92 (in Russian); English translation in Math. Notes 9 (1971), 52-53.
[37] P. Salani, Combination and mean width rearrangements of solutions to elliptic equations in convex sets, Ann. Inst. H. Poincaré Anal. Non Linéaire 32 (2015), 763-783.
[38] J. L. Vázquez, The Porous Medium Equation: Mathematical Theory, The Clarendon Press, Oxford University Press, Oxford, 2007.


[^0]:    ${ }^{*}$ Current Address: Graduate School of Mathematical Sciences, The University of Tokyo, 3-8-1 Komaba, Meguro-ku, Tokyo 153-8914, Japan

