BIOVOICE: A MULTIPURPOSE TOOL FOR VOICE ANALYSIS
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Abstract: BioVoice is a user-friendly software for
the acoustical analysis of the human voice. Here we
introduce the last version of this software tool.
Results of the acoustical analysis of newborn cry
signals are described and discussed. Furthermore,
results of the acoustical analysis of 2 adults (1 male
and 1 female) and 1 child emitting sustained vowels
are shown.
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I. INTRODUCTION

Speech and vocal productions are characterized by
acoustic waves generated by physiological processes
that involve the central nervous system, the respiratory
system and the phonatory apparatus.

The acoustical analysis of the human voice is
considered clinically relevant in assessing the health
state of the phonatory apparatus and detecting possible
neurological disorders [1, 2]. Main clinical applications
concern screening, diagnostic support and evaluation
of the effectiveness of treatments [3]. To date, few
automated methods have been developed for voice
analysis, the most used being PRAAT [4]. Another one
is the LENA system, that investigates both healthy
child recordings and child populations with language
disorders [5].

BioVoice, a user-friendly software tool for voice
analysis, was developed at the Biomedical Engineering
Lab, Firenze University [6—9]. It allows recording the
human voice from the newborn to the elder and
performing both time and frequency analysis,
estimating more than 20 acoustical parameters. Here, a
short description of the software is proposed.
Furthermore, some results on voice analysis of
newborn cries, child sustained vowels and adult
sustained vowels are shown.

II. METHODS

A. Biovoice: software description

In Fig. 1, the main interface of BioVoice is shown.
The user has to follow few mandatory steps to perform
voice analysis.

First, the user selects and uploads at least one audio
file. Indeed, it is possible to upload at the same time
several files of any time duration and concerning
different age range, gender and kind of voice emission.
The file selection is allowed from any folder on the
computer or HD or USB key. Only wav. files can be
analysed.

Before starting the analysis, the user has to specify
the settings of the audio file(s). Specifically, age
(newborn, child, adult), gender (male or female), and
kind of vocal emission (voiced, singing, speech, cry)
must be selected (Fig.2).

When the analysis starts, BioVoice first performs the
selection of voiced/unvoiced (V/UV) audio segments
[10]. Then, all the parameters of interests are extracted
from each voiced segment. Specifically, in time
domain, information about the number and length of
voiced segments, length of silence segments and
percentage of voiced segments are extracted and saved
in an excel table. A picture shows the V/UV selection.
In the frequency domain, fundamental frequency (FO0),
formant frequencies (F1, F2, F3), noise level
(Normalized Noise Energy) and jitter are estimated.
For FO and for each formant, the mean, median,
standard deviation, maximum and minimum values are
calculated and saved in excel tables. Furthermore,
differently from other automatic software tools,
BioVoice computes the melodic shape of FO,
identifying up to 12 melodic shapes (rising, falling,
symmetric, plateau, low-up, up-low, double, frequency
step, complex, unstructured, not a cry, other) [11].1t is
also possible to perform a perceptual melodic analysis,
looking at each melodic shape of FO and classifying
them manually. Some other options are available.
Indeed, a selected audio file can be listened to, and
new audio files can be saved using a connected
external microphone. For newborn and child, it is also
possible to perform the perceptual analysis of the
melodic shape and compare it with the automatic
results.
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Fig.1 BioVoice user interface
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Fig.2. BioVoice settings

At the end of the analysis, BioVoice results and
pictures are saved in a specific folder created in the
same directory of the audio file. Tables (excel) contain
FO and formants values and statistical information
about the parameters. Colour figures (.jpeg) include:
V/UV selection, FO shape and spectrogram with
formants values superimposed, for each detected
voiced frame.

B. Data analysis

To show some applications of BioVoice, we report
the results of the analysis of four different recordings
pertaining to different categories of human voice: a
newborn cry (1* week of life) and sustained vowels of:
a typically developing child (4 years old), an healthy
adult male and an adult female (both 24 years old).
Specifically, for the child and the adults only \a\, \i\
and \u\ vowels are considered here, as they allow
building the vowel triangle, i.e. the plot of F2 vs F1
[12].

II. RESULTS

In Fig.3, an example of the results of newborn cry
analysis is shown. Specifically, in this recording six
voiced frames (cry units) were detected with BioVoice.
For each cry unit, FO, along with its mean and std and
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Fig.3. Newborn cry. a) V/UV selection; b) FO
shape; ¢) Spectrogram and formants. First cry unit.

its melodic shape are computed. Also, the spectrogram
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Fig.4. Child voice (sustained \a\)
a) V/UV selection; b) FO shape; c) Spectrogram and
formants for the first voiced unit.

with the first three formants superimposed is reported.
In Fig.4, an example of sustained vowel for a child
voice is reported (\a\), as well as its the melodic shape
and spectrogram. Finally in Fig.5, an example
concerning a male adult voice is shown (\a\). In Fig. 6,
the vowel triangle of a child voice, of a male and a
female adult voices are shown and compared to the
normative values of male adult voice reported in [12].

IV. DISCUSSION

We presented the last version of BioVoice, a
software developed at the Firenze University for the
acoustical analysis of human voice. This updated
version is improved as of the interface layout is
concerned, but most of all concerning the
methodologies for parameter estimation. In addition to
FO and formants values, it allows performing melodic
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Fig.5. Adult male voice (sustained \a\)
a) V/UV selection; b) FO shape; ¢) Spectrogram
and formants.

shape analysis in newborn cry and child’s voice, both
automatic and perceptual.
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Fig. 6. Vowel triangle: Comparison of children and
adults results to normative values in [12].

The reported results show some potential of this
software. As for newborn cry analysis, BioVoice
provides coherent values of FO and formants in
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different cry units. Concerning the melodic analysis,
the software automatically detects the shape of FO, that
can be compared to the perceptual one. As for child
analysis, the comparison of its vowel triangle with
normative values of adult male shows some
differences. Indeed, as expected, children voice has
higher values of F1 and F2 with respect to adults, the
values of formants being related to the shape and size
of the vocal tract: the larger the vocal tract cavities, the
lower the resonance frequencies [12]. Concerning the
adult’s voice, the same consideration can be made. The
vowel triangle of male voice is similar to the normative
triangle reported in [12], while, as expected, for the
female voice higher frequency values are shown, due
to the smaller vocal tract cavities.

In the current version of BioVoice child and adult
voice analysis is limited to voiced frames only. We are
working towards including running speech analysis for
both groups. Moreover, a revised version of the singing
voice analysis is under development. In this case, two
more formants, F4 and F5 must be estimated, as well
as the so-called singer’s formant and other acoustical
parameters [13]. Finally, up to now the melodic shape
is computed only for newborn cry and children voice,
but it will be extended to the adult’s voice too, as it
might be related to the emotional state of the subject.

V. CONCLUSION

A new version of BioVoice is presented. This software
could be very useful for estimating several acoustical
parameters, from the newborn to the elder. The
software is very intuitive and easy to use also by a less
expert user. The executable version is freely available
upon request.
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