
 

 
Fig. 6. Graphical representation of the normalization of 
the facial landmarks to reduce rotation and size noise. 
 
Table 2. Results obtained with the proposed 
methodology. 
 

Method Accuracy 
BHR [10] 
BHR+GF 

BLHR 
BLHR+GF 

BNLHR 

61% 
78% 
64% 

86.4% 
74.6% 

BNLHR+GF 84.7% 
 
 

IV. DISCUSSION 
 

Although there are not many works tackling the 
problem of the discrimination between children and 
adult faces, current solutions are focused in controlled 
environments which decreases the number of 
applications to use this kind of models. The proposed 
model archived a higher accuracy with the reference 
models [2], [4] fitting a set of 68 facial landmarks to the 
output of the recognition model to improving the 
measurement of the face and the classification rates. On 
the other hand, a limitation of the model is that the body 
and the face must be present in the image, a possible way 
to tackle this limitation may be to use an algorithm to 
recognize heads instead of a face recognition algorithm. 

 
V. CONCLUSIONS 

 
In this work a methodology for the classification of 

children and adult faces based on facial geometric 
features was presented. The proposed model not only 
use the relation between the head and body, but it also 
uses geometric features describing the normalized sizes 
of different facial regions of interest. For this approach 
the obtained accuracy rates increased from 61% to 78% 
which is seen as an improvement. Trying to alleviate the 
noise introduced by image size, a normalization was 
included to the methodology but without getting a 
significant improvement including or excluding the 
geometrical features. Improving the measure of the head 
was using a model fitted that uses the output of a facial 
recognition algorithm got the best improvement in terms 
of accuracy of our model and with the addition of the 
geometrical features betters results were obtained. 
 

In conclusion, the results suggest that it’s possible to 
improve discrimination between children and adult 
faces measuring the head by using facial landmarks 
instead of the bounding boxes provided by a facial 
recognition algorithm.  
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Abstract: The increased use of 
Electroencephalography (EEG) for the diagnosis of 
epileptic disorders in neuropediatrics has led to the 
development of technologies for the automatic 
reduction of redundant information. In modern 
EEG, pre-processing methods of the signal for 
artefacts removal and artificial intelligence 
algorithms for the recognition of critical events 
have been implemented. 
This work analyzes the application of sonification 
techniques to EEG signals for an almost real time 
assessment of epileptic seizures onset. Sonification 
concerns the transformation of numerical data into 
acoustic signals. EEG sonification could speed up its 
interpretation and reduce the amount of visual 
information to be analyzed. The dataset consists of 
24 EEG recordings coming from 22 children with 
absence seizures, clinically evaluated at the Meyer 
Children's Hospital in Firenze, Italy. The obtained 
low false positive rate (<1%), shows the usefulness 
of EEG sonification techniques in supporting 
automatic and early seizure detection. 
 
Keywords: sonification, EEG, epilepsy, patient-
specific, entropy. 
 

I. INTRODUCTION 
 

Epilepsy is one of the main brain disorders, affecting 
about 1% of the world population [1]. It occurs mainly 
in childhood and increases, in terms of cumulative 
prevalence, in the elderly population [2]. Epilepsy, an 
enduring predisposition to manifest epileptic seizures, 
is also defined as "a transient occurrence of signs 
and/or symptoms due to abnormal excessive and 
synchronous neuronal activity in the brain." [3], [4].  

Given their high variability both in terms of 
aetiology, clinical signs, and electrophysiological 
characteristics, epileptic seizures are divided into 
several categories [5]. 

Electroencephalography (EEG) is one of the main 
technology supporting the diagnosis of epilepsy. 

The work presented here focuses on absence seizures, a 
type of generalized non-motor epileptic seizures [6]. 
The EEG signal of a patient with a typical absence 
shows generalized spike-wave discharges at 3Hz.  
One of the main technological problems in the analysis 
of EEG signals in epilepsy is the presence of artefacts 
that, summed up to the data to be analyzed, can make 
the analysis in real time complex and burdensome. 

In recent years there has been a growing interest in 
techniques allowing a near real-time clinical 
assessment of seizures (i.e. low latency times) [7, 8, 9], 
especially sonification. According to [10], sonification 
is defined as: “the transformation of data relations into 
perceived relations in an acoustic signal for the 
purposes of facilitating communication or 
interpretation”. 

Sonification can be used for performing a fast 
detection of clinical events or monitoring clinical 
information. Recently, Schwarz et al. [11] presented a 
psychoacoustic sonification technique for real time 
monitoring of neonatal oxygen saturation levels.  

G.I. Mihalas et al. [12] gave several examples of 
physiological signal sonification, such as ECG, Heart 
Rate etc., and discussed their biomedical applications. 

F.B. Vialatte et al. [13] used sonification techniques 
to discriminate EEGs of patients with mild cognitive 
impairment from those of healthy control subject. 

Our recent paper [9] focused on techniques applied 
to the EEG signal for early seizure detection, along 
with artificial intelligence methods for the automatic 
recognition of absence seizures. 

In the present work, the sonification techniques 
presented in [9] are analysed, with the purpose of 
reducing the false positive rates in the sonified EEG 
signals. 

Patient-specific techniques are proposed to remove 
background noise from the sonified EEG signal. 
Moreover, methods are suggested for enhancing 
amplitude and patterns related to epileptic seizures or 
possible artefacts. Finally, similarly to [11], a statistical 
evaluation of the sonified EEG signal is presented, 
taking into account relevant differences between false 
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positives not discarded by the automatic recognition 
process and the true epileptic seizures. 
 

II. METHODS 
 

To compare the performance of the proposed 
methods, the same EEG recordings used as test set in 
[9] and the same automatic recognition algorithms are 
considered here. The test set consists of 24 recordings 
of 22 children (7 males, 15 females, and age range 4 –
18 years) with absence seizures evaluated at the 
Paediatric Neurology Unit, Children’s Hospital A. 
Meyer, Firenze, Italy. The duration of the signals is 47 
± 10 min with sampling frequency fs=256Hz. Written 
informed consent was obtained from all patients or 
their guardians. 

The proposed methods are implemented under 
MATLAB software (version 2017b [14]) installed on a 
Hp Pavillion 15 notebook (OS Windows 10, 64 bit) 
Intel Core i7-5500U processor, CPU 2.40 GHz, RAM 
16 Gb. 

In [9] the automatic recognition gave 1% average 
percentage of false positives (FPR metric, ONLINE 
method) in the sonified signal. Here possible 
techniques that could further reduce false positives in 
the sonified signal are investigated. 

The sonification procedure proposed in [9] is based 
on the following relationship:  

 
[ABS – ABS – ABS] → [beep1beep2 → soundabs] (1) 

 
Eq. (1) is described as follows. If the automatic 

recognition step detects three (or more) consecutive 
absences (ABS), the first 2 consecutive seconds will 
produce 2 beeps (beep1 and beep2) as pre-alarms. This 
sound represents a first discrimination between a 
possible absence and a false positive. 

As described in detail in [9], the following seconds 
classified as ABS produce the soundabs. This is the 
sonified signal of the cumulated sum of the 6th levels of 
decomposition of the EEG signals obtained applying 
the Stationary Wavelet Transform. 

False positives are grouped into: background 
without intercritical activity, intercritical activity or, 
more generally, elements of electrophysiological 
interest of duration <2s, and artefacts. 

Thus, methods that would allow the reduction or 
the recognition of these elements in the sonified signal 
are investigated. 

As concerns the intercritical activity, in the dataset 
such segments have a time duration <3s. Being very 
similar to epileptic activity they are not removed. 

To remove the background noise, a patient-specific 
adaptive method is implemented. The method is based 
on the assumption that, in this case, the signal shows 
lower energy contribution as compared to an epileptic 

absence seizure, mainly as its characteristic frequencies 
are concerned.  

The proposed procedure is as follows. First, N 
windows (N = 100) with a duration of 2s each are 
selected from the signal. For each window the local 
maxima (Vlocal) of the rectified signal used for 
sonification are identified with a minimum distance 
between peaks given by 0.25*fs and their average 
value is calculated. Once all the windows and their 
average values are obtained (Vmean_local), a baseline is 
created for each patient given by the global mean value 
(Vmean_global). 

From the window N+1 on, the windows such that 
Vmean_local ≤ Vmean_global + K*std(Vlocal [1:N]) are excluded.  

The evaluation of the artefacts is made directly on 
the sonified signal. Considering that the energy trend 
of the artefacts should be discontinuous with respect to 
an absence seizure (always around 3Hz), an 
amplification term α is introduced in the sonification 
equation [9]: 

 
soundabs= α ∑i=1:N Esound_i sin(2πfosct)    (2) 
 
where α is the square of the value of the peaks 

normalized with respect to their average and standard 
deviation and repeated for the minimum duration 
assigned to each peak. Quadratic amplification was 
chosen as a compromise between a linear amplification 
(difference between amplitude values difficult to 
detect) and an exponential one (excessive reduction of 
the sonified signal even with minimal differences in 
amplitude). 
Therefore a sonified signal is obtained with periods of 
silence or discontinuous sound corresponding to 
artefacts, whereas for typical absences the amplitude of 
the signal is approximately constant. 

Finally, likewise in [13], statistical tests are carried 
out to establish whether sonified signals of absence 
seizures are statistically different from false positives. 
In this work, the discriminant is the value of the 
Sample Entropy (SE) [15] in each time window of the 
sonified signal of length equal to 1s. The Mann 
Whitney test with significance level 0.05 is applied. 
For the Sample Entropy test, the embedding dimension 
m is set equal to 2 and the tolerance value r is set equal 
to 1. 

 
III. RESULTS 

 
The performance is evaluated with the same metrics 

as in [9]: Balanced Accuracy (BACC); F1score; 
Matthews Correlation Coefficients (MCC); False 
Positive Rate (FPR). The comparison between the 
methods is presented in Table 1. 

 

TABLE 1 - Comparison of the proposed methods with the 
ONLINE method in [9] 

Method BACC F1score MCC FPR 
Frassineti et 
al. [9] 

89.0% ± 
6.0% 

69.0% ± 
15.0% 

0.70 ± 
14.0 

1.1% ± 
1.0% 

K=1 88.0% ± 
6.0% 

73.0% ± 
14.0% 

0.73 ± 
13.0 

0.8% ± 
0.9% 

K=2 86.0% ± 
7.0% 

72.0% ± 
14.0% 

0.72 ± 
13.0 

0.6% ± 
0.7% 

K=3 85.0% ± 
8.0% 

71.0% ± 
13.0% 

0.72 ± 
13.0 

0.5 % ± 
0.7% 

 
An example of qualitative comparison is shown in 

Figure 1 where the sonified signal of an epileptic 
seizure and its EEG are presented. The upper plot 
shows the EEG, the middle plot shows the result of 
sonification without the post-processing procedure, the 
lower plot shows the result obtained after the 
application of the proposed additional post-processing 
and amplification. Only one channel is shown. 

 
Figure 1 - Example of absence seizure sonification. Above: 

EEG signal (1 derivation); middle: sonification without post-
processing; below: sonification with post-processing 
 
Figure 2 shows an example of artefact and the 

corresponding sonified signal, before (middle plot) and 
after (lower plot) the application of the techniques 
described above. 

 

 
Figure 2 - Example of artefact sonification. Above: EEG 
signal (1 derivation); middle: sonification without post-

processing; below: sonification with post-processing 
 
Finally, the results of the statistical tests described 

in the previous section are presented in Table 2. 
 

TABLE 2 - Statistical test results. Sample Entropy SE(m=2, 
r=1) case K=2. 

Method SE(2,1) – 
True 
Positive 

SE(2,1) – 
False 
positive  

p-value 
Mann 
Whitney 

Frassineti et al. 
[9] 

0.53 ± 0.14 0.51± 
0.15 

0.04 

With α 0.35 ± 0.17 0.26 ± 
0.16 

3e^(-10) 

With α and post-
processing 

0.34 ± 0.18 0.14 ± 
0.19 

1e^(-25) 

 
IV. DISCUSSION 

 
Table 1 shows an increase of the performance 

especially for the FPR parameter that is reduced by 
almost 50% as compared to the case without post-
processing. Also the F1score and MCC parameters 
increase with respect to the original ONLINE case. The 
decrease of the BACC parameter is an indication that 
some seizure windows (True Positive TP) were 
eliminated by the proposed method. Therefore, the 
choice of the parameter K must be made with caution 
to avoid losing useful information: indeed high values, 
such as K>3, could eliminate more seizures than 
artefacts. This point is under study. 

Regarding the amplification parameter α of the 
sonified signals, with and without post-processing, the 
results of Table 2 (case K = 2) show significant 
differences between TP and FP (False Positive) rates.  

Therefore, both the proposed techniques could alter 
the signal complexity, the TP Sample Entropy values 
decreasing more than the original ones, but less than 
the FP SE values. Possible reasons for this behaviour 
will be investigated in future developments of the 
methods. 
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positives not discarded by the automatic recognition 
process and the true epileptic seizures. 
 

II. METHODS 
 

To compare the performance of the proposed 
methods, the same EEG recordings used as test set in 
[9] and the same automatic recognition algorithms are 
considered here. The test set consists of 24 recordings 
of 22 children (7 males, 15 females, and age range 4 –
18 years) with absence seizures evaluated at the 
Paediatric Neurology Unit, Children’s Hospital A. 
Meyer, Firenze, Italy. The duration of the signals is 47 
± 10 min with sampling frequency fs=256Hz. Written 
informed consent was obtained from all patients or 
their guardians. 

The proposed methods are implemented under 
MATLAB software (version 2017b [14]) installed on a 
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techniques that could further reduce false positives in 
the sonified signal are investigated. 

The sonification procedure proposed in [9] is based 
on the following relationship:  
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Eq. (1) is described as follows. If the automatic 

recognition step detects three (or more) consecutive 
absences (ABS), the first 2 consecutive seconds will 
produce 2 beeps (beep1 and beep2) as pre-alarms. This 
sound represents a first discrimination between a 
possible absence and a false positive. 

As described in detail in [9], the following seconds 
classified as ABS produce the soundabs. This is the 
sonified signal of the cumulated sum of the 6th levels of 
decomposition of the EEG signals obtained applying 
the Stationary Wavelet Transform. 

False positives are grouped into: background 
without intercritical activity, intercritical activity or, 
more generally, elements of electrophysiological 
interest of duration <2s, and artefacts. 

Thus, methods that would allow the reduction or 
the recognition of these elements in the sonified signal 
are investigated. 

As concerns the intercritical activity, in the dataset 
such segments have a time duration <3s. Being very 
similar to epileptic activity they are not removed. 

To remove the background noise, a patient-specific 
adaptive method is implemented. The method is based 
on the assumption that, in this case, the signal shows 
lower energy contribution as compared to an epileptic 

absence seizure, mainly as its characteristic frequencies 
are concerned.  

The proposed procedure is as follows. First, N 
windows (N = 100) with a duration of 2s each are 
selected from the signal. For each window the local 
maxima (Vlocal) of the rectified signal used for 
sonification are identified with a minimum distance 
between peaks given by 0.25*fs and their average 
value is calculated. Once all the windows and their 
average values are obtained (Vmean_local), a baseline is 
created for each patient given by the global mean value 
(Vmean_global). 

From the window N+1 on, the windows such that 
Vmean_local ≤ Vmean_global + K*std(Vlocal [1:N]) are excluded.  

The evaluation of the artefacts is made directly on 
the sonified signal. Considering that the energy trend 
of the artefacts should be discontinuous with respect to 
an absence seizure (always around 3Hz), an 
amplification term α is introduced in the sonification 
equation [9]: 

 
soundabs= α ∑i=1:N Esound_i sin(2πfosct)    (2) 
 
where α is the square of the value of the peaks 

normalized with respect to their average and standard 
deviation and repeated for the minimum duration 
assigned to each peak. Quadratic amplification was 
chosen as a compromise between a linear amplification 
(difference between amplitude values difficult to 
detect) and an exponential one (excessive reduction of 
the sonified signal even with minimal differences in 
amplitude). 
Therefore a sonified signal is obtained with periods of 
silence or discontinuous sound corresponding to 
artefacts, whereas for typical absences the amplitude of 
the signal is approximately constant. 

Finally, likewise in [13], statistical tests are carried 
out to establish whether sonified signals of absence 
seizures are statistically different from false positives. 
In this work, the discriminant is the value of the 
Sample Entropy (SE) [15] in each time window of the 
sonified signal of length equal to 1s. The Mann 
Whitney test with significance level 0.05 is applied. 
For the Sample Entropy test, the embedding dimension 
m is set equal to 2 and the tolerance value r is set equal 
to 1. 

 
III. RESULTS 

 
The performance is evaluated with the same metrics 

as in [9]: Balanced Accuracy (BACC); F1score; 
Matthews Correlation Coefficients (MCC); False 
Positive Rate (FPR). The comparison between the 
methods is presented in Table 1. 

 

TABLE 1 - Comparison of the proposed methods with the 
ONLINE method in [9] 

Method BACC F1score MCC FPR 
Frassineti et 
al. [9] 

89.0% ± 
6.0% 

69.0% ± 
15.0% 

0.70 ± 
14.0 

1.1% ± 
1.0% 

K=1 88.0% ± 
6.0% 

73.0% ± 
14.0% 
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13.0 

0.8% ± 
0.9% 

K=2 86.0% ± 
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0.7% 

K=3 85.0% ± 
8.0% 

71.0% ± 
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0.72 ± 
13.0 
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0.7% 

 
An example of qualitative comparison is shown in 

Figure 1 where the sonified signal of an epileptic 
seizure and its EEG are presented. The upper plot 
shows the EEG, the middle plot shows the result of 
sonification without the post-processing procedure, the 
lower plot shows the result obtained after the 
application of the proposed additional post-processing 
and amplification. Only one channel is shown. 

 
Figure 1 - Example of absence seizure sonification. Above: 

EEG signal (1 derivation); middle: sonification without post-
processing; below: sonification with post-processing 
 
Figure 2 shows an example of artefact and the 

corresponding sonified signal, before (middle plot) and 
after (lower plot) the application of the techniques 
described above. 

 

 
Figure 2 - Example of artefact sonification. Above: EEG 
signal (1 derivation); middle: sonification without post-

processing; below: sonification with post-processing 
 
Finally, the results of the statistical tests described 

in the previous section are presented in Table 2. 
 

TABLE 2 - Statistical test results. Sample Entropy SE(m=2, 
r=1) case K=2. 

Method SE(2,1) – 
True 
Positive 

SE(2,1) – 
False 
positive  

p-value 
Mann 
Whitney 

Frassineti et al. 
[9] 

0.53 ± 0.14 0.51± 
0.15 

0.04 

With α 0.35 ± 0.17 0.26 ± 
0.16 

3e^(-10) 

With α and post-
processing 

0.34 ± 0.18 0.14 ± 
0.19 

1e^(-25) 

 
IV. DISCUSSION 

 
Table 1 shows an increase of the performance 

especially for the FPR parameter that is reduced by 
almost 50% as compared to the case without post-
processing. Also the F1score and MCC parameters 
increase with respect to the original ONLINE case. The 
decrease of the BACC parameter is an indication that 
some seizure windows (True Positive TP) were 
eliminated by the proposed method. Therefore, the 
choice of the parameter K must be made with caution 
to avoid losing useful information: indeed high values, 
such as K>3, could eliminate more seizures than 
artefacts. This point is under study. 

Regarding the amplification parameter α of the 
sonified signals, with and without post-processing, the 
results of Table 2 (case K = 2) show significant 
differences between TP and FP (False Positive) rates.  

Therefore, both the proposed techniques could alter 
the signal complexity, the TP Sample Entropy values 
decreasing more than the original ones, but less than 
the FP SE values. Possible reasons for this behaviour 
will be investigated in future developments of the 
methods. 
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Figures 1 and 2 and the statistical results of Table 2 
show the possibility of detecting different events in the 
sonified signal, at least in terms of sound intensity and 
its repeatability. However, given the large variety of 
possible artefacts in the EEG signal, the proposed 
method cannot capture all possible variants. In 
particular, those that have a rhythmic energetic trend 
with frequencies close to 3Hz would be difficult to 
differentiate from the typical absence seizures. 

Given the low number of atypical epileptic absence 
seizures in the dataset (2 recordings), no statistical tests 
were  carried out to assess differences with typical 
absences in the sonified signal. 

 
V. CONCLUSION 

 
The application of post-processing and signal 

amplification techniques can lead to improvements 
both in terms of performance and qualitative 
recognition of events. 

For a seizure detection system that applies 
sonification techniques the reduction of the FPR 
parameter seems relevant to reduce the amount of 
information to be analyzed. 

The obtained statistical results allow performing 
validation experiments on the sonified signal [16]. The 
statistical evaluation of the sonified signal of atypical 
absences with respect to the typical ones will be one of 
the main future developments. 

In conclusion, sonification techniques applied to 
EEG signals could introduce advantages for the real-
time interpretation of information related to epileptic 
absence seizures. However, setting up sonification 
techniques for an easy removal of noise must be further 
exploited. If successful, they could help in reducing 
subjectivity and speed up the analysis. 
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Abstract: BioVoice is a user-friendly software for 
the acoustical analysis of the human voice. Here we 
introduce the last version of  this software tool. 
Results of the acoustical analysis of newborn cry 
signals are described and discussed. Furthermore, 
results of the acoustical analysis of 2 adults (1 male 
and 1 female) and 1 child emitting sustained vowels 
are shown. 
Keywords:  BioVoice, acoustic analysis, software 
tool, voice parameters, infant cry, fundamental 
frequency, formant frequencies.  
 

I. INTRODUCTION 
 

Speech and vocal productions are characterized by 
acoustic waves generated by physiological processes 
that involve the central nervous system, the respiratory 
system and the phonatory apparatus. 

The acoustical analysis of the human voice is 
considered clinically relevant in assessing the health 
state of the phonatory apparatus and detecting possible 
neurological disorders [1, 2]. Main clinical applications 
concern screening, diagnostic support and evaluation 
of the effectiveness of treatments [3]. To date, few 
automated methods have been developed for voice 
analysis, the most used being PRAAT [4]. Another one 
is the LENA system, that investigates both healthy 
child recordings and child populations with language 
disorders [5]. 

BioVoice, a user-friendly software tool for voice 
analysis, was developed at the Biomedical Engineering 
Lab, Firenze University [6–9]. It allows recording the 
human voice from the newborn to the elder and 
performing both time and frequency analysis, 
estimating more than 20 acoustical parameters. Here, a 
short description of the software is proposed. 
Furthermore, some results on voice analysis of 
newborn cries, child sustained vowels and adult 
sustained vowels are shown.  
 

II. METHODS 
 

A. Biovoice: software description 
In Fig. 1, the main interface of BioVoice is shown. 

The user has to follow few mandatory steps to perform 
voice analysis. 

First, the user selects and uploads at least one audio 
file. Indeed, it is possible to upload at the same time 
several files of any time duration and concerning 
different age range, gender and kind of voice emission. 
The file selection is allowed from any folder on the 
computer or HD or USB key. Only wav. files can be 
analysed. 

Before starting the analysis, the user has to specify 
the settings of the audio file(s). Specifically, age 
(newborn, child, adult), gender (male or female), and 
kind of vocal emission (voiced, singing, speech, cry) 
must be selected (Fig.2). 

When the analysis starts, BioVoice first performs the 
selection of voiced/unvoiced (V/UV) audio segments 
[10]. Then, all the parameters of interests are extracted 
from each voiced segment. Specifically, in time 
domain, information about the number and length of 
voiced segments, length of silence segments and 
percentage of voiced segments are extracted and saved 
in an excel table. A picture shows the V/UV selection. 
In the frequency domain, fundamental frequency (F0), 
formant frequencies (F1, F2, F3), noise level 
(Normalized Noise Energy) and jitter are estimated. 
For F0 and for each formant, the mean, median, 
standard deviation, maximum and minimum values are 
calculated and saved in excel tables. Furthermore, 
differently from other automatic software tools, 
BioVoice computes the melodic shape of F0, 
identifying up to 12 melodic shapes (rising, falling, 
symmetric, plateau, low-up, up-low, double, frequency 
step, complex, unstructured, not a cry, other) [11].It is 
also possible to perform a perceptual melodic analysis, 
looking at each melodic shape of F0 and classifying 
them manually. Some other options are available. 
Indeed, a selected audio file can be listened to, and 
new audio files can be saved using a connected 
external microphone. For newborn and child, it is also 
possible to perform the perceptual analysis of the 
melodic shape and compare it with the automatic 
results. 
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