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On the Square Root of a Bell Matrix

Donatella Merlini

Abstract. In the context of Riordan arrays, the problem of determining
the square root of a Bell matrix R = R(f(t)/t, f(t)) defined by a formal
power series f(t) =

∑
k≥0 fkt

k with f(0) = f0 = 0 is presented. It is

proved that if f ′(0) = 1 and f ′′(0) �= 0 then there exists another Bell
matrix H = R(h(t)/t, h(t)) such that H ∗H = R; in particular, function
h(t) is univocally determined by a symbolic computational method which
in many situations allows to find the function in closed form. Moreover,
it is shown that function h(t) is related to the solution of Schröder’s
equation. We also compute a Riordan involution related to this kind of
matrices.
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1. Introduction

The concept of a (proper) Riordan array was introduced [18,19] as a general-
ization of the Pascal triangle. A Riordan array is defined as a pair of formal
power series D = R(d(t), h(t)) with d(0) �= 0, h(0) = 0, h′(0) �= 0. The usual
way to represent the Riordan array R(d(t), h(t)) is by means of an infinite
matrix (dn,k), n, k ∈ N , its generic element being:

dn,k = [tn]d(t)h(t)k. (1)

The Pascal triangle is just the case:

P = R
(

1
1 − t

,
t

1 − t

)

.

Many properties of Riordan arrays have been studied in the literature,
in particular their connection with combinatorial sums. Actually, if (sn)n∈N is
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any sequence having s(t) =
∑∞

k=0 skt
k as its generating function, it is possible

to prove that:
n∑

k=0

dn,ksk = [tn]d(t)s(h(t)) (2)

thus reducing the sum to the extraction of a coefficient from a formal power
series.

Riordan arrays constitute a group with respect to the product defined
by:

D1 ∗ D2 = R(d1(t), h1(t)) ∗ R(d2(t), h2(t))
= R(d1(t)d2(h1(t)), h2(h1(t))) = R(d3(t), h3(t)) = D3, (3)

which corresponds to the usual row-by-column product of two (infinite) ma-
trices. The Riordan array I = R(1, t) acts as the identity and the inverse of
D = R(d(t), h(t)) is the Riordan array:

D∗ = (d∗
n,k) = R(d∗(t), h∗(t)) = R

(
1

d(h(t))
, h(t)

)

(4)

where h(t) is the compositional inverse of h(t), that is the power series such
that h(h(t)) = h(h(t)) = t. For Pascal triangle we can easily find:

P ∗ = R
(

1
1 + t

,
t

1 + t

)

.

Riordan arrays have another important characterization, due to Rogers
[15]: every element dn+1,k+1, n, k ∈ N , can be expressed as a linear combina-
tion of the elements in the preceding row, i.e.:

dn+1,k+1 = a0dn,k + a1dn,k+1 + a2dn,k+2 + · · · =
∞∑

j=0

ajdn,k+j . (5)

The sum is actually finite and the sequence A = (ak)k∈N is called the A-
sequence of the Riordan array and we have

h(t) = tA(h(t)), or A(t) =
t

h(t)
. (6)

For example, in the Pascal case we have A(t) = 1 + t. Sometimes, the A-
sequence is simpler than h(t) and in this case, going through this sequence can
simplify the manipulation of the matrix. While computing the product D1 ∗
D2 = D3 between Riordan arrays, He and Sprugnoli [6] proved the following
relation involving the corresponding A-sequences A1(t), A2(t) and A3(t) :

A3(t) = A2(t)A1

(
t

A2(t)

)

. (7)

There are several known subgroups of the Riordan group, in particular
Bell subgroup contains elements of the form R(h(t)/t, h(t)); therefore, a Bell
matrix is completely defined by its A-sequence.
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In this paper we investigate some questions about powers of Bell matrices.
Let us start by considering the generalized Pascal triangle:

Pr = R
(

1
1 − rt

,
t

1 − rt

)

By using the rules for the product between Riordan arrays we can easily com-
pute:

Pr ∗ Pr = P 2
r = R

(
1

1 − 2rt
,

t

1 − 2rt

)

Pr ∗ Pr ∗ Pr = P 3
r = R

(
1

1 − 3rt
,

t

1 − 3rt

)

and by proceeding by mathematical induction we can prove the more general
result:

P s
r = R

(
1

1 − srt
,

t

1 − srt

)

In classical applications, s ∈ N and P s
r corresponds to a standard product

among matrices.
However, let us suppose that rs = 1 with r, s ∈ Q; then

P s
r = P = R

(
1

1 − t
,

t

1 − t

)

and

P1/s = R
(

1
1 − t

s

,
t

1 − t
s

)

= s
√
P

in particular,

P1/2 = R
(

1
1 − t

2

,
t

1 − t
2

)

is the square root of the Pascal triangle since P1/2∗P1/2 = P, as can be verified
for the first 6 rows by performing the following product:

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

1 0 0 0 0 0

1
2 1 0 0 0 0

1
4 1 1 0 0 0

1
8

3
4

3
2 1 0 0

1
16

1
2

3
2 2 1 0

1
32

5
16

5
4

5
2

5
2 1

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

×

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

1 0 0 0 0 0

1
2 1 0 0 0 0

1
4 1 1 0 0 0

1
8

3
4

3
2 1 0 0

1
16

1
2

3
2 2 1 0

1
32

5
16

5
4

5
2

5
2 1

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

=

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

1 0 0 0 0 0

1 1 0 0 0 0

1 2 1 0 0 0

1 3 3 1 0 0

1 4 6 4 1 0

1 5 10 10 5 1

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦
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Now, let us consider the Bell matrix H = R(h(t)/t, h(t)) and consider
the product of H by itself:

H ∗ H = R(h(t)/t, h(t)) ∗ R(h(t)/t, h(t)) = R(h(h(t))/t, h(h(t))) = R(f(t)/t, f(t))

therefore H can be seen as the square root of R(f(t)/t, f(t)).
Given h(t) we can compute f(t) : the question is, given f(t), is it pos-

sible to compute h(t) such that f(t) = h(h(t))? We point out that in these
computations we are considering formal power series over R and that we need
to have h(0) = f(0) = 0.

Obviously the problem can be generalized and one can ask the same
question for the product of H by itself three times (or more) looking for a
function h(t) such that g(t) = h(h(h(t))) for a given g(t):

H ∗ H ∗ H = R(h(t)/t, h(t)) ∗ R(h(t)/t, h(t)) ∗ R(h(t)/t, h(t))
= R(h(t)/t, h(t)) ∗ R(h(t)/t, h(t)) = R(h(h(t))/t, h(h(t)))
= R(h(h(h(t)))/t, h(h(h(t)))) = R(g(t)/t, g(t)).

Studying fractional iteration of power series is a classical topic, addressed
in several classical books such as [8,14,20] and the compositional square root
is a particular case. However, as far as we know, this is the first attempt to
study the problem in the context of Riordan arrays. Functions of Riordan
arrays chunks, in particular the square root of Riordan arrays chunks, have
been recently studied in [9] in terms of generalized Lagrange bases and Hermite
polynomials. Here we are interested in studying the problem with a generating
function approach and identifying the square root for the Riordan array in its
entirety. In the next sections, we analyse the square root case and give some
hints for general powers. Moreover, a result of Barry [1] is specialized to Bell
matrices to find Riordan involutions associated with Bell matrices, another
interesting problem related to powers of Riordan arrays.

2. The Square Root Case

We start by giving some example of square root matrices.

Self-composition of the Fibonacci Sequence

Let us consider the generating function of Fibonacci numbers, h(t) = t/(1 −
t− t2) = t+ t2 + 2t3 + 3t4 + 5t5 + 8t6 + · · · (sequence A000045 in OEIS), and
the corresponding Riordan array:

H = R
(

1
1 − t − t2

,
t

1 − t − t2

)

Since h(h(t)) = t(1 − t − t2)/(1 − 3t − t2 + 3t3 + t4) = t + 2t2 + 6t3 +
17t4 +50t5 +147t6 + · · · (sequence A270863 in OEIS), matrix H is the square
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root of the Riordan array

H ∗ H = R
(

1 − t − t2

1 − 3t − t2 + 3t3 + t4
,

t(1 − t − t2)
1 − 3t − t2 + 3t3 + t4

)

as can be verified on the first 6 rows of the involved matrices by computing
the usual row-by-column product:

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

1 0 0 0 0 0

1 1 0 0 0 0

2 2 1 0 0 0

3 5 3 1 0 0

5 10 9 4 1 0

8 20 22 14 5 1

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

×

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

1 0 0 0 0 0

1 1 0 0 0 0

2 2 1 0 0 0

3 5 3 1 0 0

5 10 9 4 1 0

8 20 22 14 5 1

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

=

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

1 0 0 0 0 0

2 1 0 0 0 0

6 4 1 0 0 0

17 16 6 1 0 0

50 58 30 8 1 0

147 204 131 48 10 1

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

Self-composition of the Catalan Sequence

Let us consider the shifted generating function of Catalan numbers (sequence
A000108 in OEIS), h(t) = (1−√

1 − 4t)/2 = t+t2+2t3+5t4+14t5+42t6+ · · ·
and the corresponding Riordan array:

H = R
(

1 − √
1 − 4t

2t
,

1 − √
1 − 4t
2

)

Since h(h(t)) = (1−
√

2
√

1 − 4t − 1)/2 = t+2t2+6t3+21t4+80t5+322t6+· · ·
(sequence A129442 in OEIS), matrix H is s the square root of the Riordan
array

H ∗ H = R
(

1 −
√

2
√

1 − 4t − 1
2t

,
1 −

√
2
√

1 − 4t − 1
2

)

as can be verified on the first 6 rows of the involved matrices by computing
the usual row-by-column product:

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

1 0 0 0 0 0

1 1 0 0 0 0

2 2 1 0 0 0

5 5 3 1 0 0

14 14 9 4 1 0

42 42 28 14 5 1

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

×

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

1 0 0 0 0 0

1 1 0 0 0 0

2 2 1 0 0 0

5 5 3 1 0 0

14 14 9 4 1 0

42 42 28 14 5 1

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

=

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

1 0 0 0 0 0

2 1 0 0 0 0

6 4 1 0 0 0

21 16 6 1 0 0

80 66 30 8 1 0

322 280 143 48 10 1

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

The General Case

As already observed, given h(t) computing the self composition h(h(t)) is sim-
ple and proceeding in this way we can find square roots of many Bell matrices.
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The problem to be investigated is the converse, that is, given f(t) how to com-
pute h(t) such that h(h(t)) = f(t). We study the problem by a Riordan array
approach, as follows.

We consider the Riordan array S = R(1, h(t)) and denote sn,k =
[tn]h(t)k; the first 6 rows are

S6 =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

1 0 0 0 0 0

0 h1 0 0 0 0

0 h2 h1
2 0 0 0

0 h3 2h1h2 h1
3 0 0

0 h4 2h1h3 + h2
2 3h1

2h2 h1
4 0

0 h5 2h1h4 + 2h2h3 3h1

(
h1h3 + h2

2
)

4h1
3h2 h1

5

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

By Eq. (2), we have the relation
n∑

k=0

sn,khk = [tn]h(h(t)) = [tn]f(t)

which corresponds to a matrix-vector product, as illustrated by the first 6
involved rows:

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

1 0 0 0 0 0

0 h1 0 0 0 0

0 h2 h1
2 0 0 0

0 h3 2h1h2 h1
3 0 0

0 h4 2h1h3 + h2
2 3h1

2h2 h1
4 0

0 h5 2h1h4 + 2h2h3 3h1 (h1h3 + h2
2) 4h1

3h2 h1
5

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

×

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

0

h1

h2

h3

h4

h5

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

=

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

0

f1
f2
f3
f4
f5

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

The matrix-vector product translates into the following system of equations:

h2
1 = f1

h1h2 + h1
2h2 = f2

h1h3 + 2h1h2
2 + h1

3h3 = f3

h1h4 +
(
2h1h3 + h2

2
)
h2 + 3h1

2h2h3 + h1
4h4 = f4

h1h5 + (2h1h4 + 2h2h3)h2 + 3h1

(
h1h3 + h2

2
)
h3 + 4h1

3h2h4 + h1
5h5 = f5

...

which can be solved in terms of elements hi since each equation introduces
only a new unknown with respect to the previous equation; observe that from
the second equation we have h2 = f2/(h1(1+h1)) which implies that h1 �= −1
and h1 �= 0, if f2 �= 0.
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For simplifying, let us consider the quite common case in combinatorics
f1 = 1 and f2 �= 0, then, from the first equation we have h1 = ±1 but from
the previous observation and the additional condition on f2 we need to choose
the + sign and therefore we have:

h1 = 1

h2 =
1
2
f2

h3 = −1
4
f2
2 +

1
2
f3

h4 =
1
2
f4 − 5

8
f2f3 +

1
4
f3
2

h5 = −3
4
f2f4 + f2

2 f3 − 5
16

f4
2 − 3

8
f2
3 +

1
2
f5

and so on for the next values. This proves that given f(t) with f(0) = 0,
f ′(0) = 1 and f ′′(0) �= 0 we can compute the coefficients of the function h(t)
by solving the previous linear system. For example, if f(t) = t/(1 − t) all
coefficients fi are equal to 1 which gives:

h1 = 1, h2 =
1
2
, h3 =

1
4
, h4 =

1
8
, h5 =

1
16

, · · ·
as expected and illustrated in Sect. 1. Similarly, by considering sequences f1 =
1, f2 = 2, f3 = 6, f4 = 17, f5 = 50, f6 = 147 · · · and f1 = 1, f2 = 2, f3 =
6, f4 = 21, f5 = 80, f6 = 322 · · · we find sequences h1 = 1, h2 = 1, h3 = 2, h4 =
3, h5 = 5, h6 = 8 · · · and h1 = 1, h2 = 1, h3 = 2, h4 = 5, h5 = 14, h6 = 42 · · · of
Fibonacci and Catalan numbers, as illustrated at the beginning of this section.

Since, in general, a matrix can have several square roots (see, e.g., [7]),
the previous result means that a Bell matrix has a unique square root which
is a Bell matrix that can be computed by the computational method shown
before; this is stated in the following theorem:

Theorem 2.1. Given a Bell matrix F = R(f(t)/t, f(t)) with f(0) = 0, f ′(0) =
1 and f ′′(0) �= 0 then there exist a unique Bell matrix H = R(h(t)/t, h(t)) with
h(0) = 0, h′(0) = 1 and h′′(0) �= 0 such that F = H×H, that is, H =

√
F . The

coefficients of function h(t) can be computed by using the symbolic approach
illustrated before.

We observe that different algorithms for computing the coefficients in the
expansion of the rth root of a formal power series f(t) under composition can
be found in [2].

Next questions is: is it possible to find a closed form expression h(t) from
f(t)? For example, given f(t) = 1/(1 − t), how can we find h(t) = t/(1 − t/2)?
Or, given f(t) = t(1 − t − t2)/(1 − 3t − t2 + 3t3 + t4), how can we find h(t) =
t/(1 − t − t2)? Finally, given f(t) = (1 −

√
2
√

1 − 4t − 1)/2, how can we find
h(t) = (1 − √

1 − 4t)/2? Obviously, many other examples could be examined.
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Before we start discussing this problem, let’s see some features of Bell
matrices and their square root.

Theorem 2.2. Let F = R(f(t)/t, f(t)) be a Bell matrix with f(0) = 0, f ′(0) =
1 and f ′′(0) �= 0 and H = R(h(t)/t, h(t)) with h(0) = 0, h′(0) = 1 and
h′′(0) �= 0 its square root; moreover let Af and Ah be the A-sequences of F
and H. Then, the following relations hold:

f(t) = h(h(t)) or f(h(t)) = h(t) (8)

f(t) = h(h(t)) or f(h(t)) = h(t) (9)

Af (t) = Ah(t)Ah

(
t

Ah(t)

)

or Af (h(t)) =
h(t)
t

Ah(t) (10)

Af (t) = Ah(t)Ah

(
t

Ah(t)

)

or Af (h(t)) =
h(t)
t

Ah(t) (11)

For example, for the Pascal case f(t) = t/(1 − t) and A(t) = 1 + t, thus
we obtain the following relations:

h(t) =
h(t)

1 − h(t)
or h(t) =

h(t)
1 + h(t)

1 + h(t) =
h(t)
t

Ah(t) or 1 − h(t) =
h(t)
t

Ah(t)

However, these relations are equivalent and they do not allow to find h(t).

3. Guessing h(t)

In some situations, by looking at the very first coefficients of the function h(t)
defined in Theorem 2.1, it is possible to guess the generating function, for
example consulting the OEIS [12]. This is surely true for the examples just
discussed, since they correspond to well-known sequences. Sometimes this is
possible also for less well-known sequences. As an example, let us consider the
generating function

f(t) =
(1 + at + bt2)t

1 + 3at + (2a2 + 3b2)t2 + 3abt3 + b2t4
= t − 2at2 + (4a2 − 2b)t3 +

−a(8a2 − 9b)t4 + (16a4 − 29a2b + 5b2)t5 − a(a2 − 2b)(32a2 − 17b)t5 + O(t6)

By using the relations between the coefficients of f(t) and h(t) we find the
first values:

h1 = 1, h2 = −a, h3 = a2 − b, h4 = −a3 + 2ab, h5 = a4 − 3a2b + b2,

but looking at them it is not easy to guess the corresponding generating func-
tion. However, we can make an hypotheses and imagine that it is a rational
function, that is, sequence (hn)n∈N satisfies a linear recurrence relation with
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constant coefficients. We start by looking for a recurrence relation of the second
order:

hn+2 = c1hn+1 + c0hn

By substituting n = 0 and n = 1 we have

−a = c1, a2 − b = −ac1 + c0

hence c0 = −b and c1 = −a. By transforming the recurrence relation into a
generating function by the method of coefficients [11], we find:

h(t) − h0 − h1t

t2
+ a

h(t) − h0

t
+ bh(t) = 0

that is

h(t) =
t

1 + at + bt2
.

Finally, by computing h(h(t)) we can verify that it corresponds to f(t). This
proves that

H = R
(

1
1 + at + bt2

,
t

1 + at + bt2

)

is the square root of the Riordan array:

H ∗ H = R
(

(1 + at + bt2)

1 + 3at + (2a2 + 3b2)t2 + 3abt3 + b2t4
,

(1 + at + bt2)t

1 + 3at + (2a2 + 3b2)t2 + 3abt3 + b2t4

)

,

thus generalizing the Fibonacci case.
If the check f(t) = h(h(t)) had not given the desired result, we could have

tried a higher order recurrence, which exists if the function h(t) is rational
and is computable with the method of coefficient already mentioned. There is
the classical GFUN Maple package [16] that allow you to guess the generating
function with a similar approach, even in the algebraic case, that is, when
the linear recurrence relation has polynomial coefficients. For example, giving
the list 0, 1, 1, 2, 5, 14, 42 as input to the guessgf function of the package,
will return the generating function of Catalan numbers 1−√

1−4t
2t . As a more

complex example, if we consider the series

h(t) = t + bt2 +
(
b2 + c

)
t3 + b

(
b2 + 3 c

)
t4 +

(
b4 + 6 b2c + 2 c2

)
t5

+b
(
b4 + 10 b2c + 10 c2

)
t6 + O

(
t7

)

and give it as input to the seriestoalgeq function of the package, we obtain
the equation:

cth(t)2 + (bt − 1)h(t) + t = 0

whose solution with h(0) = 0 and h′(0) = 1 yields the generating function of
generalized Motzkin numbers:

h(t) =
1 − bt − √

1 − 2bt + (b2 − 4c)t2

2ct
;
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classical Motzkin numbers correspond to b = c = 1 while b = 0 and c = 1 gives
the aerated function of Catalan numbers. This is what we would obtain starting
with f(t) = h(h(t)) and applying the computational method illustrated in the
previous section.

As a final example, let us consider again the Catalan triangle, which is
one of the most studied Riordan array due to the many combinatorial inter-
pretations of the involved numbers,

R
(

1 − √
1 − 4t

2t
,

1 − √
1 − 4t
2

)

and look for its square root. The computational method gives for the first 6
rows the following decomposition:

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

1 0 0 0 0 0

1
2

1 0 0 0 0

3
4

1 1 0 0 0

3
2

7
4

3
2

1 0 0

55
16

15
4

3 2 1 0

545
64

143
16

55
8

9
2

5
2

1

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

×

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

1 0 0 0 0 0

1
2

1 0 0 0 0

3
4

1 1 0 0 0

3
2

7
4

3
2

1 0 0

55
16

15
4

3 2 1 0

545
64

143
16

55
8

9
2

5
2

1

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

=

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

1 0 0 0 0 0

1 1 0 0 0 0

2 2 1 0 0 0

5 5 3 1 0 0

14 14 9 4 1 0

42 42 28 14 5 1

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

However, we did not succeed in finding the closed form or an equation for

h(t) = t +
1
2
t2 +

3
4
t3 +

3
2
t4 +

55
16

t5 +
545
64

t6 + O(t7)

or, equivalently, for

Ah(t) = t +
1
2
t2 +

1
2
t3 +

5
8
t4 +

7
8
t5 +

83
64

t6 + O(t7),

apart from those corresponding to Theorem 2.2

f(t) =
1 − √

1 − 4t
2

= h(h(t)),
1

1 − h(t)
=

h(t)
t

Ah(t),

which correspond to Af (t) = 1
1−t . We will return to this example in the next

section.

4. A Solution Through Schröder’s Equation

The computation of h(t) in Theorem 2.1 seems to be connected to the solu-
tion of Schröder’s equation [17], a functional equation with one independent
variable: given the function f the aim is to find the function Ψ such that

sΨ(t) = Ψ(f(t)), (12)
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for some constant s �= 1. If the origin is a fixed point of f , i.e., f(0) = 0, it
follows that Ψ(0) = 0, and if Ψ′(0) �= 0, then s = f ′(0). The compositional
inverse satisfies Poincaré’s equation,

Ψ(st) = f(Ψ(t)). (13)

Upon iteration of the functional equation we have:

snΨ(t) = Ψ(f(f · · · (f(t)))) = Ψ(fn(t))

and

f1(t) = Ψ(sΨ(t)) = f(t)

fn(t) = Ψ(snΨ(t)),

where n is not necessarily positive or integer. In particular, for the functional
square root we have

f1/2(t) = Ψ(s1/2Ψ(t)), f1/2(f1/2(t)) = Ψ(s1/2Ψ(Ψ(s1/2Ψ(t)))) = f1(t) = f(t).

Hence, for computing f1/2(t) we need to find the Schröder’s auxiliary function
Ψ(t), and construct the inverse function Ψ(t). For example, as illustrated in
[5], if f(t) = 2t(1+ t) then Schröder’s equation is solved by Ψ(t) = 1

2 ln(1+2t)
and Ψ(t) = 1

2 (e2t − 1) which gives f1/2(t) = 1
2 ((1 + 2t)

√
2 − 1).

However, as observed in [5], it is crucial to note that in the limit s → 1,
all iterates and inverse iterates lose their distinction and degenerate to the
identity map, f0(t) = t, and the method fails. For this reason, if f ′(0) = 1, as
in our case, one augments f1(t) in Schröder’s equation to sf1(t), and takes the
s → 1 limit only at the very end of the calculations.

Let us show this approach for the Pascal case, by considering f(t) = st
1−t .

We need to find a function Ψ(t) with Ψ(0) = 0 and Ψ′(0) �= 0 such that

sΨ(t) = Ψ
(

st

1 − t

)

,

for some constant s �= 1. By assuming that Ψ(t) =
∑

k≥1 Ψkt
k we have:

s
∑

k≥1

Ψkt
k −

∑

k≥1

Ψk

(
st

1 − t

)k

= 0.

The coefficients in the development of the previous expression should be equal
to zero, and since

[tj ]
(

tk−1

(1 − t)k

)

= [tj−k+1](1 − t)−k =
( −k

j − k + 1

)

(−1)j−k+1

=
(
k + j − k + 1 − 1

j − k + 1

)

=
(

j

j − k + 1

)

=
(

j

k − 1

)

,
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where [tj ] is the coefficient of operator, we have:

s
∑

k≥1

Ψkt
k −

∑

k≥1

Ψk

(
st

1 − t

)k

=
∑

k≥1

sΨkt
k −

∑

k≥1

skΨk

∑

j≥0

(
j

k − 1

)

tj+1

=
∑

k≥0

sΨk+1t
k+1 −

∑

k≥0

sk+1Ψk+1

∑

j≥0

(
j

k

)

tj+1

=
∑

k≥0

sΨk+1t
k+1 −

∑

j≥0

∑

k≥0

sk+1Ψk+1

(
j

k

)

tj+1 = 0.

Hence, by extracting the (n + 1)th coefficient we have:

sΨn+1 =
n∑

k=0

sk+1Ψk+1

(
n

k

)

,

or,

(1 − sn)Ψn+1 =
n−1∑

k=0

skΨk+1

(
n

k

)

.

By varying n, we find:

Ψ2 =
Ψ1

1 − s
, Ψ3 =

Ψ1

(1 − s)2
, Ψ4 =

Ψ1

(1 − s)3
, · · ·

and, more generally, Ψn = Ψ1
(1−s)n−1 , hence we have the following theorem,

where we used Ψ1 = 1:

Theorem 4.1. The Schröder’s equation sΨ(t) = Ψ(f(t)) with f(t) = st
1−t has

solution

Ψ(t) =
∑

k≥1

tk

(1 − s)k−1
=

t(1 − s)
1 − s − t

, Ψ(t) =
t(1 − s)
1 − s + t

.

Moreover we have:

f1/2(t) = Ψ(
√
sΨ(t)) =

√
s(1 − s)t

1 − s +
√
st − t

,

where f(t) = f1/2(f1/2(t)).

Finally, the solution corresponding to s = 1 can be found by computing
the following limit:

lim
s→1

√
s(1 − s)t

1 − s +
√
st − t

= lim
s→1

√
s(1 − s)t

(1 − s)
(
1 − 1−√

s
1−s t

)

= lim
s→1

√
st

1 − 1
1+

√
s
t

=
t

1 − t
2

,
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as desired. More generally, for what concerns f1/r(t) we have:

f1/r(t) = Ψ(s1/rΨ(t)) =
s1/r(1 − s)t

1 − s + s1/rt − t

and the s → 1 limit gives t
1− t

r

, as expected.

By using this approach, in principle, one could compute h(t) = f1/2(t)
and find the square root of a Bell matrix explicitly. However, solving the
Schröder’s equation for a generic function f(t) is not simple: the crucial point,
in fact, is to determine the function Ψ.

As another example, let us consider f(t) = s(1−√
1−4t)

2 and the corre-
sponding Schröder’s equation:

s
∑

k≥1

Ψkt
k =

∑

k≥1

Ψks
k

(
1 − √

1 − 4t
2

)k

.

We proceed similarly to the previous example and begin by performing the
following extraction, related to the generating function C(t) of Catalan num-
bers:

[tj ]C(t) = [tj ]
(

1 − √
1 − 4t

2t

)k

= [tj ]
[
(1 + w)k

∣
∣w = t(1 + w)2

]

=
1
j
[tj−1]k(1 + t)k−1(1 + t)2j =

k

j
[tj−1](1 + t)2j+k−1

=
k

j

(
2j + k − 1

j − 1

)

=
k

k + 2j

(
k + 2j

j

)

,

where 1 + w = C(t) and we used Lagrange Inversion Formula (see, e.g, [10]).
Therefore we have:

s
∑

k≥1

Ψkt
k =

∑

k≥1

Ψks
ktk

∑

j≥1

k

k + 2j

(
k + 2j

j

)

tj ,

s
∑

k≥1

Ψkt
k =

∑

j≥1

⎛

⎝
∑

k≥1

Ψks
k k

k + 2j

(
k + 2j

j

)
⎞

⎠ tj+k.

Hence, by extracting the nth coefficient, we have:

sΨn =
∑

k≥1

skΨk
k

2n − k

(
2n − k

n − k

)

=
n∑

k=1

skΨk
k

2n − k

(
2n − k

n

)

.

We can state this result in the following theorem:
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Theorem 4.2. The coefficients of the auxiliary function Ψ(t) in the Schröder’s
equation sΨ(t) = Ψ(f(t)) with f(t) = s(1−√

1−4t)
2 satisfy the following recur-

rence relation:

(1 − sn−1)Ψn =
n−1∑

k=1

sk−1Ψk
k

2n − k

(
2n − k

n

)

.

By varying n in Theorem 4.2, we find:

Ψ2 =
Ψ1

1 − s
, Ψ3 =

2Ψ1

(1 + s)(1 − s)2
, Ψ4 =

Ψ1(5 + s2)
(1 + s)(1 + s + s2)(1 − s)3

,

Ψ5 =
2Ψ1(7 + 2s2 + 3s3)

(1 + s)2(1 + s2)(1 + s + s2)(1 − s)4
, · · ·

but a general form for Ψk does not seem to be simple. However we can write,
by setting Ψ1 = 1:

Ψ(t) = t +
1

1 − s
t2 +

2
(1 + s)(1 − s)2

t3 +
5 + s2

(1 + s)(1 + s + s2)(1 − s)3
t4

+
2(7 + 2s2 + 3s3)

(1 + s)2(1 + s2)(1 + s + s2)(1 − s)4
t5 + O(t6).

By using the Poincaré’s Eq. (13) it is not difficult to find the first terms in the
development of Ψ(t):

Ψ(t) = t − 1
1 − s

t2 − 2
(1 + s)(1 − s)2

t3 +
s2(1 + 5s)

(1 + s)(1 + s + s2)(1 − s)3
t4 +

− 2s4(2 + 3s + 7s2)
(1 + s)2(1 + s2)(1 + s + s2)(1 − s)4

t5 + O(t6).

Finally,

f1/2(t) = Ψ(
√
sΨ(t)) =

√
st +

√
s − s

1 − s
t2 +

2(
√
s − s − s2 + s5/2)

(1 + s)(1 − s)2
t3 +

+
5
√
s − 5s − 6s2 + 7s5/2 − 6s3 + 6s7/2 − 2s4 + 6s9/2 − 5s5

(1 + s)(1 + s + s2)(1 − s)3
t4 + O(t5)

and, by computing the limit, we have:

lim
s→1

f1/2(t) = t +
1
2
t2 +

3
4
t3 +

3
2
t4 +

55
16

t5 + O(t6),

as we already found in the previous section.
The results illustrated in the previous examples can be stated in a more

general form, by observing that [tn]f(t)k corresponds to the generic element of
the Riordan array R(1, f(t)) and that [tn]f(t)k corresponds to the generic ele-
ment of the Riordan array inverse R(1, f(t)), as defined in (4); the recurrence
relation (15) in the next theorem is obtained by inverting the combinatorial
identity corresponding to formula (2):
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Theorem 4.3. The coefficients of the auxiliary function Ψ(t) in the Schröder’s
equation sΨ(t) = Ψ(f [s](t)) with f [s](t) = sf(t), f(0) = 0 and f ′(0) = 1,
satisfy the following recurrence relations (n ≥ 2,Ψ1 �= 0):

(1 − sn−1)Ψn =
n−1∑

k=1

sk−1Ψkfn,k, (14)

(sn−1 − 1)Ψn =
n−1∑

k=1

Ψkf
∗
n,k, (15)

where fn,k and f∗
n,k are the generic elements of the Riordan arrays R(1, f(t))

and R(1, f(t)), respectively. If h(t) is the square root of f(t), that is, f(t) =
h(h(t)), then we have:

h(t) = lim
s→1

Ψ(
√
sΨ(t)).

Recurrence relations (14) and (15) are equivalent, but when f(t) is sim-
pler than f(t), formula (15) can be more suitable for computation. For exam-
ple, when f(t) = (1−√

1−4t)
2 we have f(t) = t(1 − t) and we immediately find

f∗
n,k = [tn−k](1 − t)k =

(
n−2k−1

n−k

)
.

5. Bell Involutions

In this last section, we wish to observe that another problem related to the
powers of a Riordan array, that has been much studied in the literature (see,
e.g., [1,3,4,13]), concerns the computation of the involutions in the Riordan
group: an involution in the group is a Riordan array D such that D2 = I. In
particular, we specialize to Bell matrices an interesting factorization theorem
given in [1, Theorem 15], which allows us to find factorization D1 of next
theorem; factorization D2 can be found by observing that if D = (d(t), h(t)) is
a Riordan array, then (−d(t), h(t)) = −D. Both factorizations can be verified
by applying formula (3).

Theorem 5.1. For a given Bell matrix, the products:

R
(
h(t)
t

, h(t)
)

∗ R
(
h(−t)

−t
, h(−t)

)

= R
(
h(−h(t))

−t
, h(−h(t))

)

= D1

R
(
h(t)
t

, h(t)
)

∗ R
(
h(−t)

t
, h(−t)

)

= R
(
h(−h(t))

t
, h(−h(t))

)

= D2

are Riordan involutions, that is D2
1 = D2

2 = I = (1, t).

Let us apply this theorem to the Bell matrices which correspond to the
square roots illustrated in the previous sections. If we put h(t) = t

1−t/2 in
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the theorem, we find two decompositions which are very similar to that corre-
sponding to the square root of Pascal triangle:

R
(

1
1 − t

2

,
t

1 − t
2

)

∗ R
( ±1

1 − t
2

,
−t

1 − t
2

)

= R
( ±1

1 − t
,

−t

1 − t

)

.

On the other hand, if we consider h(t) = t
1−t−t2 , we have

h(t) = −1−t+
√

1+2t+5t2

2t and we obtain the Riordan involutions

R
(

1

1 − t − t2
,

t

1 − t − t2

)

∗ R
(
1 − t − √

1 − 2t+ 5t2

±2t2
,
1 − t − √

1 − 2t+ 5t2

2t

)

= R
(
1 − 2t − t2 − √

1 − 4t+ 6t2 + 4t3 + t4

±2t2
,
1 − 2t − t2 − √

1 − 4t+ 6t2 + 4t3 + t4

2t

)

.

The next result is quite general and generalizes the previous example
so we state it as a corollary. By considering h(t) = t

1+at+bt2 and h(t) =
1−at−

√
1−2at+(a2−4b)t2

2bt and vice versa, h(t) = 1−at−
√

1−2at+(a2−4b)t2

2bt and h(t) =
t

1+at+bt2 in Theorem 5.1, we have:

Corollary 5.2. The Riordan matrices R
(

g(t)
±t , g(t)

)
with

g(t) =
−1 − 2at − bt2 +

√
1 + 4at − 2bt2 + 4a2t2 + 4abt3 + b2t4

2bt
and

g(t) =
t

2at − 1

are Riordan involutions.

Finally, with h(t) = 1−√
1−4t
2 , we have h(t) = t(1 − t) and the Riordan

involution:

R
(

1 − √
1 − 4t

2t
,
1 − √

1 − 4t
2

)

∗ R (±(1 + t),−t(1 + t))

= R
(−1 + t +

√
1 − 4t

±t
,−1 + t +

√
1 − 4t

)

.

6. Conclusions

In this work, the problem of computing the square root of a Bell matrix is
addressed. In Sect. 2, the problem is solved with a symbolic approach that
in many situations allows us to guess the solution. A method for finding the
general solution is given in Theorem 4.3 and involves the well-known Schröder’s
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equation. The work also illustrates how it is possible to compute an involution
from a Bell matrix.
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