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#### Abstract

We establish conditions guaranteeing that all eventually positive increasing solutions of a half-linear delay differential equation are regularly varying and derive precise asymptotic formulae for them. The results here presented are new also in the linear case and some of the observations are original also for non-functional equations. A substantial difference between the delayed and non-delayed case for eventually positive decreasing solutions is pointed out.
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## 1. Introduction

Let us consider the equation

$$
\begin{equation*}
\left(r(t) \Phi\left(y^{\prime}\right)\right)^{\prime}=p(t) \Phi(y(\tau(t))) \tag{1.1}
\end{equation*}
$$

where $r, p$ are positive continuous functions on $[a, \infty)$ and $\Phi(u)=|u|^{\alpha-1} \operatorname{sgn} u$ with $\alpha>1$. Throughout the paper we assume (unless not stated otherwise) that $\tau$ satisfies the following conditions:

$$
\begin{equation*}
\tau \in C^{1}, \tau^{\prime}>0, \tau(t) \leq t \tag{1.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\limsup _{t \rightarrow \infty} \frac{t}{\tau(t)}<\infty \tag{1.3}
\end{equation*}
$$

The above conditions imply $\lim _{t \rightarrow \infty} \tau(t)=\infty$, and are fulfilled by standard examples of delay, e.g., $\tau(t)=t-\sigma$ with $\sigma>0$, or $\tau(t)=\lambda t$ with $\lambda \in(0,1)$. Note that, in contrast to the linear case where an equation with a general delay can be transformed into an equation with a constant delay (see [15), in the half-linear case it makes a good sense to consider a general $\tau$. Solutions of (1.1) are understood in the classical sense, i.e., a solution $y$ of (1.1) is a $C^{1}$ function defined in an interval $I \subseteq[a, \infty)$, such that $r \Phi\left(y^{\prime}\right) \in C^{1}(I)$ and $y$ satisfies (1.1) in $I$.

[^0]Our aim is to describe asymptotic behavior of all eventually positive increasing solutions of (1.1) via the theory of regular variation. Regularly varying functions have been shown to be a very useful tool in studying asymptotic properties of various type of differential equations, see, in particular, the monograph [14. Linear and half-linear ordinary differential equations have been considered in the framework of regular variation e.g. in [2, 3, 5, 7, 8, 17, 18, 19]. Linear and half-linear functional differential equations have been studied in this framework in [5, 9, 10, 11, 13, 16, 20, 21. The typical result in the works [9, 10, 11, 13, 20, 21, is the existence of a regularly varying solution, obtained by means of a topological approach, as, for example, the Schauder-Tychonoff fixed point theorem. Our approach is different. We deal with the entire class of eventually positive increasing solutions (which we assume to be non empty), and we show that it is a subset of the class of regularly varying solutions. In addition, we derive precise asymptotic formula for each solution. All our results are new also in the (functional) linear case, and some of them are new in the non-functional (half-linear as well as linear) case. The comparison with existing results is discussed in remarks after the main results.

The paper is organized as follows. In the next section we give some basic information on equation (1.1) and recall selected facts from the theory of regular variation, which will include also De Haan class $\Pi$. The main results are presented in Section 3. In addition of showing regular variation of increasing solutions and deriving asymptotic formulae, we briefly discuss also decreasing solutions; in particular, we show that under reasonable assumptions they may exhibit a quite different behavior when compared with the solutions of non-delayed equations. Directions for a possible future research are discusses as well. The last section contains all the proofs.

## 2. Preliminaries

As usual, the relation $f(t) \sim g(t)$ as $t \rightarrow \infty$ means $\lim _{t \rightarrow \infty} f(t) / g(t)=1$, the relation $f(t) \asymp g(t)$ as $t \rightarrow \infty$ means that $\exists c_{1}, c_{2} \in(0, \infty)$ such that $c_{1} g(t) \leq f(t) \leq$ $c_{2} g(t)$ for large $t$, and $f(t)=o(g(t))$ as $t \rightarrow \infty$ means that $\lim _{t \rightarrow \infty} f(t) / g(t)=0$.

As for nonoscillatory solutions of (1.1) (i.e., the solutions which are eventually of one sign), without loss of generality, we work just with positive solutions, i.e., with the class

$$
\mathcal{S}=\{y: y(t) \text { is a positive solution of (1.1) for large } t\} .
$$

We wish to include our results into the framework of a standard classification of nonoscillatory solutions, which is given in what follows. Because of the sign conditions on the coefficients, all positive solutions of (1.1) are eventually monotone, therefore any such a solution belongs to one of the following disjoint classes:

$$
\mathcal{I S}=\left\{y \in \mathcal{S}: y^{\prime}(t)>0 \text { for large } t\right\}, \quad \mathcal{D S}=\left\{y \in \mathcal{S}: y^{\prime}(t)<0 \text { for large } t\right\}
$$

As for the nonemptiness of these classes as well as of the subclasses defined below, general conditions are not known, as far as we know. Partial results related to the problem of the existence of nonoscillatory solutions were obtained in [12]. Further,
as a by-product of the investigation of half-linear delay differential equations in the framework of regular variation via a fixed point approach, some existence theorems under a setting which is close to our ones can be found e.g. in [11, 20].

We shall focus on the class $\mathcal{I S}$. This class can be divided into the mutually disjoint subclasses:

$$
\mathcal{I} \mathcal{S}_{\infty}=\left\{y \in \mathcal{I S}: \lim _{t \rightarrow \infty} y(t)=\infty\right\}, \quad \mathcal{I} \mathcal{S}_{B}=\left\{y \in \mathcal{I S}: \lim _{t \rightarrow \infty} y(t)=b \in \mathbb{R}\right\}
$$

Define the so-called quasiderivative $y^{[1]}$ of $y \in \mathcal{S}$ by $y^{[1]}=r \Phi\left(y^{\prime}\right)$. We introduce the following convention

$$
\mathcal{I} \mathcal{S}_{u, v}=\left\{y \in \mathcal{I S}: \lim _{t \rightarrow \infty} y(t)=u, \quad \lim _{t \rightarrow \infty} y^{[1]}(t)=v\right\}
$$

where $u, v \in\{B, \infty\}$. If $u=B[v=B]$ we mean that the value of the corresponding limit is a real nonzero number. Using this convention we further distinguish the following types of solutions which form subclasses in $\mathcal{I} \mathcal{S}_{B}$ and $\mathcal{I} \mathcal{S}_{\infty}$ (we list only those ones that are not a-priori excluded):

$$
\begin{equation*}
\mathcal{I} \mathcal{S}_{B, B}, \mathcal{I} \mathcal{S}_{B, \infty}, \mathcal{I} \mathcal{S}_{\infty, B}, \mathcal{I} \mathcal{S}_{\infty, \infty} \tag{2.1}
\end{equation*}
$$

In some places we need to emphasize that the classes and subclasses of eventually positive increasing solutions are associated with a particular equation, say equation (*); then we write

$$
\begin{equation*}
\mathcal{I S}^{(*)}, \mathcal{I S}_{B}^{(*)}, \text { etc. } \tag{2.2}
\end{equation*}
$$

In the second part of this section we recall basic information on the Karamata theory of regularly varying functions and the de Haan class $\Pi$; for more information see the monographs [1, 4, 6].

A measurable function $f:[a, \infty) \rightarrow(0, \infty)$ is called regularly varying (at infinity) of index $\vartheta, \vartheta \in \mathbb{R}$, if

$$
\begin{equation*}
\lim _{t \rightarrow \infty} f(\lambda t) / f(t)=\lambda^{\vartheta} \quad \text { for every } \lambda>0 \tag{2.3}
\end{equation*}
$$

we write $f \in \mathcal{R} \mathcal{V}(\vartheta)$. If $\vartheta=0$, then we speak about slowly varying functions; we write $f \in \mathcal{S V}$, thus $\mathcal{S V}=\mathcal{R} \mathcal{V}(0)$. By $\mathcal{R} \mathcal{V}$ we mean either abbreviation of "regularly varying" or $\mathcal{R} \mathcal{V}=\bigcup_{\vartheta \in \mathbb{R}} \mathcal{R} \mathcal{V}(\vartheta)$.

A function $f \in \mathcal{R} \mathcal{V}(\vartheta)$ if and only if there exists a function $L \in \mathcal{S V}$ such that $f(t)=t^{\vartheta} L(t)$ for every $t$. The slowly varying component of $f \in \mathcal{R} \mathcal{V}(\vartheta)$ will be denoted by $L_{f}$, i.e., $L_{f}(t):=f(t) / t^{\vartheta}$.

The following result (the so-called Uniform Convergence Theorem, see e.g. [1]) is one of the most fundamental theorems in the theory. Many important properties of $\mathcal{R V}$ functions follow from it.

Proposition 2.1. If $f \in \mathcal{R} \mathcal{V}(\vartheta)$, then the relation (2.3) holds uniformly on each compact $\lambda$-set in $(0, \infty)$.

Another important result in the theory of $\mathcal{R} \mathcal{V}$ functions is the Representation Theorem (see e.g. [1).

Proposition 2.2. $f \in \mathcal{R} \mathcal{V}(\vartheta)$ if and only if

$$
\begin{equation*}
f(t)=\varphi(t) t^{\vartheta} \exp \left\{\int_{t_{0}}^{t} \frac{\psi(s)}{s} \mathrm{~d} s\right\} \tag{2.4}
\end{equation*}
$$

$t \geq t_{0}$, for some $t_{0}>0$, where $\varphi, \psi$ are measurable with $\lim _{t \rightarrow \infty} \varphi(t)=C \in(0, \infty)$ and $\lim _{t \rightarrow \infty} \psi(t)=0$. A function $f \in \mathcal{R} \mathcal{V}(\vartheta)$ can alternatively be represented as

$$
f(t)=\varphi(t) \exp \left\{\int_{t_{0}}^{t} \frac{\omega(s)}{s} \mathrm{~d} s\right\}
$$

$t \geq t_{0}$, for some $t_{0}>0$, where $\varphi, \omega$ are measurable with $\lim _{t \rightarrow \infty} \varphi(t)=C \in(0, \infty)$ and $\lim _{t \rightarrow \infty} \omega(t)=\vartheta$.

A regularly varying function $f$ is said to be normalized regularly varying, and we write $f \in \mathcal{N} \mathcal{R} \mathcal{V}(\vartheta)$, if $\varphi(t) \equiv C$ in (2.4) or in the alternative representation. If (2.4) holds with $\vartheta=0$ and $\varphi(t) \equiv C$, we say that $f$ is normalized slowly varying, and we write $f \in \mathcal{N S} \mathcal{V}$. Clearly, if $f$ is a $C^{1}$ function and $\lim _{t \rightarrow \infty} t f^{\prime}(t) / f(t)=\vartheta$, then $f \in \mathcal{N} \mathcal{R} \mathcal{V}(\vartheta)$. Conversely, if $f \in \mathcal{N} \mathcal{R} \mathcal{V}(\vartheta) \cap C^{1}$, then $\lim _{t \rightarrow \infty} t f^{\prime}(t) / f(t)=\vartheta$.

The classes of regularly varying solutions of (1.1) are defined as follows:

$$
\begin{aligned}
& \mathcal{S}_{\mathcal{S V}}=\mathcal{S} \cap \mathcal{S V}, \quad \mathcal{S}_{\mathcal{R V}}(\vartheta)=\mathcal{S} \cap \mathcal{R} \mathcal{V}(\vartheta) \\
& \mathcal{S}_{\mathcal{N S V}}=\mathcal{S} \cap \mathcal{N S} \mathcal{V}, \quad \mathcal{S}_{\mathcal{N R V}}(\vartheta)=\mathcal{S} \cap \mathcal{N R} \mathcal{V}(\vartheta)
\end{aligned}
$$

The Karamata Integration Theorem (see e.g. [1, 4]) plays a very important role in our theory. Its statement can be summarized as follows.

Proposition 2.3. Let $L \in \mathcal{S V}$.
(i) If $\vartheta<-1$, then $\int_{t}^{\infty} s^{\vartheta} L(s) \mathrm{d} s \sim t^{\vartheta+1} L(t) /(-\vartheta-1)$ as $t \rightarrow \infty$.
(ii) If $\vartheta>-1$, then $\int_{a}^{t} s^{\vartheta} L(s) \mathrm{d} s \sim t^{\vartheta+1} L(t) /(\vartheta+1)$ as $t \rightarrow \infty$.
(iii) If $\int_{a}^{\infty} L(s) / s \mathrm{~d} s$ converges, then $\widetilde{L}(t)=\int_{t}^{\infty} L(s) / s \mathrm{~d} s$ is a $\mathcal{S V}$ function; if $\int_{a}^{\infty} L(s) / s \mathrm{~d} s$ diverges, then $\widetilde{L}(t)=\int_{a}^{t} L(s) / s \mathrm{~d} s$ is a $\mathcal{S V}$ function; in both cases, $L(t) / \widetilde{L}(t) \rightarrow 0$ as $t \rightarrow \infty$.
Here are further useful properties of $\mathcal{R} \mathcal{V}$ functions. The proofs of (i)-(viii) are either easy or can be found in [1, 4]. The proof of (ix) can be found in the last section.

## Proposition 2.4.

(i) If $f \in \mathcal{R} \mathcal{V}(\vartheta)$, then $\ln f(t) / \ln t \rightarrow \vartheta$ as $t \rightarrow \infty$. It then clearly implies that $\lim _{t \rightarrow \infty} f(t)=0$ provided $\vartheta<0$, or $\lim _{t \rightarrow \infty} f(t)=\infty$ provided $\vartheta>0$.
(ii) If $f \in \mathcal{R} \mathcal{V}(\vartheta)$, then $f^{\alpha} \in \mathcal{R} \mathcal{V}(\alpha \vartheta)$ for every $\alpha \in \mathbb{R}$.
(iii) If $f_{i} \in \mathcal{R} \mathcal{V}\left(\vartheta_{i}\right), i=1,2, f_{2}(t) \rightarrow \infty$ as $t \rightarrow \infty$, then $f_{1} \circ f_{2} \in \mathcal{R} \mathcal{V}\left(\vartheta_{1} \vartheta_{2}\right)$.
(iv) If $f_{i} \in \mathcal{R} \mathcal{V}\left(\vartheta_{i}\right), i=1,2$, then $f_{1}+f_{2} \in \mathcal{R} \mathcal{V}\left(\max \left\{\vartheta_{1}, \vartheta_{2}\right\}\right)$.
(v) If $f_{i} \in \mathcal{R} \mathcal{V}\left(\vartheta_{i}\right), i=1,2$, then $f_{1} f_{2} \in \mathcal{R} \mathcal{V}\left(\vartheta_{1}+\vartheta_{2}\right)$.
(vi) If $f_{1}, \ldots, f_{n} \in \mathcal{R} \mathcal{V}, n \in \mathbb{N}$, and $R\left(x_{1}, \ldots, x_{n}\right)$ is a rational function with nonnegative coefficients, then $R\left(f_{1}, \ldots, f_{n}\right) \in \mathcal{R} \mathcal{V}$.
(vii) If $L \in \mathcal{S V}$ and $\vartheta>0$, then $t^{\vartheta} L(t) \rightarrow \infty, t^{-\vartheta} L(t) \rightarrow 0$ as $t \rightarrow \infty$.
(viii) If $f \in \mathcal{R} \mathcal{V}(\vartheta), \vartheta \neq 0$, then there exists $g \in C^{1}$ with $g(t) \sim f(t)$ as $t \rightarrow \infty$ and such that $\operatorname{tg}^{\prime}(t) / g(t) \rightarrow \vartheta$, whence $g \in \mathcal{N} \mathcal{R} \mathcal{V}(\vartheta)$. Moreover, $g$ can be taken such that $\left|g^{\prime}\right| \in \mathcal{N} \mathcal{R} \mathcal{V}(\vartheta-1)$.
(ix) If $\left|f^{\prime}\right| \in \mathcal{R} \mathcal{V}(\vartheta), \vartheta \in \mathbb{R}$, with $f^{\prime}$ being eventually of one sign and $f(t) \rightarrow 0$ or $f(t) \rightarrow \infty$ as $t \rightarrow \infty$, then $f \in \mathcal{N} \mathcal{R} \mathcal{V}(\vartheta+1)$.

Some other properties of $\mathcal{R} \mathcal{V}$ functions, needed in the proofs of the main results, are presented in some auxiliary lemmas in the last section.

Finally, we recall the definition of the De Haan class $\Pi$, together with some useful properties.

A measurable function $f:[a, \infty) \rightarrow \mathbb{R}$ is said to belong to the class $\Pi$ if there exists a function $w:(0, \infty) \rightarrow(0, \infty)$ such that for $\lambda>0$

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \frac{(f(\lambda t)-f(t))}{w(t)}=\ln \lambda \tag{2.5}
\end{equation*}
$$

we write $f \in \Pi$ or $f \in \Pi(w)$. The function $w$ is called an auxiliary function for $f$. The class $\Pi$, after taking absolute values, forms a proper subclass of $\mathcal{S V}$.

Next we give some properties of the class $\Pi$. The proofs of (i)-(ii) can be found in the monographs [4, 6. For (iii) see e.g. [17].

## Proposition 2.5.

(i) If $f \in \Pi(v)$, then $v(t) \sim f(t)-\frac{1}{t} \int_{a}^{t} f(s) \mathrm{d}$ s as $t \rightarrow \infty$.
(ii) If $f \in \Pi$, then $\lim _{t \rightarrow \infty} f(t)=: f(\infty) \leq \infty$ exists. If the limit is infinite, then $f \in \mathcal{S V}$. If the limit is finite, then $f(\infty)-f(t) \in \mathcal{S V}$.
(iii) If $f^{\prime} \in \mathcal{R} \mathcal{V}(-1)$, then $f \in \Pi\left(t f^{\prime}(t)\right)$.

## 3. Main results

Denote

$$
G(t)=\Phi^{-1}\left(\frac{t p(t)}{r(t)}\right)=\left(\frac{t p(t)}{r(t)}\right)^{\beta-1}
$$

where $\beta$ is the conjugate number of $\alpha$, i.e., $1 / \alpha+1 / \beta=1$. We start by establishing conditions guaranteeing slow variation of increasing solutions, for which we also derive asymptotic formulae.

Theorem 3.1. (I) Assume that $\int_{a}^{\infty} p(s) \mathrm{d} s=\infty$ and

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \frac{t^{\alpha-1}}{r(t)} \int_{a}^{t} p(s) \mathrm{d} s=0 \tag{3.1}
\end{equation*}
$$

Then $\mathcal{I S} \subset \mathcal{N S V}$. If, in addition, $p \in \mathcal{R} \mathcal{V}(\delta)$ with $\delta>-1$, then for any $y \in \mathcal{I S}$ the following hold.
(i) If $\int_{a}^{\infty} G(s) \mathrm{d} s=\infty$, then $y$ satisfies the formula

$$
\begin{equation*}
y(t)=\exp \left\{\int_{a}^{t}(1+o(1)) \frac{G(s)}{\Phi^{-1}(\delta+1)} \mathrm{d} s\right\} \tag{3.2}
\end{equation*}
$$

as $t \rightarrow \infty$. Moreover, $\mathcal{S}_{\mathcal{N S V}}=\mathcal{S}_{\mathcal{S V}}=\mathcal{I S}=\mathcal{I} \mathcal{S}_{\infty, \infty}$.
(ii) If $\int_{a}^{\infty} G(s) \mathrm{d} s<\infty$, then $y$ satisfies the formula

$$
\begin{equation*}
y(t)=N \exp \left\{-\int_{t}^{\infty}(1+o(1)) \frac{G(s)}{\Phi^{-1}(\delta+1)} \mathrm{d} s\right\} \tag{3.3}
\end{equation*}
$$

as $t \rightarrow \infty$, where $N:=\lim _{t \rightarrow \infty} y(t) \in(0, \infty)$. Moreover, $\mathcal{S}_{\mathcal{N S V}}=\mathcal{S}_{\mathcal{S V}}=\mathcal{I S}=$ $\mathcal{I} \mathcal{S}_{B, \infty}$.
(II) Let conditions at point (I) be satisfied and let $r \in \mathcal{R} \mathcal{V}(\gamma)$ hold. Then $\gamma \geq \alpha+\delta$. For any $y \in \mathcal{I S}$ it holds $y(t) \in \Pi\left(t y^{\prime}(t)\right)$ provided $\gamma=\alpha+\delta$. Moreover, if $\gamma=\alpha+\delta$ and $\int_{a}^{\infty} G(s) \mathrm{d} s<\infty$, or $\gamma>\alpha+\delta$, then

$$
\begin{equation*}
N-y(t) \sim \frac{N}{\Phi^{-1}(\delta+1)} \int_{t}^{\infty} G(s) \mathrm{d} s \in \mathcal{R} \mathcal{V}((\delta+1-\gamma)(\beta-1)+1) \tag{3.4}
\end{equation*}
$$

as $t \rightarrow \infty$. In particular, if $\gamma=\alpha+\delta$, then $|N-y| \in \mathcal{S V}$ and

$$
\begin{equation*}
\frac{L_{p}^{\beta-1}(t)}{L_{r}^{\beta-1}(t)(N-y(t))}=o(1) \tag{3.5}
\end{equation*}
$$

as $t \rightarrow \infty$.
Condition (3.1) is necessary in a certain sense. More precisely, the following lemma holds.

Lemma 3.2. Let $r \in \mathcal{R} \mathcal{V}(\gamma)$ with $\gamma>\alpha-1$, and $\tau(t) \asymp t$ as $t \rightarrow \infty$. If there exists $y \in \mathcal{I S} \cap \mathcal{N S} \mathcal{V}$, then (3.1) holds. If, in addition, $p \in \mathcal{R} \mathcal{V}(\delta)$, then

$$
\begin{equation*}
\lim _{t \rightarrow \infty} t^{\alpha+\delta-\gamma} \frac{L_{p}(t)}{L_{r}(t)}=0 \tag{3.6}
\end{equation*}
$$

Note that if

$$
\begin{equation*}
p \in \mathcal{R} \mathcal{V}(\delta), \quad r \in \mathcal{R} \mathcal{V}(\delta+\alpha) \tag{3.7}
\end{equation*}
$$

hold, then

$$
\begin{equation*}
G(t)=\frac{1}{t}\left(\frac{L_{p}(t)}{L_{r}(t)}\right)^{\beta-1} \in \mathcal{R} \mathcal{V}(-1) \tag{3.8}
\end{equation*}
$$

Observe that (3.7) along with $\delta>-1$ yield $\gamma>\alpha-1$ (i.e., the assumption from Lemma (3.2). Further, condition (3.1) (as well as condition (3.6)) reduces to

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \frac{L_{p}(t)}{L_{r}(t)}=0 \tag{3.9}
\end{equation*}
$$

which is (3.6) with $\gamma=\delta+\alpha$.
From the non-functional case (see [19]) we know that $\int_{a}^{\infty} r^{1-\beta}(s) \mathrm{d} s=\infty$ and

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \frac{t^{\alpha-1}}{r(t)} \int_{t}^{\infty} p(s) \mathrm{d} s=0 \tag{3.10}
\end{equation*}
$$

imply $\mathcal{D S} \subset \mathcal{N} \mathcal{S} \mathcal{V}$. Under the additional condition $p \in \mathcal{R} \mathcal{V}(\delta)$ with $\delta<-1$, asymptotic formulae similar to (3.2) and (3.3) can be established. In particular, $\mathcal{S V}$ solutions must be sought among decreasing solutions. This result can be understood as a certain complement to Theorem 3.1. However, as we will see,
here we encounter a quite big difference between the functional and non-functional case. For instance, let $r(t)=1, \alpha=2$, and $\tau(t)=t-1$ in (1.1). Then $y(t)=$ $e^{-t^{2}}$ is a solution of (1.1) which takes here the form $y^{\prime \prime}=p(t) y(t-1)$, where $p(t)=\left(4 t^{2}-2\right) e^{1-2 t}$. Clearly, $\lim _{t \rightarrow \infty} t^{2} p(t)=0$, and this condition implies also $\lim _{t \rightarrow \infty} t \int_{t}^{\infty} p(s) \mathrm{d} s=0$, i.e., condition (3.10). However, $y \in \mathcal{D} \mathcal{S}$, but $y \notin \mathcal{R} \mathcal{V}$. Thus we see that (in contrast to the situation for $\mathcal{I S}$ discussed in Theorem 3.1), for decreasing solutions in our framework, qualitative behavior may substantially change when passing from ordinary to functional equations. An open problem is whether or not $\int_{a}^{\infty} r^{1-\beta} \mathrm{d} s=\infty$ and (3.10) imply $\mathcal{D S} \subset \mathcal{N S} \mathcal{V}$ when assuming, in addition, that $p \in \mathcal{R} \mathcal{V}(\delta)$ with $\delta<-1$.

Note that if $p \in \mathcal{R} \mathcal{V}(\delta)$ with $\delta \neq-1$, then both (3.1) when $\delta>-1$, and (3.10) when $\delta<-1$, reduce to the condition

$$
\lim _{t \rightarrow \infty} \frac{t^{\alpha} p(t)}{r(t)}=0
$$

which can easily be seen from the Karamata theorem.
We proceed with a complementary case with respect to Theorem 3.1 in the sense that we study increasing solutions when $\delta<-1$ under the conditions (3.7) and (3.1) (which yield (3.9)). We shall prove regular variation of these solutions where the index is equal to

$$
\begin{equation*}
\varrho:=\frac{-1-\delta}{\alpha-1} \tag{3.11}
\end{equation*}
$$

and derive asymptotic formulae. Denote

$$
H_{\tau}(t)=\left(t \tau^{\prime}(t)\right)^{\alpha-1} \frac{p(t)}{r(\tau(t))}
$$

If (3.7) and the first condition in (3.12) hold, then $H_{\tau} \in \mathcal{R} \mathcal{V}(-1)$ and $H_{\tau}$ can be written as

$$
H_{\tau}(t)=\frac{1}{t}\left(\frac{t}{\tau(t)}\right)^{\delta+\alpha}\left(\tau^{\prime}(t)\right)^{\alpha-1} \frac{L_{p}(t)}{L_{r}(\tau(t))}
$$

Since the convergence/divergence of the integrals $\int_{a}^{\infty} G$ and $\int_{a}^{\infty} H_{\tau}$ plays an important role, the following example is of interest.

Example 3.3. Assume for simplicity that $\tau^{\prime}(t) \sim \lambda$ with $\lambda \in(0,1]$ as $t \rightarrow \infty$; note that $\tau(t)=\lambda t$ or $\tau(t)=t-\sigma$ both satisfy this condition. Then

$$
H_{\tau}(t) \sim \frac{\lambda^{-\delta-1} t^{\alpha-1} p(t)}{r(\tau(t))} \sim \frac{\lambda^{-\delta-1} t^{\alpha-1} p(t)}{r(t)}=\frac{\lambda^{-\delta-1}}{t} \cdot \frac{L_{p}(t)}{L_{r}(t)}
$$

as $t \rightarrow \infty$ by Lemma 4.1 provided (3.7) holds. Recall that $G$ takes here the form (3.8). Taking $r, p$ such that $L_{p}(t) / L_{r}(t) \sim \ln ^{\gamma} t$ as $t \rightarrow \infty, \gamma \in(-\infty, 0)$, we see that (3.9) is fulfilled. Moreover, if $\alpha<2$ and $-1<\gamma<1-\alpha$ then $\int_{a}^{\infty} G<\infty$ while $\int_{a}^{\infty} H_{\tau}=\infty$, and if $\alpha>2$ and $1-\alpha<\gamma<-1$ then $\int_{a}^{\infty} G=\infty$ while $\int_{a}^{\infty} H_{\tau}<\infty$. Note that in the linear case (i.e., $\alpha=2$ ), $\lambda^{-\delta-1} G(t) \sim H_{\tau}(t)$ as $t \rightarrow \infty$, and thus half-linear equations exhibit more complex behavior.

Theorem 3.4. Assume that (3.7) holds and $\delta<-1$. Let

$$
\begin{equation*}
\left(r^{1-\beta} \circ \tau\right) \tau^{\prime} \in \mathcal{R} \mathcal{V}(\delta(1-\beta)-\beta) \quad \text { and } \quad\left(\frac{L_{p}(t)}{L_{r}(t)}\right)^{\beta-1} \tau^{\prime}(t) \rightarrow 0 \tag{3.12}
\end{equation*}
$$

as $t \rightarrow \infty$. Then $\mathcal{I S} \subset \mathcal{N} \mathcal{R} \mathcal{V}(\varrho)$, where $\varrho$ is defined in (3.11), and $y^{[1]}(t) \in$ $\Pi(t p(t) \Phi(y(\tau(t))))$ for every $y \in \mathcal{I S}$. In addition, for any $y \in \mathcal{I S}$ the following hold.
(i) If $\int_{a}^{\infty} H_{\tau}(s) \mathrm{d} s=\infty$, then

$$
\begin{equation*}
y(t)=t r^{1-\beta}(t) \exp \left\{\int_{a}^{t}(1+o(1)) \frac{\beta-1}{\Phi(\varrho)} H_{\tau}(s) \mathrm{d} s\right\} \tag{3.13}
\end{equation*}
$$

as $t \rightarrow \infty$. Moreover, $\mathcal{S}_{\mathcal{N R V}}(\varrho)=\mathcal{S}_{\mathcal{R V}}(\varrho)=\mathcal{I S}=\mathcal{I} \mathcal{S}_{\infty, \infty}$.
(ii) If $\int_{a}^{\infty} H_{\tau}(s) \mathrm{d} s<\infty$, then

$$
\begin{equation*}
y(t)=A+\int_{a}^{t} M^{\beta-1} r^{1-\beta}(s) \exp \left\{-\int_{s}^{\infty}(1+o(1)) \frac{\beta-1}{\varrho^{\alpha-1}} H_{\tau}(\xi) \mathrm{d} \xi\right\} \mathrm{d} s \tag{3.14}
\end{equation*}
$$

as $t \rightarrow \infty$, where $M=\lim _{t \rightarrow \infty} y^{[1]}(t) \in(0, \infty)$, for some $A \in \mathbb{R}$, and $\mathcal{S}_{\mathcal{N R V}}(\varrho)=$ $\mathcal{S}_{\mathcal{R} \mathcal{V}}(\varrho)=\mathcal{I S}=\mathcal{I} \mathcal{S}_{\infty, B}$. Moreover, $M-y^{[1]} \in \mathcal{S V}$ and

$$
\begin{equation*}
\frac{t^{\delta+\alpha}\left(\tau^{\prime}(t)\right)^{\alpha-1} L_{p}(t)}{\tau^{\delta+\alpha}(t) L_{r}(t)\left(M-y^{[1]}(t)\right)}=o(1) \tag{3.15}
\end{equation*}
$$

as $t \rightarrow \infty$.
Remark 3.5. (i) In fact - as a closer examination of the proof shows - because of the first additional condition in (3.12), we could assume only $p \in \mathcal{R} \mathcal{V}(\delta)$ instead of (3.7). Yet, for the proof of regular variation of solutions and asymptotic formulae, we could drop the requirement of $p$ being regularly varying (similarly as $r$ does not need to be regularly varying in Theorem 3.1). But, for simplicity and since we want to express some formulae in terms of $L_{p}, L_{r}$, and thus being in a better correspondence with Theorem 3.1] we prefer to take the stronger assumption.
(ii) In view of Proposition [2.4, the former condition in (3.12) is implied by $\tau^{\prime} \in \mathcal{S V}$ (provided we assume $r \in \mathcal{R} \mathcal{V}(\delta+\alpha)$ ). The latter condition in (3.12) is implied by (3.9), and $\lim \sup _{t \rightarrow \infty} \tau^{\prime}(t)<\infty$ (provided we assume (3.7)).
(iii) Similarly as in Lemma 3.2, we can obtain a necessary condition in the setting of Theorem 3.4. In particular, if $\delta<-1, \tau(t) \asymp t$ as $t \rightarrow \infty$, (3.7) is satisfied, and $\mathcal{S}_{\mathcal{N R V}}(\varrho) \neq \emptyset$, then (3.9) holds.

In [13, 21] (see also [20]), half-linear differential equations with both retarded and advanced arguments are considered. Necessary and sufficient conditions for the existence of a (generalized) $\mathcal{S V}$ solution and a (generalized) $\mathcal{R} \mathcal{V}(1)$ solution are established. Note that the conditions on the coefficients are more general than ours and takes an integral form similar to (3.1) and (3.10). The conditions on the delayed argument are slightly more special than our ones. The methods in [13, 21] are based on the results for the associated equation without deviating arguments and the Schauder-Tychonoff fixed point theorem. We emphasize that while in
[13, 20, 21] the existence of $\mathcal{R} \mathcal{V}$ solutions is studied, here we attempt to deal with all positive increasing solutions.

Our results are essentially new also in the linear case, i.e., when $\alpha=2$. The linear version of the existence results mentioned in the previous item can be found in [9, 10, 11].

If $\tau(t)=t$, Theorems 3.1 and 3.4 reduce to an improvement of the results in [17, 19]; note that in those papers, conditions (3.7) and (3.9) are assumed throughout.

Next we establish a generalization of the previous theorems. As we will see, as a by-product, we solve the natural problem arising from Theorem 3.1 and 3.4, namely the missing ("critical") case $\delta=-1$. Also some equations that do not have $\mathcal{R} \mathcal{V}$ coefficients can be treated by generalized theorems.

We distinguish the two cases, namely

$$
\begin{equation*}
\int_{a}^{\infty} r^{1-\beta}(s) \mathrm{d} s=\infty \tag{3.16}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{a}^{\infty} r^{1-\beta}(s) \mathrm{d} s<\infty \tag{3.17}
\end{equation*}
$$

In the former case we denote $R_{D}(t)=\int_{a}^{t} r^{1-\beta}(s) \mathrm{d} s$ and in the latter case we denote $R_{C}(t)=\int_{t}^{\infty} r^{1-\beta}(s) \mathrm{d} s$. Further, $R_{D}^{-1}$ stands for the inverse of $R_{D}$ and $Q^{-1}$ is the inverse of $Q$, where $Q=1 / R_{C}$. It is easy to see that $\left(R_{C} \circ Q^{-1}\right)(s)=1 / s$.

We first give a generalization of Theorem 3.4. Denote

$$
\begin{equation*}
\tau_{D}=R_{D} \circ \tau \circ R_{D}^{-1}, \quad p_{D}=\left(p r^{\beta-1}\right) \circ R_{D}^{-1} \tag{3.18}
\end{equation*}
$$

and

$$
q_{D}=\left(\left(\tau_{D}^{\prime} \circ R_{D}\right) R_{D}\right)^{\alpha-1} p
$$

The following set of conditions will play a role:

$$
\begin{equation*}
\limsup _{t \rightarrow \infty} \frac{t}{\tau_{i}(t)}<\infty, \tau_{i}^{\prime} \in \mathcal{S} \mathcal{V}, \limsup _{t \rightarrow \infty} \tau_{i}^{\prime}(t)<\infty \tag{3.19}
\end{equation*}
$$

where $i=D$ or $i=C$ according to whether $\delta<-1$ or $\delta>-1$, respectively.
Theorem 3.6. Assume that (3.16) holds, $p_{D} \in \mathcal{R} \mathcal{V}(-\alpha)$, and $\lim _{t \rightarrow \infty} L_{p_{D}}(t)=$ 0 . Let (1.2) and (3.19) with $i=D$ be fulfilled. Then for any $y \in \mathcal{I S}$ one has $y \circ R_{D}^{-1} \in \mathcal{N} \mathcal{R} \mathcal{V}(1)$ and the following hold.
(i) If $\int_{a}^{\infty} q_{D}(s) \mathrm{d} s=\infty$, then

$$
\begin{equation*}
y(t)=R_{D}(t) \exp \left\{\int_{a}^{t}(1+o(1))(\beta-1) q_{D 2}(s) \mathrm{d} s\right\} \tag{3.20}
\end{equation*}
$$

as $t \rightarrow \infty$ and $y \in \mathcal{I} \mathcal{S}_{\infty, \infty}$.
(ii) If $\int_{a}^{\infty} q_{D}(s) \mathrm{d} s<\infty$, then

$$
\begin{equation*}
y(t)=A+\int_{a}^{t} M^{\beta-1} r^{1-\beta}(s) \exp \left\{-\int_{s}^{\infty}(1+o(1))(\beta-1) q_{D}(u) \mathrm{d} u\right\} \mathrm{d} s \tag{3.21}
\end{equation*}
$$

as $t \rightarrow \infty$, and $y \in \mathcal{I} \mathcal{S}_{\infty, B}$, with $\lim _{t \rightarrow \infty} y^{[1]}(t)=M \in(0, \infty)$, for some $A \in \mathbb{R}$. In addition, $\left|y^{[1]} \circ R_{D}^{-1}-N\right| \in \mathcal{S V}$ and

$$
\begin{equation*}
\frac{\left(\tau_{D}^{\prime}\left(R_{D}(t)\right)\right)^{\alpha-1} R_{D}^{\alpha}(t) p(t) r^{\beta-1}(t)}{M-y^{[1]}(t)}=o(1) \tag{3.22}
\end{equation*}
$$

as $t \rightarrow \infty$.
The next result is a complement of Theorem 3.6, and generalizes Theorem 3.1. Denote

$$
\begin{equation*}
\tau_{C}=Q \circ \tau \circ Q^{-1}, \quad p_{C}=\left(R_{C}^{2} p r^{\beta-1}\right) \circ Q^{-1} \tag{3.23}
\end{equation*}
$$

and

$$
q_{C}=\left(R_{C} p r^{\beta-1}\right)^{\beta-1}
$$

Theorem 3.7. Assume that (3.17) holds, $p_{C} \in \mathcal{R} \mathcal{V}(\alpha-2)$, and $\lim _{t \rightarrow \infty} L_{p_{C}}(t)=$ 0 . Let (1.2) and (3.19) with $i=C$ be fulfilled. Then for any $y \in \mathcal{I S}$ one has $y \circ Q^{-1} \in \mathcal{N S} \mathcal{V}$ and the following hold.
(i) If $\int_{a}^{\infty} q_{C}(s) \mathrm{d} s=\infty$, then

$$
\begin{equation*}
y(t)=\exp \left\{\int_{a}^{t}(1+o(1))(\beta-1)^{\beta-1} q_{C}(s) \mathrm{d} s\right\} \tag{3.24}
\end{equation*}
$$

as $t \rightarrow \infty$ and $y \in \mathcal{I} \mathcal{S}_{\infty, \infty}$.
(ii) If $\int_{a}^{\infty} q_{C}(s) \mathrm{d} s<\infty$, then

$$
\begin{equation*}
y(t)=N \exp \left\{-\int_{t}^{\infty}(1+o(1))(\beta-1)^{\beta-1} q_{C}(s) \mathrm{d} s\right\} \tag{3.25}
\end{equation*}
$$

as $t \rightarrow \infty$ and $y \in \mathcal{I} \mathcal{S}_{B, \infty}$, with $\lim _{t \rightarrow \infty} y(t)=N \in(0, \infty)$. In addition, $\mid y \circ Q^{-1}-$ $N \mid \in \mathcal{S V}$ and

$$
\begin{equation*}
\frac{R_{C}^{\alpha}(t) p(t) r^{\beta-1}(t)}{\Phi(y(t)-N)}=o(1) \tag{3.26}
\end{equation*}
$$

as $t \rightarrow \infty$.
Remark 3.8. In view of Lemma 4.2-(ii), if $\tau$ satisfies (1.2), (1.3), $\tau^{\prime} \in \mathcal{S V}$, $\lim \sup _{t \rightarrow \infty} \tau^{\prime}(t)<\infty$, and $r \in \mathcal{R} \mathcal{V}(\delta+\alpha)$, then (3.19) (which is assumed in Theorems 3.6 and 3.7) is fulfilled, where $i=D$ or $i=C$ according to whether $\delta<-1$ or $\delta>-1$, respectively.

Theorems 3.6 and 3.7 are indeed generalizations of the previous theorems. As easily seen from Lemma 4.2 (see also Remark (3.8), the assumptions of Theorem 3.4 and Theorem 3.1 (supposing here (3.7)) imply the ones of Theorem 3.6 and Theorem 3.7, respectively. Asymptotic formulae in Theorems 3.1 and 3.4 can be obtained from the general ones by applying the Karamata integration theorem (Proposition 2.3) to $R_{D}$ and $R_{C}$.

Theorem 3.6 and Theorem 3.7 allow us to obtain asymptotic formulae also when the coefficients of the equation are not regularly varying. For example, let $p(t)=e^{\gamma t} t^{\omega}, r(t)=e^{\gamma t}$ with $\gamma<0$ and $\omega<0$. Then (3.16) holds and

$$
p_{D}(s)=\frac{1}{((s+K) \gamma(1-\beta))^{\alpha}} \ln ^{\omega}((s+K) \gamma(1-\beta))^{\frac{1}{\gamma(1-\beta)}}
$$

for some $K \in(0, \infty)$. Therefore, $p_{D} \in \mathcal{R} \mathcal{V}(-\alpha)$ and $L_{p_{D}}(s) \rightarrow 0$ as $s \rightarrow \infty$.
Theorem 3.6 and Theorem 3.7 enable us to cover the missing cases in Theorems 3.1 and 3.4 in the sense of the critical case $\delta=-1$. Let us illustrate this fact if, for simplicity, $r(t)=t^{\alpha-1}$. Assume, in addition, that $p \in \mathcal{R} \mathcal{V}(-1)$. Then (3.7) with $\delta=-1$ holds. It is easy to see that (3.16) is fulfilled. We have $R_{D}(t)=\ln t$ (taking $a=1)$ and $R_{D}^{-1}(s)=\exp s$. Since $p_{D}(s)=p\left(e^{s}\right)\left(e^{s}\right)^{(\alpha-1)(\beta-1)}=e^{s} p\left(e^{s}\right)=L_{p}\left(e^{s}\right)$, we get $p_{D} \in \mathcal{R} \mathcal{V}(-\alpha)$ provided

$$
\begin{equation*}
L_{p} \circ \exp \in \mathcal{R} \mathcal{V}(-\alpha) \tag{3.27}
\end{equation*}
$$

Under this condition, $L_{p_{D}}(\ln t)=s^{\alpha} p_{D}(s)=s^{\alpha} L_{p}\left(e^{s}\right)=L_{p}(t) \ln ^{\alpha} t\left(\right.$ with $\left.t=e^{s}\right)$. Hence, $\lim _{t \rightarrow \infty} L_{p_{D}}(t)=0$ is implied by

$$
\begin{equation*}
\lim _{t \rightarrow \infty} L_{p}(t) \ln ^{\alpha} t=0 \tag{3.28}
\end{equation*}
$$

Thus the assumptions of Theorem 3.6 are fulfilled provided (3.27) and (3.28) hold, and we get $y \circ \exp \in \mathcal{N} \mathcal{R} \mathcal{V}(1)$ for $y \in \mathcal{I S}$; in fact, all eventually positive increasing solutions of (1.1) are slowly varying. As for the asymptotic formulae, note that

$$
q_{D}(t)=\left(\frac{t \tau^{\prime}(t)}{\tau(t)}\right)^{\alpha-1} p(t) \ln ^{\alpha-1} s
$$

Take, for example,

$$
p(t)=\frac{1}{t} \cdot \frac{1}{\ln ^{\alpha} t} \cdot \frac{1}{\ln ^{\omega} \ln t}
$$

$\omega>0$. Then

$$
\left(L_{p} \circ \exp \right)(t)=\frac{1}{t^{\alpha} \ln ^{\omega} t} \in \mathcal{R} \mathcal{V}(-\alpha)
$$

Assume $s \tau^{\prime}(s) \asymp \tau(s)$ as $s \rightarrow \infty$. Then

$$
q_{D}(t)=\left(\frac{t \tau^{\prime}(t)}{\tau(t)}\right)^{\alpha-1} \frac{\ln ^{-\omega} \ln t}{t \ln t} \asymp \frac{\ln ^{-\omega} \ln t}{t \ln t}
$$

as $t \rightarrow \infty$. Hence, $\int_{a}^{\infty} q_{D}$ diverges [converges] when $\omega \leq 1[\omega>1]$.
Many formulae in the previous two theorems (and their applications) can be expressed in terms of generalized regularly varying functions; this concept was introduced in 7 and has been used in several papers, see, for instance, 21. Generalized regular variation is defined as follows: a function $f$ is regularly varying of index $\vartheta \in \mathbb{R}$ with respect to $\omega \in C^{1}$, with $\omega^{\prime}>0$ and $\lim _{t \rightarrow \infty} \omega(t)=\infty$, if $f \circ \omega^{-1} \in \mathcal{R} \mathcal{V}(\vartheta)$. Denote the set of all regularly varying function of index $\vartheta$ with respect to $\omega$ by $\mathcal{R} \mathcal{V}_{\omega}(\vartheta)$. Hence, for example, instead of $y \circ R_{D}^{-1} \in \mathcal{N} \mathcal{R} \mathcal{V}(1)$ we could write $y \in \mathcal{N} \mathcal{R} \mathcal{V}_{R_{D}}(1)$, instead of $p_{D} \in \mathcal{R} \mathcal{V}(-\alpha)$ we could write $p r^{1-\beta} \in$ $\mathcal{R} \mathcal{V}_{R_{D}}(-\alpha)$, and so on.

If $\tau(t)=t$, then Theorem 3.6 (Theorem 3.7) reduces to [18, Theorem 5] ([18, Theorem 6]).

In the last paragraph of this section we indicate some directions for a possible future research.
(i) One of the open problems is to obtain a similar theory for equation (1.1) with the opposite sign condition on the coefficient $p$. In this framework, it would be new even in the ordinary (i.e., non-functional) case.
(ii) A natural problem is to complete our theory also for decreasing solutions. As we could see in the observation after formula (3.10), the difference between functional and non-functional case is "bigger" than for increasing solutions. We conjecture that, for example, $\int_{a}^{\infty} r^{1-\beta}(s) \mathrm{d} s=\infty, p \in \mathcal{R} \mathcal{V}(\delta)$ with $\delta<-1$, and (3.10) imply $\mathcal{D S} \subset \mathcal{N S V}$; the assumption on regular variation of $p$ (or some other restriction on $p$ ) cannot be omitted. Once we have guaranteed slow variation of decreasing solutions, asymptotic formulae similar to the above ones can be obtained.
(iii) Another natural problem is to examine advanced equations, i.e., the case in which the condition $\tau(t) \leq t$ is replaced by $\tau(t) \geq t$. Here the situation is "reversed" in the sense that decreasing solutions are easier to be handled than increasing ones. For instance, it is not difficult to show that $\int_{a}^{\infty} r^{1-\beta}(s) \mathrm{d} s=\infty$, $p \in \mathcal{R} \mathcal{V}(\delta)$ with $\delta<-1$, and (3.10) (i.e., the example of the setting is the same as in the previous item) imply $\mathcal{D S} \subset \mathcal{N S V}$. Such a statement would be a half-linear extension of [5, Theorem 5.1] which deals with linear advanced equations. To the best of authors' knowledge, this paper is the first one where functional differential equations are analyzed in the framework of regular variation. As for the corresponding result for an advanced equation when (3.1) with $\delta>-1$ holds, nothing is known about slow variation of all increasing solutions even in the linear case. On the other hand, practically all arguments which are used to obtain asymptotic formulae, work with appropriate modifications also for advanced equations.
(iv) Since we assume that $L_{p}(t) / L_{r}(t)=t^{\alpha} p(t) / r(t)$ tends to zero as $t \rightarrow \infty$, (i.e., condition (3.9)), it is natural to examine also the condition $\lim _{t \rightarrow \infty} t^{\alpha} p(t) / r(t)$ $=C>0$ or its generalization in the sense of (3.1) or (3.10). In the case of equations without deviating argument, see 18, we can use suitable transformations which lead to a linear second order equation. Then the results on $\mathcal{S V}$ solutions can be applied to the transformed equation. A similar method however is not known for the associated functional differential equations (even in the linear case).

## 4. Proofs of the main results

In order to prove the main theorems, first we derive several auxiliary statements.
Proof of Proposition 2.4-(ix). (ix) If $f^{\prime} \in \mathcal{R} \mathcal{V}(-1)$ and $f(t) \rightarrow \infty$ as $t \rightarrow \infty$, then $f(t)=f(a)+\int_{a}^{t} f^{\prime}(s) \mathrm{d} s \sim \int_{a}^{t} f^{\prime}(s) \mathrm{d} s$. Hence, since $t f^{\prime}(t) \in \mathcal{S} \mathcal{V}$,

$$
t f^{\prime}(t) / f(t) \sim t f^{\prime}(t) / \int_{a}^{t} f^{\prime}(s) \mathrm{d} s \rightarrow 0
$$

as $t \rightarrow \infty$ by Proposition 2.3-(iii). Similarly we proceed when $\left|f^{\prime}\right| \in \mathcal{R} \mathcal{V}(-1)$ and $f(t) \rightarrow 0$ as $t \rightarrow \infty$. As for the case $\vartheta \neq-1$, we use again similar arguments and apply Proposition [2.3f(i) when $\vartheta<-1$, or Proposition [2.3•(ii) when $\vartheta>-1$.

Lemma 4.1. Let $f, g$ be defined on $[a, \infty)$.
(i) If $f \in \mathcal{S V}$ and $g(t) \asymp t$ as $t \rightarrow \infty$, then $f(g(t)) \sim f(t)$ and $f \circ g \in \mathcal{S V}$.
(ii) If $f \in \mathcal{R} \mathcal{V}(\vartheta), \vartheta \in \mathbb{R}$, and $g(t) \asymp t$ as $t \rightarrow \infty$, then $f(g(t)) \asymp f(t)$.
(iii) If $f \in \mathcal{R} \mathcal{V}(\vartheta), \vartheta \in \mathbb{R}$, and $g(t) \sim t$ as $t \rightarrow \infty$, then $f(g(t)) \sim f(t)$.

Proof. (i) Since $c \leq g(t) / t \leq d, t \in[b, \infty)$, for some $0<c<d<\infty$ and $b \geq a$, in view of the Uniform Convergence Theorem, we have

$$
\frac{f(g(t))}{f(t)}=\frac{f((g(t) / t) t)}{f(t)} \rightarrow 1
$$

as $t \rightarrow \infty$, i.e., $f(g(t)) \sim f(t)$. Therefore, for every $\lambda>0$,

$$
\frac{f(g(\lambda t))}{f(g(t))} \sim \frac{f(\lambda t)}{f(t)} \sim 1
$$

as $t \rightarrow \infty$, i.e., $f \circ g \in \mathcal{S} \mathcal{V}$.
(ii) Let $L(t)=f(t) / t^{\vartheta}$. Then $L \in \mathcal{S V}$ and

$$
\begin{equation*}
\frac{f(g(t))}{f(t)}=\left(\frac{g(t)}{t}\right)^{\vartheta} \frac{L(g(t))}{L(t)} \tag{4.1}
\end{equation*}
$$

In view of (i), we have

$$
c_{1} \leq c_{2} \frac{L(g(t))}{L(t)} \leq \frac{f(g(t))}{f(t)} \leq d_{2} \frac{L(g(t))}{L(t)} \leq d_{1}
$$

$t \in[b, \infty)$, for some $c_{1}, c_{2}, d_{1}, d_{2} \in(0, \infty)$ and $b \geq a$.
(iii) As above, let $L(t)=f(t) / t^{\vartheta}$. Then $L \in \mathcal{S V}$ and, in view of (4.1) and (i), we have

$$
\frac{f(g(t))}{f(t)} \sim \frac{L(g(t))}{L(t)} \sim 1
$$

as $t \rightarrow \infty$.
Lemma 4.2. Let $\tau_{i}, p_{i}, i=C, D$, are defined as in (3.18) and (3.23).
(i) If (3.7) and (3.9) hold, then $p_{D} \in \mathcal{R} \mathcal{V}(-\alpha)$ and $L_{p_{D}}(s) \rightarrow 0$ as $s \rightarrow \infty$ provided $\delta<-1$, while $p_{C} \in \mathcal{R} \mathcal{V}(\alpha-2)$ and $L_{p_{C}}(s) \rightarrow 0$ as $s \rightarrow \infty$ provided $\delta>-1$.
(ii) Let $\tau$ satisfy (1.2). Then $\tau_{i}$ fulfills

$$
\begin{equation*}
\tau_{i} \in C^{1}, \tau_{i}^{\prime}>0, \tau_{i}(t) \leq t \tag{4.2}
\end{equation*}
$$

where $i=D$ or $i=C$ according to whether (3.16) or (3.17) holds, respectively. If, in addition, (1.3) holds, $\tau^{\prime} \in \mathcal{S} \mathcal{V}$, $\limsup _{t \rightarrow \infty} \tau^{\prime}(t)<\infty$, and $r \in \mathcal{R} \mathcal{V}(\delta+\alpha)$, then (3.19) holds, where $i=D$ or $i=C$ according to whether $\delta<-1$ or $\delta>-1$, respectively.

Proof. (i) The statement follows from Proposition[2.4, the Karamata integration theorem (Proposition 2.3), and the fact that $L_{p}(t) / L_{r}(t) \sim \varrho^{\alpha}\left(L_{p_{D}} \circ R_{D}\right)(t)$ as $t \rightarrow \infty$ provided $\delta<-1$ (the case $\delta>-1$ is similar). The details are left to the reader.
(ii) We will consider only the case $i=D$, since the case $i=C$ is similar. Since $\tau, R_{D}, R_{D}^{-1}$ are $C^{1}$ functions with positive derivatives, $\tau_{D} \in C^{1}$ and $\tau_{D}^{\prime}>0$ follow. Further, from $\tau(t) \leq t$, we have $\tau\left(R_{D}^{-1}(s)\right) \leq R_{D}^{-1}(s)$, and since $R_{D}$ is
increasing, we obtain $\tau_{D}(s) \leq s$. From now on assume that $r \in \mathcal{R} \mathcal{V}(\delta+\alpha)$. Then $R_{D} \in \mathcal{R} \mathcal{V}(\varrho)$ by Proposition 2.4 and the Karamata theorem (Proposition 2.3). If $M>0$ exists, such that $t \leq M \tau(t)$, then $R_{D}^{-1}(s) \leq M \tau\left(R_{D}^{-1}(s)\right)$. Consequently, $s \leq R_{D}\left(M \tau\left(R_{D}^{-1}(s)\right)\right) \leq N \tau_{D}(s)$, for some $N>0$, where the existence of $N$ is guaranteed by regular variation of $R_{D}$. Hence, $\lim \sup _{t \rightarrow \infty} t / \tau_{D}(t)<\infty$ follows. Since $\tau^{\prime} \in \mathcal{S} \mathcal{V}$ and $R_{D} \in \mathcal{R} \mathcal{V}(\varrho)$, we have $\tau \in \mathcal{R} \mathcal{V}(1)$ and $R_{D}^{-1} \in \mathcal{R} \mathcal{V}(1 / \varrho)$. Thus, in view of Proposition 2.4.

$$
\begin{aligned}
\tau_{D}^{\prime} & =\left(R_{D}^{\prime} \circ \tau \circ R_{D}^{-1}\right)\left(\tau^{\prime} \circ R^{-1}\right)\left(R^{-1}\right)^{\prime} \\
& \in \mathcal{R} \mathcal{V}\left((\varrho-1) \cdot 1 \cdot \frac{1}{\varrho}+0 \cdot \frac{1}{\varrho}+\left(\frac{1}{\varrho}-1\right)\right)=\mathcal{S} \mathcal{V}
\end{aligned}
$$

Finally, assume that $\tau^{\prime}(t) \leq M$ for some $M>0$. In view of Lemma 4.1, we have $r^{1-\beta}(\tau(t)) / r^{1-\beta}(t) \asymp 1$ as $t \rightarrow \infty$. Hence,

$$
\tau_{D}^{\prime}(s)=r^{1-\beta}\left(\tau\left(R_{D}^{-1}(s)\right)\right) \tau^{\prime}\left(R_{D}^{-1}(s)\right) \frac{1}{r^{1-\beta}\left(R_{D}^{-1}(s)\right)} \leq N
$$

for some $N>0$.

Lemma 4.3. Let $y$ be a solution of (1.1) and let $\tau$ be differentiable. Then $u=C r \Phi\left(y^{\prime}\right), C \in \mathbb{R}$, satisfies the reciprocal equation

$$
\begin{equation*}
\left(\widetilde{r}(t) \Phi^{-1}\left(u^{\prime}\right)\right)^{\prime}=\widetilde{p}(t) \Phi^{-1}(u(\tau(t))) \tag{4.3}
\end{equation*}
$$

where

$$
\begin{equation*}
\widetilde{r}(t)=p^{1-\beta}(t), \quad \widetilde{p}(t)=\tau^{\prime}(t) r^{1-\beta}(\tau(t)) \tag{4.4}
\end{equation*}
$$

If $p \in \mathcal{R} \mathcal{V}(\delta)$ and $\left(r^{1-\beta} \tau^{\prime} \circ \tau\right) \in \mathcal{R} \mathcal{V}(\widetilde{\delta})$ (where the latter condition is implied e.g. by $r \in \mathcal{R} \mathcal{V}(\delta+\alpha)$ and $\left.\tau^{\prime} \in \mathcal{S V}\right)$, then $\widetilde{p} \in \mathcal{R} \mathcal{V}(\widetilde{\delta}), \widetilde{r} \in \mathcal{R} \mathcal{V}(\widetilde{\delta}+\beta)$, where $\widetilde{\delta}=\delta(1-\beta)-\beta$. If, moreover, (3.7) holds, then

$$
\begin{equation*}
\frac{L_{\widetilde{p}}(t)}{L_{\widetilde{r}}(t)} \asymp\left(\frac{L_{p}(t)}{L_{r}(t)}\right)^{\beta-1} \tau^{\prime}(t) \tag{4.5}
\end{equation*}
$$

as $t \rightarrow \infty$.
Proof. Since $y$ is a solution of (1.1), from the definition of $u$ we have $u^{\prime}(t)=$ $p(t) \Phi(y(\tau))$. Hence $y(\tau(t))=\Phi^{-1}(1 / p(t)) \Phi^{-1}(u(t))$. Further, $y^{\prime}(t)=\Phi^{-1}(1 / t(t))$ $\Phi^{-1}(u(t))$ and $(y \circ \tau)^{\prime}=\left(y^{\prime} \circ \tau\right) \tau^{\prime}$. Now it is easy to see that $u$ satisfies 4.3). The fact that $\widetilde{p} \in \mathcal{R} \mathcal{V}(\widetilde{\delta})$ and $\widetilde{r} \in \mathcal{R} \mathcal{V}(\widetilde{\delta}+\beta)$ follows from Proposition [2.4. In view of Lemma 4.1 we have

$$
\frac{L_{\widetilde{p}}(t)}{L_{\widetilde{r}}(t)}=\frac{t^{\beta} \tau^{\prime}(t) r^{1-\beta}(\tau(t))}{p^{1-\beta}(t)} \asymp\left(\frac{t^{\alpha} p(t)}{r(t)}\right)^{\beta-1} \tau^{\prime}(t)
$$

as $t \rightarrow \infty$, which implies (4.5).

Lemma 4.4. Put $s=\varphi(t)$ and $x(s)=y\left(\varphi^{-1}(s)\right)$, where $\varphi$ is a differentiable function such that $\varphi^{\prime}(t) \neq 0$, equation (1.1) is transformed into the equation

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} s}\left(\widehat{r}(s) \Phi\left(\frac{\mathrm{d} x}{\mathrm{~d} s}\right)\right)=\widehat{p}(s) \Phi(x(\widehat{\tau}(s))) \tag{4.6}
\end{equation*}
$$

where

$$
\widehat{p}=\frac{p \circ \varphi^{-1}}{\varphi^{\prime} \circ \varphi^{-1}}, \quad \widehat{r}=\left(r \circ \varphi^{-1}\right) \Phi\left(\varphi^{\prime} \circ \varphi^{-1}\right), \quad \widehat{\tau}=\varphi \circ \tau \circ \varphi^{-1} .
$$

Further,

$$
\begin{equation*}
x^{[1]}(s):=\widehat{r}(s) \Phi\left(\frac{\mathrm{d} x}{\mathrm{~d} s}(s)\right)=y^{[1]}(t) \tag{4.7}
\end{equation*}
$$

If (3.7), (3.16), and $\varphi=R_{D}$ hold, then $\widehat{r}=1$ and $\widehat{p}=\left(p r^{\beta-1}\right) \circ R_{D}^{-1} \in \mathcal{R} \mathcal{V}(-\alpha)$. If (3.7), (3.17), and $\varphi=Q$ hold, then $\widehat{r}(s)=s^{2 \alpha-2}$ and $\widehat{p}=\left(R_{C}^{2} p r^{\beta-1}\right) \circ Q^{-1} \in$ $\mathcal{R} \mathcal{V}(\alpha-2)$.

Proof. The form of the transformed equation follows from the fact that $x(\varphi(t))=$ $y(t)$ and $\frac{\mathrm{d}}{\mathrm{d} t}=\varphi^{\prime}(t) \frac{\mathrm{d}}{\mathrm{d} s}$. The indices of regular variation of $\widetilde{p}$ in both cases can easily be computed via Proposition 2.4 and the Karamata theorem (Proposition 2.3).

Proof of Theorem 3.1. (I) Take $y \in \mathcal{I S}$. Integrating (1.1) from $b$ to $t$, where $b$ is so large that $y(\tau(s))>0$ for $s \geq b$, we get

$$
\begin{align*}
r(t) \Phi\left(y^{\prime}(t)\right) & =r(b) \Phi\left(y^{\prime}(b)\right)+\int_{b}^{t} p(s) \Phi(y(\tau(s))) \mathrm{d} s \\
& \geq r(b) \Phi\left(y^{\prime}(b)\right)+\Phi(y(\tau(b))) \int_{b}^{t} p(s) \mathrm{d} s \rightarrow \infty \tag{4.8}
\end{align*}
$$

as $t \rightarrow \infty$, since $\int_{a}^{\infty} p(s) \mathrm{d} s=\infty$. Thus $\lim _{t \rightarrow \infty} y^{[1]}(t)=\infty$. The equality in (4.8) and the divergence of the integral lead to the existence of $B>0$ such that

$$
\begin{aligned}
r(t) \Phi\left(y^{\prime}(t)\right) & \leq B \int_{b}^{t} p(s) \Phi(y(\tau(s))) \mathrm{d} s \leq B \Phi(y(\tau(t))) \int_{b}^{t} p(s) \mathrm{d} s \\
& \leq B \Phi(y(t)) \int_{b}^{t} p(s) \mathrm{d} s
\end{aligned}
$$

for large $t$. Hence,

$$
0<\left(\frac{t y^{\prime}(t)}{y(t)}\right)^{\alpha-1} \leq \frac{B t^{\alpha-1}}{r(t)} \int_{b}^{t} p(s) \mathrm{d} s
$$

where the right-hand side tends to zero as $t \rightarrow \infty$ by our assumptions. Therefore, $t y^{\prime}(t) / y(t) \rightarrow 0$ as $t \rightarrow \infty$, and so $y \in \mathcal{N S} \mathcal{V}$. Note that conditions (1.2), (1.3) imply $\tau \asymp t$. Hence, in view of Lemma 4.1, we have $y(t) \sim y(\tau(t))$ as $t \rightarrow \infty$. Moreover, if $p \in \mathcal{R} \mathcal{V}(\delta)$ with $\delta>-1$, then $p \Phi(y) \in \mathcal{R} \mathcal{V}(\delta)$ by Proposition 2.4.

Thus, recalling the equality in (4.8), Proposition 2.3 yields

$$
\begin{aligned}
r(t) \Phi\left(y^{\prime}(t)\right) & \sim \int_{b}^{t} p(s) \Phi(y(\tau(s))) \mathrm{d} s \sim \int_{b}^{t} p(s) \Phi(y(s)) \mathrm{d} s \\
& =\int_{b}^{t} s^{\delta} L_{p}(s) y^{\alpha-1}(s) \mathrm{d} s \\
& \sim \frac{1}{\delta+1} t^{\delta+1} L_{p}(t) y^{\alpha-1}(t)=\frac{1}{\delta+1} t p(t) y^{\alpha-1}(t)
\end{aligned}
$$

as $t \rightarrow \infty$. This implies that $y^{[1]} \in \mathcal{R} \mathcal{V}(\delta+1), \delta+1>0$, therefore $\lim _{t \rightarrow \infty} y^{[1]}(t)=$ $\infty$. Further, from the above asymptotic relation we have

$$
\begin{equation*}
\frac{y^{\prime}(t)}{y(t)}=(1+o(1)) \Phi^{-1}\left(\frac{t p(t)}{(\delta+1) r(t)}\right) \tag{4.9}
\end{equation*}
$$

as $t \rightarrow \infty$.
If $\int_{a}^{\infty} G(s) \mathrm{d} s=\infty$, then we integrate (4.9) from $b$ to $t$, to get

$$
\begin{equation*}
\ln y(t)=\ln y(b)+\int_{b}^{t}(1+o(1)) \frac{G(s)}{\Phi^{-1}(\delta+1)} \mathrm{d} s=\int_{a}^{t}(1+o(1)) \frac{G(s)}{\Phi^{-1}(\delta+1)} \mathrm{d} s \tag{4.10}
\end{equation*}
$$

where the latter equality is true thanks to the divergence of $\int_{a}^{\infty} G(s) \mathrm{d} s$. Indeed, it easily follows that for $\varepsilon(t) \rightarrow 0$ there are $\varepsilon_{1}(t), \varepsilon_{2}(t) \rightarrow 0$ (as $\left.t \rightarrow \infty\right)$ such that $c+\int_{b}^{t}(1+\varepsilon(s)) G(s) \mathrm{d} s=\left(1+\varepsilon_{1}(t)\right) \int_{a}^{t}(1+\varepsilon(s)) G(s) \mathrm{d} s=\int_{a}^{t}\left(1+\varepsilon_{2}(s)\right) G(s) \mathrm{d} s$, where $c$ is constant. Relation (4.10) readily implies formula (3.2). Moreover, we have $\lim _{t \rightarrow \infty} y(t)=\infty$, and so $\mathcal{I S} \subseteq \mathcal{I} \mathcal{S}_{\infty, \infty}$.

If $\int_{a}^{\infty} G(s) \mathrm{d} s<\infty$, then we integrate (4.9) from $t$ to $\infty$, to get

$$
\ln N-\ln y(t)=\int_{t}^{\infty}(1+o(1)) \frac{G(s)}{\Phi^{-1}(\delta+1)} \mathrm{d} s
$$

where $N=\lim _{t \rightarrow \infty} y(t)$, and formula (3.3) follows. Clearly, $N$ has to be finite because of convergence of the integral, and so $\mathcal{I S} \subseteq \mathcal{I} \mathcal{S}_{B, \infty}$.

Now we show that $\mathcal{S V}$ solutions cannot decrease (when $\delta>-1$ ), i.e., $\mathcal{S}_{\mathcal{S} \mathcal{V}} \subseteq \mathcal{I S}$. Take $y \in \mathcal{D S}$. Since $y^{[1]}$ is negative increasing, there exists $\lim _{t \rightarrow \infty} y^{[1]}(t)=$ $K \in(-\infty, 0]$. Suppose now that $y \in \mathcal{S V}$. Then, in view of Lemma 4.1 and Proposition 2.4, $p y^{\alpha-1} \circ \tau \in \mathcal{R} \mathcal{V}(\delta)$. Hence, $\int_{b}^{t} p(s) \Phi(y(\tau(s))) \mathrm{d} s \rightarrow \infty$ as $t \rightarrow \infty$ since $\delta>-1$. This is however a contradiction, which can be seen from the equality in (4.8). Since $\mathcal{S}=\mathcal{I S} \cup \mathcal{D S}$, we have proved that $\mathcal{S}_{\mathcal{S} \mathcal{V}} \subseteq \mathcal{I S}$. The other relations between the classes $\mathcal{I S}, \mathcal{S}_{\mathcal{S V}}, \mathcal{S}_{\mathcal{N S V}}$, and $\mathcal{I} \mathcal{S}_{x, \infty}$ with $x=\infty$ or $x=B$ are clear.
(II) If $p \in \mathcal{R} \mathcal{V}(\delta)$ and $r \in \mathcal{R} \mathcal{V}(\gamma)$, then, because of Proposition 2.3, condition (3.1) reads as

$$
\lim _{t \rightarrow \infty} \frac{t^{\alpha+\delta-\gamma} L_{p}(t)}{L_{r}(t)}=0
$$

from which we necessarily obtain $\gamma \geq \alpha+\delta$ by Proposition 2.4.(vii). Let $\gamma=\alpha+\delta$ and $y \in \mathcal{I S}$. Then, in view of Lemma 4.1 and Proposition 2.4 $y \circ \tau \in \mathcal{S V}$,
thus $\left(r \Phi\left(y^{\prime}\right)\right)^{\prime}=p \Phi(y \circ \tau) \in \mathcal{R} \mathcal{V}(\delta)$. Since $r(t) \Phi\left(y^{\prime}(t)\right) \sim \int_{t}^{\infty} p(s) y \Phi(\tau(s)) \mathrm{d} s$ as $t \rightarrow \infty$, we have $r \Phi\left(y^{\prime}\right) \in \mathcal{R} \mathcal{V}(\delta+1)$ by Proposition 2.3, and so $\Phi\left(y^{\prime}\right) \in$ $\mathcal{R} \mathcal{V}(\delta+1-\delta-\alpha)=\mathcal{R} \mathcal{V}(1-\alpha)$. Thus $y^{\prime} \in \mathcal{R} \mathcal{V}(-1)$ by Proposition 2.4 and $y \in \Pi\left(t y^{\prime}(t)\right)$ by Proposition 2.5. Notice that condition $\gamma>\alpha+\delta$ implies the convergence of $\int_{a}^{\infty} G(s) \mathrm{d} s$. Thus, if $\gamma>\alpha+\delta$ or $\gamma=\alpha+\delta$ and $\int_{a}^{\infty} G(s) \mathrm{d} s<\infty$, as we already know, $\lim _{t \rightarrow \infty} y(t)=N \in(0, \infty)$, and from (4.9),

$$
y^{\prime}(t) \sim \frac{1}{\Phi^{-1}(\delta+1)} G(t) y(t) \sim \frac{N}{\Phi^{-1}(\delta+1)} G(t) \in \mathcal{R} \mathcal{V}((\delta+1-\gamma)(\beta-1))
$$

as $t \rightarrow \infty$. Integrating this relation from $t$ to $\infty$ and using Proposition 2.3, we obtain (3.4). If, in addition, $\gamma=\alpha+\delta$, then, in view of $y \in \Pi$, we get $N-y \in \mathcal{S V}$ by Proposition 2.5, in our case this can easily be seen also from (3.4). Formula (3.5) follows from Proposition 2.3)(iii) since $G(t)=\frac{1}{t}\left(\frac{L_{p}(t)}{L_{r}(t)}\right)^{\beta-1}$.

Proof of Lemma 3.2. Take $y \in \mathcal{I S} \cap \mathcal{N S V}$. Set $w=r \Phi\left(y^{\prime} / y\right)$. Then $w$ is eventually positive and satisfies

$$
\begin{equation*}
w^{\prime}(t)-\frac{\Phi(y(\tau(t)))}{\Phi(y(t))} p(t)+(\alpha-1) r^{1-\beta}(t) w^{\beta}(t)=0 \tag{4.11}
\end{equation*}
$$

for large $t$. We have

$$
0<\frac{t^{\alpha-1}}{r(t)} w(t)=\left(\frac{t y^{\prime}(y)}{y(t)}\right)^{\alpha-1} \rightarrow 0
$$

as $t \rightarrow \infty$ since $y \in \mathcal{N} \mathcal{S} \mathcal{V}$. Further, $t^{\alpha-1} / r(t)=t^{\alpha-1-\gamma} / L_{r}(t) \in \mathcal{R} \mathcal{V}(\alpha-1-\gamma)$. By our assumptions, $t^{\alpha-1} / r(t) \rightarrow 0$ as $t \rightarrow \infty$. Denote

$$
\Psi(t)=\frac{t^{\alpha-1}}{r(t)} \int_{b}^{t} r^{1-\beta}(s) w^{\beta}(s) \mathrm{d} s
$$

where $b \geq a$ is such that $y(t)>0$ and $y^{\prime}(t)>0$ for $t \geq b$. If $\int_{b}^{\infty} r^{1-\beta}(s) w^{\beta}(s) \mathrm{d} s<$ $\infty$, then clearly $\Psi(t) \rightarrow 0$ as $t \rightarrow \infty$. Let $\int_{b}^{\infty} r^{1-\beta}(s) w^{\beta}(s) \mathrm{d} s=\infty$. Without loss of generality we may assume $r \in \mathcal{N} \mathcal{R} \mathcal{V}(\gamma) \cap C^{1}$. Indeed, if $r$ is not normalized or is not in $C^{1}$, then we can take $\tilde{r} \in \mathcal{N} \mathcal{R} \mathcal{V}(\gamma) \cap C^{1}$ with $\tilde{r}(t) \sim r(t)$ as $t \rightarrow \infty$, and we have

$$
\Psi(t) \sim \frac{t^{\alpha-1}}{\tilde{r}(t)} \int_{b}^{t} \tilde{r}^{1-\beta}(s)\left(\tilde{r}(s) \Phi\left(y^{\prime}(s) / y(s)\right)\right)^{\beta} \mathrm{d} s
$$

The L'Hospital rule yields

$$
\begin{aligned}
\lim _{t \rightarrow \infty} \Psi(t) & =\lim _{t \rightarrow \infty} \frac{r^{1-\beta}(t) w^{\beta}(t)}{r^{\prime}(t) t^{1-\alpha}+(1-\alpha) r(t) t^{-\alpha}} \\
& =\lim _{t \rightarrow \infty} \frac{\left(t y^{\prime}(t) / y(t)\right)^{\alpha}}{t r^{\prime}(t) / r(t)+(1-\alpha)}=\frac{0}{\gamma-\alpha+1}=0
\end{aligned}
$$

Integrating (4.11) from $b$ to $t$ and multiplying by $t^{\alpha-1} / r(t)$, we obtain

$$
\begin{equation*}
\frac{t^{\alpha-1}}{r(t)} w(t)-\frac{t^{\alpha-1}}{r(t)} w(b)=\frac{t^{\alpha-1}}{r(t)} \int_{b}^{t} p(s) \Phi\left(\frac{y(\tau(s))}{y(s)}\right) \mathrm{d} s+(\alpha-1) \Psi(t) \tag{4.12}
\end{equation*}
$$

In view of the previous observations, from (4.12) we obtain

$$
\begin{equation*}
\frac{t^{\alpha-1}}{r(t)} \int_{b}^{t} p(s) \Phi\left(\frac{y(\tau(s))}{y(s)}\right) \mathrm{d} s \rightarrow 0 \tag{4.13}
\end{equation*}
$$

as $t \rightarrow \infty$. Since $y \in \mathcal{S V}$ and $\tau(t) \asymp t$ as $t \rightarrow \infty$, by Lemma 4.1, there exists $K>0$ such that $y(\tau(t)) / y(t) \geq K$ for $t \geq b$, which, in view of (4.13), implies (3.1). Assuming in addition $p \in \mathcal{R} \mathcal{V}(\delta)$, then (3.6) follows by Proposition 2.3,

Proof of Theorem 3.4. For the coefficients $\widetilde{p}, \widetilde{r}$ defined by (4.4) we have that $\widetilde{p} \in \mathcal{R} \mathcal{V}(\widetilde{\delta})$ and $\widetilde{r} \in \mathcal{R} \mathcal{V}(\widetilde{\delta}+\beta)$, where $\widetilde{\delta}:=\delta(1-\beta)-\beta$, and $\lim _{t \rightarrow \infty} L_{\widetilde{p}}(t) / L_{\widetilde{r}}(t)=0$ thanks to Lemma 4.3 and (3.12).

Take $y \in \mathcal{I S}$ and let $u=r \Phi\left(y^{\prime}\right)$. Then $u \in \mathcal{I S}{ }^{(4.3)}$, recalling the notation (2.2). We have $\widetilde{\delta}>-1$, and thus we can apply Theorem 3.1 to equation (4.3) to obtain $u \in \mathcal{N S V}$ and $u \in \Pi\left(t u^{\prime}\right)$. Hence, $y^{\prime} \in \mathcal{R} \mathcal{V}((-\delta-\alpha)(\beta-1))$ by Proposition 2.4. Since $\delta<-1$, we have $(-\delta-\alpha)(\beta-1)>-1$, and thus $\int_{b}^{\infty} y^{\prime}(s) \mathrm{d} s=\infty$. Consequently, $y(t) \sim y(t)-y(b)=\int_{b}^{t} y^{\prime}(s) \mathrm{d} s \in \mathcal{N} \mathcal{R} \mathcal{V}(\varrho)$ as $t \rightarrow \infty$, where $\varrho=(-\delta-1) /(\alpha-1)=(-\delta-\alpha)(\beta-1)+1$. Moreover, $y^{[1]} \in \Pi\left(t u^{\prime}(t)\right)=\Pi(t p(t) \Phi(y(\tau(t))))$ and $y \in \mathcal{I} \mathcal{S}_{\infty}$ since the index $\varrho$ of regular variation is positive. We have shown that $\mathcal{I S} \subset \mathcal{N} \mathcal{R} \mathcal{V}(\varrho)$. Next we derive asymptotic formulae by applying again Theorem 3.1.

If $\int^{\infty}(s \widetilde{p}(s) \widetilde{r}(s))^{\alpha-1} \mathrm{~d} s=\infty$, then

$$
\begin{equation*}
u(t)=\exp \left\{\int_{a}^{t}(1+o(1)) \Phi\left(\frac{s \widetilde{p}(s)}{(\widetilde{\delta}+1) \widetilde{r}(s)}\right) \mathrm{d} s\right\} \tag{4.14}
\end{equation*}
$$

as $t \rightarrow \infty$ and $u \in \mathcal{I} \mathcal{S} \underset{\infty}{(4.3]}$.
If $\int^{\infty}(s \widetilde{p}(s) \widetilde{r}(s))^{\alpha-1} \mathrm{~d} s<\infty$, then

$$
\begin{equation*}
u(t)=M \exp \left\{-\int_{t}^{\infty}(1+o(1)) \Phi\left(\frac{s \widetilde{p}(s)}{(\widetilde{\delta}+1) \widetilde{r}(s)}\right) \mathrm{d} s\right\} \tag{4.15}
\end{equation*}
$$

as $t \rightarrow \infty$ and $u \in \mathcal{I} \mathcal{S}_{B}^{(4.3)}$, where $M=\lim _{t \rightarrow \infty} u(t) \in(0, \infty)$.
Since

$$
\left(\frac{t \widetilde{p}(t)}{\widetilde{r}(t)}\right)^{\alpha-1}=H_{\tau}(t) \text { and } \widetilde{\delta}+1=\varrho
$$

from (4.14) and $y^{\prime}(t) \sim \varrho y(t) / t$, under the assumption $\int_{a}^{\infty} H_{\tau}=\infty$, we get

$$
\begin{equation*}
y(t)=(1+o(1)) \frac{1}{\varrho} \operatorname{tr}^{1-\beta}(t) \exp \left\{\int_{a}^{t}(1+o(1)) \frac{\beta-1}{\varrho^{\alpha-1}} H_{\tau}(s) \mathrm{d} s\right\} \tag{4.16}
\end{equation*}
$$

as $t \rightarrow \infty$. Because of divergence of $\int_{a}^{\infty} H_{\tau}$, the expression $(1+o(1)) / \varrho$ can be included into the $(1+o(1))$ term inside the integral in 4.16) (similarly as in (4.10)), and thus we obtain formula (3.13). Since $y \in \mathcal{I} \mathcal{S}_{\infty}$ and $u \in \mathcal{I S} \stackrel{(4.3)}{\infty}$, we have $y \in \mathcal{I} \mathcal{S}_{\infty, \infty}$.

Now assume that $\int_{a}^{\infty} H_{\tau}<\infty$. Then (4.15) implies

$$
y^{\prime}(t)=r^{1-\beta}(t) M^{\beta-1} \exp \left\{-\int_{t}^{\infty}(1+o(1)) \frac{\beta-1}{\varrho^{\alpha-1}} H_{\tau}(s) \mathrm{d} s\right\}
$$

as $t \rightarrow \infty$. Integrating from $b$ to $t$, replacing the lower limit in the integral by $a$ and $y(b)$ by a suitable $A$, we obtain formula (3.14). Moreover $y \in \mathcal{I} \mathcal{S}_{\infty, B}$, in view of $y \in \mathcal{I} \mathcal{S}_{\infty}$ and $u \in \mathcal{I} \mathcal{S}_{B}^{\sqrt{4.3}}$. From Theorem 3.1 we know that

$$
|M-u| \in \mathcal{S} \mathcal{V} \text { and } \frac{L_{\widetilde{p}}^{\alpha-1}(t)}{L_{\widetilde{r}}^{\alpha-1}(M-u(t))}=o(1)
$$

as $t \rightarrow \infty$. Noting that, by Lemma 4.1,

$$
\frac{L_{\widetilde{p}}^{\alpha-1}(t)}{L_{\widetilde{r}}^{\alpha-1}} \sim\left(\frac{t}{\tau(t)}\right)^{\delta+\alpha}\left(\tau^{\prime}(t)\right)^{\alpha-1} \frac{L_{p}(t)}{L_{r}(t)}
$$

as $t \rightarrow \infty$, we get $\left|M-y^{[1]}\right| \in \mathcal{S V}$ and (3.15) easily follow. The equalities among the subclasses follow from the relations $\mathcal{I S} \subseteq \mathcal{S}_{\mathcal{N R V}}(\varrho) \subseteq \mathcal{S}_{\mathcal{R} \mathcal{V}}(\varrho) \subseteq \mathcal{I S} \subseteq \mathcal{I} \mathcal{S}_{\infty, x} \subseteq$ $\mathcal{I S}, x=B$ or $x=\infty$ according to whether $\int_{a}^{\infty} H_{\tau}$ converges or diverges, respectively; note a regularly varying solution of (1.1) with a positive index is necessarily increasing.

Proof of Theorem 3.6. First note that, in view of Lemma 4.2.(ii), (1.2) implies (4.2) with $i=D$. Take $y \in \mathcal{I S}$. Then $x(s)=y(t)$, with $s=R_{D}(t)$, satisfies equation (4.6), where $\widehat{r}=1, \widehat{p}=p_{D}, \widehat{\tau}=\tau_{D}$, and $x \in \mathcal{I} \mathcal{S}^{(4.6)}$, see Lemma 4.4. Note that the interval $[a, \infty)$ is transformed into $[b, \infty)$ for some $b$. Since $\widehat{r} \in \mathcal{S V}$ and $\widehat{p} \in \mathcal{R} \mathcal{V}(-\alpha)$, we can apply Theorem 3.4 on equation (4.6); in fact, here $\delta=-\alpha<-1$. We get $x \in \mathcal{N} \mathcal{R} \mathcal{V}(1)$ since $\delta=-\alpha$ implies $\varrho=1$. Moreover,

$$
\begin{equation*}
x(s)=s \exp \left\{\int_{b}^{s}(1+o(1))(\beta-1)\left(u \widehat{\tau}^{\prime}(u)\right)^{\alpha-1} \widehat{p}(u) \mathrm{d} u\right\} \tag{4.17}
\end{equation*}
$$

as $s \rightarrow \infty$, with $x \in \mathcal{I} \mathcal{S} \stackrel{[4.6]}{\infty, \infty}$ provided $\int_{b}^{\infty}\left(u \widehat{\tau}^{\prime}(u)\right)^{\alpha-1} \widehat{p}(u) \mathrm{d} u=\infty$, while

$$
\begin{equation*}
x(s)=B+\int_{b}^{s} M^{\beta-1} \exp \left\{-\int_{\xi}^{\infty}(1+o(1))(\beta-1)\left(u \widehat{\tau}^{\prime}(u)\right)^{\alpha-1} \widehat{p}(u) \mathrm{d} u\right\} \mathrm{d} \xi \tag{4.18}
\end{equation*}
$$

as $s \rightarrow \infty$, for some $B \in \mathbb{R}$, with $x \in \mathcal{I} \mathcal{S}_{\infty, B}^{[4.6]}$ provided $\int_{b}^{\infty}\left(u \widehat{\tau}^{\prime}(u)\right)^{\alpha-1} \widehat{p}(u) \mathrm{d} u=\infty$. Since $\widehat{p}=p_{D}$ and $\widehat{\tau}=\tau_{D}$, substitutions $v=R_{D}^{-1}(u)$ and $\eta=R_{D}^{-1}(\xi)$ in the integrals (4.17) and (4.18) yield formulae (3.20) and (3.21). The fact that $y \in$ $\mathcal{I} \mathcal{S}_{\infty, i}, i \in\{B, \infty\}$, follows from $x \in \mathcal{I S} \underset{\infty, i}{(4.6)}$ and (4.7), recalling that $x\left(R_{D}^{-1}(s)\right)=$ $y(t), \widehat{p}=p_{D}$, and $\widehat{\tau}=\tau_{D}$. From $\left|M-x^{[1]}\right| \in \mathcal{S} \mathcal{V}$ we obtain $\left|M-y^{[1]} \circ R_{D}^{-1}\right| \in \mathcal{S} \mathcal{V}$. In view of Lemma 4.2 and condition (3.19), we have $\tau_{D}(s) \asymp s$ as $s \rightarrow \infty$. Hence, expressing relation (3.15) in terms of our setting, we obtain

$$
\frac{\left(\widehat{\tau}^{\prime}(s)\right)^{\alpha-1} L_{\widehat{p}}(s)}{M-x^{[1]}(s)}=o(1)
$$

as $s \rightarrow \infty$. Recalling that $L_{\widehat{p}}(s)=s^{\alpha} \widehat{p}(s)=R_{D}^{\alpha}(t) p(t) r^{\beta-1}(t)$, we get (3.22).

Proof of Theorem 3.7. The proof is similar to that of Theorem 3.6 Here, for $y \in \mathcal{S}$, we make the substitution $x(s)=y(t)$ with $s=Q(t)$. In view of Lemma4.4 $x$ satisfies equation (4.6), where $\widehat{r}=s^{2 \alpha-2} \in \mathcal{R} \mathcal{V}(2 \alpha-2), \widehat{p}=p_{C} \in \mathcal{R} \mathcal{V}(\alpha-2)$, and $\widehat{\tau}=\tau_{C}$. From Lemma 4.2-(ii), conditions (4.2) with $i=C$ holds. Since, in fact, $\delta=\alpha-2>-1$, we can apply Theorem 3.1 to equation (4.6) where we consider $x \in \mathcal{I S}{ }^{[4.6]}$ (i.e., $y \in \mathcal{I S}$ ). The details are left to the reader.
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