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Abstract
In this paper we consider the classical unconstrained nonlinear multiobjective opti-
mization problem. For such a problem, it is particularly interesting to compute as 
many points as possible in an effort to approximate the so-called Pareto front. Con-
sequently, to solve the problem we define an “a posteriori” algorithm whose generic 
iterate is represented by a set of points rather than by a single one. The proposed 
algorithm takes advantage of a linesearch with extrapolation along steepest descent 
directions with respect to (possibly not all of) the objective functions. The sequence 
of sets of points produced by the algorithm defines a set of “linked” sequences of 
points. We show that each linked sequence admits at least one limit point (not neces-
sarily distinct from those obtained by other sequences) and that every limit point is 
Pareto-stationary. We also report numerical results on a collection of multiobjective 
problems that show efficiency of the proposed approach over more classical ones.
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1 Introduction

We consider the following unconstrained multiobjective optimization problem:

where the functions fi ∶ ℝ
n
→ ℝ , for i = 1,… ,m are continuously differentiable. 

Many competing objective functions have to be minimized simultaneously and, to 
this aim, we need to employ the well-known concept of Pareto optimality. A point is 
Pareto optimal if there does not exist another point with not greater objective func-
tion values and such that there is a strict decrease in at least one objective function 
value.

One of the most important classes of algorithms for multiobjective optimiza-
tion is represented by the so-called scalarization methods (see, e.g. [8, 10, 15, 
18]), where candidate Pareto solutions of problem (1) are computed by solving 
one or several parametrized single-objective optimization problems. The main 
drawback of scalarization methods is the need of defining suitable parameters to 
obtain a “good” scalarization function, and this requires an insight on the prob-
lem structure which might not be available in general.

Here we focus on a class of parameter-free multiobjective optimization algo-
rithms, recently studied, that extends classic optimization methods to multiobjec-
tive (both constrained and unconstrained) optimization problems [9, 11, 12, 19]. 
The common strategy of these methods, that do not exploit a priori information 
on the objectives, is to compute, starting from the current point, a feasible and 
descent (for all the objectives) direction and to perform a linesearch along it that 
produces a new point where a strict decrease of all the objectives is obtained. 
The computation of the search direction usually involves the solution of a convex 
quadratic programming problem, while the linesearch is the natural extension to 
the multiobjective case of the standard backtracking strategy.

These descent methods, similarly to standard algorithms for single-objective 
optimization, generate a sequence of points and exhibit convergence properties. 
The convergence analysis shows that, under suitable assumptions, the sequence 
generated by a descent algorithm admits limit points and each (or at least one) 
limit point is a Pareto-stationarity point. However, the main aim of a multiob-
jective optimization algorithm consists in obtaining an approximation to the 
Pareto front, so that it could be useful to define descent algorithms generating a 
sequence of sets of non-dominated points with guaranteed convergence proper-
ties. Up to our knowledge the only descent algorithm presenting these features 
has been presented in [13] for constrained multiobjective optimization. The pro-
posed algorithm is based on two main stages: the first one is aimed to enrich the 
set of non-dominated points using separately each individual objective function, 
and can be viewed as a heuristic to spread feasible points along the Pareto front; 
the second one is designed to drive each non-dominated point towards optimality.

Other multiobjective algorithms for generating an approximation of the whole 
Pareto-front are natural extension of well-known global optimization techniques 

(1)min
x∈ℝn

f1(x),… , fm(x),
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(see e.g. [5, 6, 14]). Derivative-free multiobjective optimization algorithms for 
retrieving an approximation of the Pareto front are proposed, e.g., in [3, 4, 17].

In this work we present a different approach and we propose a steepest descent algo-
rithm for unconstrained multiobjective optimization that produces a set of non-domi-
nated points, i.e. an approximation of the Pareto front for problem (1). The key ingredi-
ents that characterize the proposed approach are the following: (i) not all the objective 
functions are necessarily considered to define the search direction; (ii) a sequence of 
sets of non-dominated points (rather than a sequence of points) is produced at each iter-
ation; (iii) an Armijo-type linesearch (taking into account all the elements of the cur-
rent set of non-dominated points) is suitably designed to couple with (i) and (ii). The 
convergence analysis is based on the concept of linked sequences introduced in [17] 
and leads to define the theoretical properties of the sequence of sets of non-dominated 
points produced by the algorithm. We remark that a typical output of standard descent 
algorithms is a single non-dominated point, while our proposed algorithm generates a 
sequence of sets of points trying to approximate the Pareto front. This makes the con-
vergence analysis both non-trivial and non-standard. The results of some computational 
experiments show the validity of the proposed framework.

The paper is organized as follows. In Sect. 2 we introduce some definitions and we 
report some preliminaries about multiobjective optimization. We also introduce the 
standard steepest descent method. The proposed steepest descent algorithm that, in 
contrast to the standard descent approach, produces a set (instead of a single point) of 
non-dominated points, is defined in Sect. 3. The algorithm is based on a suitable back-
tracking linesearch whose correctness is proved in the same section. The theoretical 
properties of the framework are stated and proved in Sect. 4. A different linesearch, 
where the initial stepsize can vary at every iteration and an extrapolation phase can be 
performed along the search direction, is presented in Sect. 5 together with the related 
convergence analysis. The results of computational experiments are shown in Sect. 6. 
Finally, Sect. 7 contains some conlcuding remarks.

2  Preliminaries on multiobjective optimization

With reference to Problem (1), we denote by F ∶ ℝ
n
→ ℝ

m the vector-valued function 
defined by

and by J ∶ ℝ
n
→ ℝ

m×n its Jacobian matrix function, i.e.,

Given any two vectors u, v ∈ ℝ
m,

F(x) = (f1(x), f2(x),… , fm(x))
⊤,

J(x) = (∇f1(x) ∇f2(x)… ∇fm(x))
⊤.

u < v ⇔ ui < vi, for all i = 1,… ,m

u ≦ v ⇔ ui ≤ vi, for all i = 1,… ,m

u ≤ v ⇔ u ≦ v and u ≠ v.

Author's personal copy
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We can state the following definition of (Pareto) dominance.

Definition 1 (Pareto dominance) Given two vectors x, y ∈ ℝ
n , we say that x 

(strictly) Pareto dominates y when

Then, with reference to problem (1), an ideal solution would be a point x∗ ∈ ℝ
n 

that Pareto dominates each other feasible point, i.e.,

Unfortunately, such a point x∗ very seldom exists, which is why the following defini-
tions of optimality are introduced for multiobjective problems.

Definition 2 (Weak Pareto optimality) A point x∗ ∈ ℝ
n is a weak Pareto optimal 

point for Problem (1), if there does not exist any x ∈ ℝ
n such that

Definition 3 (Pareto optimality) A point x∗ ∈ ℝ
n is a Pareto optimal point for 

Problem (1), if there does not exist any x ∈ ℝ
n such that

By means of these two definitions, we are able to identify a set of non-dom-
inated points (the so-called Pareto front or frontier) which is constituted by the 
“optimal” solutions of the multiobjective problem (1).

Finally, we state the definition of Pareto-stationarity.

Definition 4 (Pareto stationarity) A point x∗ ∈ ℝ
n is Pareto-stationary for Problem 

(1) if, for all d ∈ ℝ
n , an index j ∈ {1,… ,m} exists such that

If x ∈ ℝ
n is not a Pareto-stationary point, then there exists a descent direction 

v for all the objective functions fi , i ∈ {1,… ,m} at x. Given x, let gx ∶ ℝ
n
→ ℝ be 

the function defined as follows

Note that gx is continuous, piecewise linear, and convex. Let us consider the follow-
ing optimization problem:

We observe that the above problem is well-defined, i.e., it admits a unique solu-
tion, since the objective function is the maximum of m coercive and stricly 

F(x) ≦ F(y)
(
F(x) ≤ F(y)

)
.

F(x∗) ≦ F(x), for all x ∈ ℝ
n.

F(x) < F(x∗).

F(x) ≤ F(x∗).

∇fj(x
∗)⊤d ≥ 0.

(2)gx(v) = max
i∈{1,…,m}

∇fi(x)
⊤v.

(3)min
v∈ℝn

gx(v) +
1

2
‖v‖2

Author's personal copy
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convex functions, so that, it is coercive and stricly convex. Now let v ∶ ℝ
n
→ ℝ

n and 
� ∶ ℝ

n
→ ℝ be the functions such that

From [12] we get the following result.

Proposition 1 Let v ∶ ℝ
n
→ ℝ

n and � ∶ ℝ
n
→ ℝ be the functions defined as in (4) 

and (5) respectively. Then the following statements hold: 

 (i) �(x) ≤ 0 for all x ∈ ℝ
n;

 (ii) x⋆ is Pareto-stationary if and only if 𝜃(x⋆) = 0;
 (iii) the mappings x → v(x) and x → �(x) are continuous.

Finally, we briefly recall the standard steepest descent method for unconstrained 
multiobjective optimization (see, e.g., [12]). For every iteration k we compute 
the multiobjective steepest descent direction solving the following optimization 
problem:

Let us call vk the solution of problem (6). If vk ≠ � , then we can use it with an Arm-
ijo-type linesearch technique to look for a new solution which dominates xk . Then, 
we update the current point as

.

Algorithm 1: multiobjective steepest descent algorithm

Data: x0 ∈ Rn

for k = 0, 1 . . . , do

vk ← argmin
v∈Rn

max
i∈{1,...,m}

∇fi(xk)�v +
1
2
||v||2

if vk = 0 then
return stationary point xk

end
αk ← armijo line search(xk, vk, J(xk))
xk+1 ← xk + αkvk

end

Here we describe a multiobjective adaptation for an Armijo-type linesearch:

(4)v(x) = argmin
v∈ℝn

gx(v) +
1

2
‖v‖2,

(5)�(x) = min
v∈ℝn

gx(v) +
1

2
‖v‖2 = gx(v(x)) +

1

2
‖v(x)‖2.

(6)min
v∈ℝn

max
i∈{1,…,m}

∇fi(xk)
⊤v +

1

2
||v||2.

xk+1 = xk + �kvk

Author's personal copy



6 G. Cocchi et al.

1 3

Algorithm 2: armijo line search

Data: xk ∈ Rn, vk ∈ Rn, J(xk), γ ∈ (0, 1), δ ∈ (0, 1), ∆ > 0
α ← ∆
while F (xk + αkvk) �� F (xk) + γαJ(xk)vk do

α ← αδ
end
αk = α

Remark 1 In Algorithm 2, the computed stepsize �k is such that

i.e. the point xk + �kvk is such that F(xk + �kvk) strictly (or sufficiently) dominates 
the corresponding vector of reference values F(xk).

The following global convergence result holds [12].

Proposition 2 Let {xk} be the sequence generated by the algorithm. If F has 
bounded level sets in the sense that {x ∈ ℝ

n ∶ F(x) ≦ F(x0)} is compact, then each 
limit point of {xk} is a Pareto-stationary point.

Newton and Quasi-Newton methods for multiobjective optimization which, 
similarly to the steepest descent algorithm, are based on the employment of a joint 
descent direction, have been proposed in several papers (see, e.g., [11, 19])

To our knowledge, steepest descent algorithms and their extensions proposed in 
the literature are guaranteed to converge to a single non-dominated solution. In the 
sequel, we present an approach leading to define an algorithm that theoretically con-
verges to a set of non-dominated points.

3  An algorithm for the computation of a set of non‑dominated 
points

In this section, we are interested in the definition of an algorithm that produces a set 
of non-dominated points, i.e. an approximation of the Pareto front for the multiob-
jective problem (1).

The key ingredients that characterize the proposed approach are the following: 

 (i) not all the objective functions are necessarily considered to define the search 
direction;

 (ii) a sequence of sets of points (rather than a sequence of points) is produced;
 (iii) an Armijo-type linesearch is suitably defined to cope with (i) and (ii).

With respect to standard steepest descent methods, point (i) allows to compute more 
easily the possible search directions. In particular, at every iteration k, for a given 
subset of objective function indices I ⊆ {1,… ,m} and for a (non-dominated) point 
xc , it is possible to define

F(xk + �kvk) ≦ F(xk) + ��kJ(xk)vk,

Author's personal copy
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In particular, by setting I = {1,… ,m} , we have

We note that the possibility to choose subsets of indices I ⊂ {1,… ,m} may intro-
duce sort of a controlled randomicity in the optimization process which could help 
to obtain a better approximation of the Pareto front.

Point (ii) is connected with the idea of trying to approximate the Pareto front 
instead of a single Pareto point. To this aim, the algorithm produces a sequence of 
sets of points (rather than a sequence of points as usual in the single-objective case) 
{Lk} . More in particular, for each iteration k, we indicate by

the current finite set of non-dominated solutions computed by the algorithm. For sim-
plicity, in the definition of Lk we omit the dependence on k of every point xh ∈ Lk.

Finally, concerning point (iii) on the computation of the stepsize, as in the case of 
single objective optimization where the linesearch must produce a stepsize satisfy-
ing a condition of sufficient decreasing, i.e., the stepsize must yield a “sufficiently 
good” point, here the Armijo-type linesearch determines a stepsize such that the new 
point is “sufficiently non-dominated” by any other point in the current list {L̃k} . This 
means that, given the current point xc , the subset of indices I, the search direction 
vI
k
(xc) , the tentative stepsize � , if there exists a point xj ∈ L̃k such that

then the stepsize must be reduced.

Definition 5 (Non-dominated solutions with respect to I) LI ⊆ ℝ
n is a non-dom-

inated set of points if, for all x ∈ LI , there does not exist any y ∈ LI such that 
FI(y) ≤ FI(x).

In this context, given two points x, y ∈ ℝ
n , a subset of indices I ⊆ {1,… ,m} and 

a positive constant 𝛿 > 0 , we say that x is “not weakly better” than y when

i.e. when an index i ∈ I exists such that fi(y) ≤ fi(x) − � , that is, fi(y) sufficiently 
improves w.r.t. fi(x).

Regarding function �I
k
(xc) , it is possible to state the following result.

(7)vI
k
(xc) ∶= argmin

v∈ℝn

�
max
i∈I

∇fi(xc)
⊤v +

1

2
‖v‖2

�
,

(8)𝜃I
k
(xc) ∶= max

i∈I
∇fi(xc)

⊤vI
k
(xc) +

1

2
‖vI

k
(xc)‖2,

(9)FI(x) = |I|-dimensional vector with components fi(x), i ∈ I.

𝜃I
k
(xc) = 𝜃k(xc) = min

v∈ℝn

�
max

i∈{1,…,m}
∇fi(xk)

⊤v +
1

2
‖v‖2

�
.

Lk = {xh ∈ ℝ
n, h = 1,… , rk}

FI(xj) + �𝛾𝛼𝜃I
k
(xc) < FI(xc + 𝛼vI

k
(xc))

FI(x) − �𝛿 ≮ FI(y),

Author's personal copy
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Proposition 3 If xc is not a Pareto Stationary point then for any I ⊆ {1,… ,m} we 
have

Proof For any v ∈ ℝ
n e can write

so that we have

where the strict inequality holds since xk is not a Pareto Stationary point.  ◻

Algorithm 3: front steepest descent algorithm

input: an initial set of non-dominated points L0.
output: a final list of non-dominated points L∗.
k ← 0
while stopping criterion not satisfied do

L̃k ← Lk

for c = 1, . . . , rk do
if xc ∈ L̃k and ∃Ick ⊆ {1, . . . ,m} such that
- xc ∈ L̃

Ic
k

k , where L̃
Ic
k

k ⊆ L̃k is the set of non-dominated points
w.r.t Ick (see Definition 5)

- θI
c
k

k (xc) < 0 then
Let vI

c
k

k (xc) be the direction associated with θ
Ic
k

k (xc)
α ← armijo type line search(xc, v

Ic
k

k (xc), θ
Ic
k

k (xc), L̃
Ic
k

k )
L̃k ← {xj ∈ L̃k | F (xc+αv

Ic
k

k (xc)) �≤ F (xj)}∪{xc+αv
Ic
k

k (xc)}
else

if xc ∈ L̃k (i.e. xc has not been filtered out by previous inner
iterations) then

xc is a Pareto Stationary point.
end

end
end
Lk+1 ← L̃k

k ← k + 1
end
L∗ ← Lk

return L∗

𝜃I
k
(xc) < 0.

max
i∈I

�
∇fi(xc)

⊤v +
1

2
‖v‖2

�
≤ max

i∈{1,…,m}

�
∇fi(xc)

⊤v +
1

2
‖v‖2

�
,

𝜃I
k
(xc) ≤ 𝜃(xc) < 0,

Author's personal copy
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Algorithm 4: armijo type line search

input: xc ∈ L̃
Ic
k

k , vI
c
k

k (xc), θ
Ic
k

k (xc), L̃
Ic
k

k , ∆ > 0, δ ∈ (0, 1)
output: an optimal stepsize α
Set α ← ∆
while ∃ xj ∈ L̃

Ic
k

k s.t. FIc
k
(xj) + 1γαθI

c
k

k (xc) < FIc
k
(xc + αv

Ic
k

k (xc)) do
Set α ← δα

end
return α

Remark 2 In Algorithm  4, the computed stepsize � is such that any other point 
xj ∈ L̃

Ic
k

k
 is “not weakly better” than xc + �v

Ic
k

k
(xc) , with respect to Ic

k
 . Namely,

i.e. for every xj ∈ L̃
Ic
k

k
 , an index hj ∈ Ic

k
 exists such that

Remark 3 We note that, when m = 1 (i.e. only one objective function is present) and 
Lk = {xk} , for all k, both Algorithms 2 and 4 boil down to the standard Armijo inex-
act linesearch. Consequently, both Algorithms 1 and 3 become the standard steepest 
descent algorithm for single objective optimization.

Instead, if m > 1 and Lk = {xk} , for all k, then Algorithm 4 tends to produce a 
bigger stepsize �k since it must satisfies the weaker requirement

namely that an index s ∈ Ik exists such that

This condition appears to be the weakest extension of the Armjio strategy to the 
multiobjective case. We recall that in Algorithm 2, inequality (10) must hold for all 
s ∈ Ik.

Remark 4 Algorithm 3 points out that there is a strict connection between the prop-
erties required to the search direction vc and the possibility of improving a point xc 
by using Algorithm  4 along such direction. More precisely, if the current point xc 
and the selection of the index set I ⊆ {1,… ,m} were uncoupled, even though we 
could be able to compute a descent direction with respect to the objective functions 
with indices in I, the points produced by the linesearch could all be unacceptable 
because they could all be dominated by the points in the current list L̃ . In order 
to avoid such possibility, we preliminary check whether xc is non-dominated with 
respect to fi , i ∈ I . In this case, a linesearch along a descent direction with respect 
to the objective function with indices in I, is guaranteed to produce non-dominated 
points with respect to L̃.

∀ xj ∈ L̃
Ic
k

k
, FIc

k
(xj) + �𝛾𝛼𝜃

Ic
k

k
(xc) ≮ FIc

k
(xc + 𝛼v

Ic
k

k
(xc)),

fhj (xc + �v
Ic
k

k
(xc)) ≤ fhj (xj) + ���

Ic
k

k
(xc).

FIk
(xk) + �𝛾𝛼k𝜃

Ik
k
(xk) ≮ FIk

(xk + 𝛼kvk),

(10)fs(xk + �kvk) ≤ fs(xk) + ��k�
Ik
k
(xk).
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For example, if an index s ∈ {1,… ,m} exists such that

then every vector vk which is a suitable descent direction for the function fs can be 
fruitfully used in Algorithm 4 starting from xc.

In the following proposition we show that, given a subset Ic
k
⊆ {1,…m} , Algo-

rithm 4 is able to add a new non-dominated solution to L̃k.

Proposition 4 Let Ic
k
⊆ {1,… ,m} , xc ∈ L̃

Ic
k

k
 be such that 𝜃I

c
k

k
(xc) < 0 , i.e. vI

c
k

k
(xc) 

exists such that

∀s ∈ Ic
k
 . Then ∃𝛼 > 0 , sufficiently small, such that

i.e. the while loop of Algorithm 4 terminates in a finite number of iterations. Fur-
thermore the produced point is not dominated with respect to the set L̃k.

Proof First we note that, since xc ∈ L̃
Ic
k

k
 , there cannot exist any xj ∈ L̃

Ic
k

k
 such that

that is to say that xj dominates xc . Now, we proceed by contradiction, and assume 
that, for all h = 1, 2,… , an xjh ∈ L̃

Ic
k

k
 exists such that

By recalling (12), for all h an index sh ∈ Ic
k
 exists such that:

Since |Ic
k
| is finite, it is possible to consider a subsequence H ⊆ {1, 2,…} such that 

sh = s̄ , for all h ∈ H . Hence, for all h ∈ H , we would have

On the other hand, since vI
c
k

k
(xc) is a descent direction for all fs with s ∈ Ic

k
 , we have 

that, for h ∈ H , it must result

By the Mean-value Theorem, we have that

(11)xc = argmin
x∈L̃k

fs(x)

∇fs(xc)
⊤v

Ic
k

k
(xc) +

1

2
||vI

c
k

k
(xc)||2 < 0

FIc
k
(xj) + �𝛾𝛼𝜃

Ic
k

k
(xc) ≮ FIc

k
(xc + 𝛼v

Ic
k

k
(xc)), ∀xj ∈ L̃

Ic
k

k
,

(12)fs(xj) ≤ fs(xc), ∀s ∈ Ic
k

FIc
k
(xjh ) + �𝛾𝛿hΔ𝜃

Ic
k

k
(xc) < FIc

k
(xc + 𝛿hΔv

Ic
k

k
(xc)).

fsh(xc) + 𝛾𝛿hΔ𝜃
Ic
k

k
(xc) < fsh(xc + 𝛿hΔv

Ic
k

k
(xc)).

fs̄(xc) + 𝛾𝛿hΔ𝜃
Ic
k

k
(xc) < fs̄(xc + 𝛿hΔv

Ic
k

k
(xc)).

(13)fs̄(xc + 𝛿hΔv
Ic
k

k
(xc)) − fs̄(xc) > 𝛾𝛿hΔ∇fs̄(xc)

⊤v
Ic
k

k
(xc).
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with

Then, by (13) and (14), we can write

Now, by taking the limit for h → ∞, h ∈ H , we would contradict that
v
Ic
k

k
(xc) is a descent direction for fs̄.

Finally the acceptability criterion implies that the produced point is not domi-
nated. In fact, let �̄� denote the stepsize produced by the Armijo-type linesearch then 
for every xj ∈ L̃

Ic
k

k
 an index hj ∈ Ic

k
 exists such

Then, by definition of L̃I
c
k

k
 , every x̃j ∈ L̃k ⧵ L̃

Ic
k

k
 is dominated by a point xj ∈ L̃

Ic
k

k
 with 

respect the functions fi , for all i ∈ Ic
k
 , i.e.

Therefore, the considered index hj ∈ Ic
k
 is such that

   ◻

4  Convergence analysis

In order to give convergence properties of the algorithm, a definition of linked 
sequences is reported [17].

Definition 6 Let {Lk} be the sequence of sets of non-dominated points produced 
by Algorithm 3. We define a linked sequence as a sequence {xjk} such that, for any 
k = 1, 2,… , xjk ∈ Lk is generated at iteration k − 1 of Algorithm  3-4 by the point 
xjk−1 ∈ Lk−1.

Hence, xjk = xjk−1 + �jk v
Ik−1
k−1

(xjk−1) and it results

(14)fs̄(xc + 𝛿hΔv
Ic
k

k
(xc)) − fs̄(xc) = 𝛿hΔ∇fs̄(𝜉h)

⊤v
Ic
k

k
(xc)

�h = xc + th�
hΔv

Ic
k

k
(xc), th ∈ (0, 1).

∇fs̄(𝜉jh )
⊤v

Ic
k

k
(xc) ≥ 𝛾∇fs̄(xc)

⊤v
Ic
k

k
(xc).

fhj(xj) > fhj (xj) + 𝛾�̄�𝜃
Ic
k

k
(xc) ≥ fhj (xc + �̄�v

Ic
k

k
(xc)).

fi(x̃j) ≥ fi(xj), for all i ∈ Ic
k

fhj (x̃j) ≥ fhj (xj) > fhj (xj) + 𝛾�̄�𝜃
Ic
k

k
(xc) ≥ fhj (xc + �̄�v

Ic
k

k
(xc)).

FIk−1
(x

�j
) + �𝛾𝛼jk𝜃

Ik−1
k−1

(xjk−1) ≮ FIk−1
(xjk )
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for all x
�j
∈ L

Ik−1
k−1

= {x ∈ Lk−1 , non-dominated with respect to fi, i ∈ Ik−1} , where 
Ik−1 ⊆ I (for simplicity we have not reported the dependence of set Ik−1 from the 
point xjk−1).

Then we introduce the following assumption needed to prove the convergence 
results.

Assumption 1 Given a list L0 ⊂ ℝ
n of non-dominated points, a point x0 ∈ L0 exists 

such that: 

 (i) x0 is not Pareto stationary and
 (ii) the set 

 is compact.

We note that point (ii) of Assumption 1 is stronger than the assumption required 
to prove convergence of the algorithm in [12], see Proposition 2. However, this is 
not strange since our acceptance condition in the linesearch (see Algorithm  4) is 
weaker than that used in Algorithm 2 from [12].

Proposition 5 Let us assume that Assumption  1 holds. Let {Lk} be the sequence 
of sets of non-dominated points produced by Algorithm 3. Let {xjk} be a linked 
sequence, then it admits limit points and every limit point is Pareto-stationary for 
problem (1).

Proof First of all, we show that the every linked sequence {xjk} admits a limit point 
x̄ . The steps of the Algorithm 3 guarantee that

and that ∀k there exists an index ijk such that

Therefore we can conclude that

Then Assumption 1 ensures that the linked sequence {xjk} is bounded.
Now, in order to state the main result, we consider a limit point x̄ of a linked 

sequence {xjk} , namely a subsequence {xjk}K such that

L(x0) =

m⋃

i=1

{
x ∈ ℝ

n ∶ fi(x) ≤ fi(x0)

}

F(x0) ≮ F(xjk ), ∀k

xjk ∈ {x ∈ ℝ
n ∶ fijk

(x) ≤ fijk
(x0)}.

xjk ∈ L0, ∀k.

lim
k→∞,k∈K

xjk = x̄.
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Now we recall that x̄ is Pareto-stationary for problem (1) if and only if 𝜃(x̄) = 0 . 
Assume, by contradiction, x̄ is not Pareto-stationary. This is equivalent to say that 
there exists a scalar 𝜀 > 0 such that

and

Now, we prove that

In fact, let us assume, by contradiction, that there exists a set K̄ ⊆ K such that:

Since {xjk} is a linked sequence, for all x
�j
∈ L

Ik
k
 and k ∈ K̄ , it results

By using (17), we obtain that, for all x
�j
∈ L

Ik
k
 and k ∈ K̄,

Now, let k̃ be the smallest index such that k̃ ∈ K̄ and k̃ > k , then for all x̃
�j
∈ L

Ik̃

k̃
,

If xjk ∈ L
Ik̃

k̃
 , it satisfies (20). On the other hand, if xjk ∉ L

Ik̃

k̃
 , it is dominated by a point 

x̃
�j
∈ L

Ik̃

k̃
 and, again, it satisfies (20). Therefore an index sk̃ ∈ Ik̃ exists such that

Now, since sk̃ ∈ {1,… ,m} and Ik̃ ⊆ {1,… ,m} , a subset K̃ ⊆ K̄ exist such that, for 
all k ∈ K̃ , sk̃ = s̄ and Ik̃ = Ī and where, again k̃(k) is the smallest index such that 
k̃(k) ∈ K and k̃(k) > k.

Then, the definitions of K̃ and k̃(k) imply that

But then (21) points out the contradiction that

𝜃(xjk ) ≤ −𝜀 < 0, ∀k ∈ K

(15)�
Ik
k
(xjk ) ≤ −�, ∀k ∈ K,

(16)lim
k→∞,k∈K

�jk+1�
Ik
k
(xjk ) = 0.

(17)−𝛼jk+1𝜃
Ik
k
(xjk ) ≥ 𝛿 > 0 ∀k ∈ K̄.

(18)FIk
(x

�j
) + 𝛾𝛼jk+1𝜃

Ik
k
(xjk ) ≮ FIk

(xjk+1).

(19)FIk
(x

�j
) − 𝛾𝛿 ≮ FIk

(xjk+1).

(20)FIk̃
(x̃

�j
) − 𝛾𝛿 ≮ FIk̃

(xjk̃ ).

(21)fsk̃ (xjk ) − 𝛾𝛿 ≥ fsk̃ (xjk̃ ).

lim
k→∞,k∈K̃

xjk = x̄ lim
k→∞,k∈K̃

xjk̃(k) = x̄.

−𝛾𝛿 ≥ lim
k→∞,k∈K̃

[
fs̄(xjk̃(k) ) − fs̄(xjk )

]
= 0.
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Therefore, in this first part of the proof, we have shown that if the accumulation 
point x̄ of the sequence {xjk} is not a Pareto stationary point then, by using (15) and 
(16), we have that:

This limit implies that, for sufficiently large values of k, we have that 𝛼jk+1 < Δ , i.e. 
the condition of the while-loop in Algorithm 4 is eventually satisfied. Then the steps 
of Algorithm 4 and the definition of Lk imply that there exists xh

�j

∈ Lk and k ∈ K , 
such that

Now (23) and (24) yield that an index sk ∈ Ik exists such that

namely

Now, since sk ∈ Ik and Ik ⊆ {1,… ,m} , we can consider a subset K̃ ⊆ K such that, 
for all k ∈ K̃ , sk = s̄ and Ik = Ī , so that

By the Mean-value Theorem, we have that

with

Then, we can write

from which we get

(22)lim
k→∞,k∈K

�jk+1 = 0.

(23)FIk
(xh

�j

) + 𝛾
𝛼jk+1

𝛿
𝜃
Ik
k
(xjk ) < FIk

(
xjk +

𝛼jk+1

𝛿
v
Ik
k
(xjk )

)
,

(24)FIk
(xh

�j

) ≮ FIk
(xjk ).

fsk (xjk ) + 𝛾
𝛼jk+1

𝛿
𝜃
Ik
k
(xjk ) < fsk

(
xjk +

𝛼jk+1

𝛿
v
Ik
k
(xjk )

)

fsk

(
xjk +

𝛼jk+1

𝛿
v
Ik
k
(xjk )

)
− fsk (xjk ) > 𝛾

𝛼jk+1

𝛿
𝜃
Ik
k
(xjk ).

fs̄

(
xjk +

𝛼jk+1

𝛿
vĪ
k
(xjk )

)
− fs̄(xjk ) > 𝛾

𝛼jk+1

𝛿
𝜃 Ī
k
(xjk ).

fs̄

(
xjk +

𝛼jk+1

𝛿
vĪ
k
(xjk )

)
− fs̄(xjk ) =

𝛼jk+1

𝛿
∇fs̄(𝜉jk )

⊤vĪ
k
(xjk )

𝜉jk = xjk + tjk

𝛼jk+1

𝛿
vĪ
k
(xjk ), tjk ∈ (0, 1).

∇fs̄(𝜉jk )
⊤vĪ

k
(xjk ) ≥ 𝛾𝜃 Ī

k
(xjk ),
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The definition of function 𝜃 Ī
k
 gives

and

Using (15) we have

By taking the limit for k → ∞ and k ∈ K̃ , recalling that �jk+1 → 0 and considering 
the boundedness of vĪ

k
(xjk ) , we obtain the contradiction:

and this concludes the proof.   ◻

5  The Armijo‑type extrapolation technique

In order to improve the ability of Algorithm 3 of spanning the space, we introduce a 
new Armijo-type linesearch technique (see Algorithm 5). This new linesearch differs 
from Algorithm 4 for the following reasons: 

 (i) the initial stepsize can vary at every iteration;
 (ii) if the initial stepsize satisfies the acceptability criterion, the algorithm per-

forms an extrapolation along the considered direction;
 (iii) the algorithm can produce more than one stepsize, i.e., a set 𝛼⋆ of stepsizes.

In order to satisfy points (i) and (ii), it is possible to draw inspiration from Armijo-
type linesearches with extrapolation. When m = 1 and Lk = {xk} for all k, these line-
searches start from any initial value of the steplength and then updates it to determine a 
steplength �k such that:

with � ∈ (0, 1).
When m > 1 and Lk = {xk} for all k (where xk = xc as used in the Algorithm), Algo-

rithm  4 suggests that condition (25) can be replaced by the requirement that a function 
fs , s ∈ Ik exists such that (25) holds, namely by the condition:

∇fs̄(xjk )
⊤vĪ

k
(xjk ) + (∇fs̄(𝜉jk ) − ∇fs̄(xjk ))

⊤vĪ
k
(xjk ) ≥ 𝛾𝜃 Ī

k
(xjk ).

𝜃 Ī
k
(xjk ) + (∇fs̄(𝜉jk ) − ∇fs̄(xjk ))

⊤vĪ
k
(xjk ) ≥ 𝛾𝜃 Ī

k
(xjk )

(1 − 𝛾)𝜃 Ī
k
(xjk ) + (∇fs̄(𝜉jk ) − ∇fs̄(xjk ))

⊤vĪ
k
(xjk ) ≥ 0.

−(1 − 𝛾)𝜀 + (∇fs̄(𝜉jk ) − ∇fs̄(xjk ))
⊤vĪ

k
(xjk ) ≥ 0

−(1 − �)� ≥ 0

(25)f1(xk + 𝛼kvk) ≤ f1(xk) + 𝛾𝛼k∇f1(xk)
⊤vk,

(26)f1

(
xk +

𝛼k
𝛿
vk

)
> f1(xk) + 𝛾

𝛼k
𝛿
∇f1(xk)

⊤vk,
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As regards condition (26), its weakest extension is to require that condition (26) 
holds for all the functions fs , s ∈ Ik , namely:

In Algorithm 5, since m > 1 and Lk ⊇ {xk} , conditions (27) and (28) are replaced by 
the following:

It is worth noting the different roles that an extrapolation technique can play in the 
case of a single-objective optimization, as opposed to a multi-objective minimiza-
tion. In the first case, every intermediate trial value of the steplength produces a 
point where the objective function is better than the starting point but it is worse 
than the function value obtained in the final value of the steplength (in terms of 
multi-objective optimization we can say that the intermediate points produced by 
the extrapolation phase are dominated by the last one). Instead, in a multi-objective 
minimization, an extrapolation technique may produce intermediate trial points that 
are not dominated (i) by all the points belonging to the set L̃I

c
k

k
 and (ii) by the other 

points produced by the extrapolation phase. Such intermediate trial points can be 
very useful in trying to approximate a Pareto curve. For this reason, Algorithm 5 
return a set A∗ of steplengths. In fact, in addition to determining the steplength satis-
fying conditions (29) and (30), Algorithm 5 also returns the steplengths for which a 
function fs , with s ∈ Ic

k
 exists such that:

The particular structure of Eq. (32) is able to guarantee the theoretical properties of 
the proposed method (see the next section). From the intuitive point of view, if we 
set

we can rewrite (32) in the following way:

(27)FIk
(xk) + �𝛾𝛼k𝜃

Ic
k

k
(xk) ≮ FIk

(xk + 𝛼kvk).

(28)FIk
(xk) + �𝛾

𝛼k
𝛿
𝜃
Ic
k

k
(xk) < F

(
xk +

𝛼k
𝛿
vk

)
.

(29)FIc
k
(xj) + �𝛾𝛼c𝜃

Ic
k

k
(xk) ≮ FIc

k
(xk + 𝛼cv

Ic
k

k
(xk)), ∀ xj ∈ L̃

Ic
k

k
,

(30)FIc
k
(xj) + �𝛾

𝛼c
𝛿
𝜃
Ic
k

k
(xk) < FIc

k

(
xk +

𝛼c
𝛿
v
Ic
k

k
(xk)

)
, ∃ xj ∈ L̃

Ic
k

k
.

(31)FIc
k
(xj) + �𝛾𝛼𝜃

Ic
k

k
(xc) ≮ FIc

k
(xc + 𝛼v

Ic
k

k
(xc)), ∀ xj ∈ L̃

Ic
k

k
,

(32)fs(xc + �v
Ic
k

k
(xc)) + �

1 − �

�
��

Ic
k

k
(xc) ≤ fs

(
xc +

�

�
v
Ic
k

k
(xc)

)
.

x̃c = xc + 𝛼v
Ic
k

k
(xc), �̃� = (1 − 𝛿)𝛼

fs(x̃c) + 𝛾
�̃�

𝛿
𝜃
Ic
k

k
(xc) ≤ fs

(
x̃c +

�̃�

𝛿
v
Ic
k

k
(xc)

)
,

Author's personal copy



17

1 3

On the convergence of steepest descent methods for…

which has a structure similar to that of condition (26) for single-objective 
minimization.

Algorithm 5: armijo type line search with extrapolation

input: xc ∈ L̃
Ic
k

k , vI
c
k

k (xc), θ
Ic
k

k (xc), L̃k, ∆k > 0, δ ∈ (0, 1) , γ ∈ (0, 1)
output: a set of steps A∗

A∗ ← ∅
α ← ∆k

if ∃ xj ∈ L̃
Ic
k

k s.t FIc
k
(xj) + 1γαθI

c
k

k (xc) < FIc
k
(xc + αv

Ic
k

k (xc)) then
while ∃ xj ∈ L̃

Ic
k

k s.t FIc
k
(xj) + 1γαθI

c
k

k (xc) < FIc
k
(xc + αv

Ic
k

k (xc)) do
α ← δα

end
A∗ ← {α}

else
while FIc

k
(xj) + 1γ α

δ θ
Ic
k

k (xc) �< FIc
k
(xc + α

δ v
Ic
k

k (xc)), ∀ xj ∈ L̃
Ic
k

k do
if FIc

k
(xc + αv

Ic
k

k (xc)) + 1γ 1−δ
δ αθ

Ic
k

k (xc) �> FIc
k
(xc + α

δ v
Ic
k

k (xc))
then

A∗ ← A∗ ∪ {α}
end
α ← α

δ

end
end
return A∗

The following proposition states that Algorithm 5 is well defined.

Proposition 6 Let L̃k be the current list of non-dominated points, Ic
k
⊆ {1,… ,m} 

and xc ∈ L̃
Ic
k

k
 be such that 𝜃I

c
k

k
(xc) < 0 , i.e. vI

c
k

k
(xc) exists such that

Then Algorithm 5 is well defined, namely it cannot infinitely cycle and it produces at 
least a point which is not dominated with respect to the set L̃k.

Proof In case that the first if-instruction of the algorithm is satisfied, the same rea-
sonings used in the proof of Proposition 4 prove that the first while loop of Algo-
rithm 5 cannot infinitely cycle and a point is produced which is not dominated with 
respect to L̃k.

Therefore, by contradiction, we assume that the second while loop of the algo-
rithm infinitely cycles, i.e., a monotonically increasing sequence of positive num-
bers {�h} , where �h = Δk∕�

h , h → ∞ , exists such that:

(33)∇fs(xc)
⊤v

Ic
k

k
(xc) +

1

2
||vI

c
k

k
(xc))||2 < 0, ∀s ∈ Ic

k
.
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and, in particular if xj = xc,

The previous (34) implies that, for all h, an index sh ∈ Ic
k
 exists such that

Recalling, again, that sh ∈ {1,… ,m} and that Ic
k
= Ī , we can consider a subset K, 

such that, for all h ∈ K , it results sh = s̄ , so that

This relation and the fact that �h → ∞ contradict Assumption 1.
Now we prove that, during the second while loop, the set A∗ is updated at least 

once.
Since the second while loop terminates in a finite number of steps, an index h̄ , a 

step 𝛼h̄ and a point x̃j ∈ L̃
Ic
k

k
 exist such that

Namely, the test of the while loop is not satisfied. Instead, at the previous step, the 
test is verified:

This means that for x̃j ∈ L̃
Ic
k

k
 an index sj ∈ Ic

k
 exists such that:

On the other hand (35) yields:

By combining (36) and (37) it is possible to obtain:

This inequality show that the if-condition in the second while loop is satisfied (by 
setting 𝛼 =

𝛼h̄
𝛿h̄−1

 ) and hence the set A∗ is updated. Then, the same arguments of the 

FIc
k
(xj) + �𝛾

𝛼h

𝛿
𝜃
Ic
k

k
(xc) ≮ FIc

k

(
xc +

𝛼h

𝛿
v
Ic
k

k
(xc)

)
, ∀xj ∈ L̃

Ic
k

k
,

(34)FIc
k
(xc) + �𝛾

𝛼h

𝛿
𝜃
Ic
k

k
(xc) ≮ FIc

k

(
xc +

𝛼h

𝛿
v
Ic
k

k
(xc)

)
.

fsh(xc) + �
�h

�
�
Ic
k

k
(xc) ≥ fsh

(
xc +

�h

�
v
Ic
k

k
(xc)

)
.

fs̄(xc) + 𝛾
𝛼h

𝛿
𝜃 Ī
k
(xc) ≥ fs̄

(
xc +

𝛼h

𝛿
vĪ
k
(xc)

)
.

(35)FIc
k
(x̃j) + �𝛾

𝛼h̄

𝛿h̄
𝜃
Ic
k

k
(xc) < FIc

k

(
xc +

𝛼h̄

𝛿h̄
v
Ic
k

k
(xc)

)
.

FIc
k
(xj) + �𝛾

𝛼h̄

𝛿h̄−1
𝜃
Ic
k

k
(xc) ≮ FIc

k

(
xc +

𝛼h̄

𝛿h̄−1
v
Ic
k

k
(xc)

)
, ∀xj ∈ L̃

Ic
k

k
.

(36)fsj(x̃j) + 𝛾
𝛼h̄

𝛿h̄−1
𝜃
Ic
k

k
(xc) ≥ fsj

(
xc +

𝛼h̄

𝛿h̄−1
v
Ic
k

k
(xc)

)
.

(37)fsj (x̃j) + 𝛾
𝛼h̄

𝛿h̄
𝜃
Ic
k

k
(xc) < fsj

(
xc +

𝛼h̄

𝛿h̄
v
Ic
k

k
(xc)

)
.

fsj

(
xc +

𝛼h̄

𝛿h̄−1
v
Ic
k

k
(xc)

)
+ 𝛾(1 − 𝛿)

𝛼h̄

𝛿h̄
𝜃
Ic
k

k
(xc) < fsj

(
xc +

𝛼h̄

𝛿h̄
v
Ic
k

k
(xc)

)
.
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proof of Proposition 6 imply that it is produced a point which is not dominated with 
respect to Lk.  ◻

Since Algorithm 5 generates a sequence of steps along the direction vI
k
(xc) , in 

order to correctly update the list L̃k , line 10 of Algorithm 3 have to be changed as 
follows:

Finally we prove the global convergence properties of Algorithm  3 where Algo-
rithm  5 is used in place of Algorithm  4, which we denote Algorithm  3-5 in the 
following.

Proposition 7 Let us assume that Assumption 1 holds. Let {Lk} be the sequence of 
sets of non-dominated points produced by the Algorithms 3–5. Let {xjk} be a linked 
sequence, then it admits limit points and every limit point is Pareto-stationary for 
problem (1).

Proof By using Assumption  1 and by repeating the same reasoning of the first 
part of the proof of Proposition 5, it is possible to prove that the sequence {xjk} is 
bounded.

Now, let x̄ be a limit point of a linked sequence {xjk} and let {xjk}K be a subse-
quence such that

Assume, by contradiction, that x̄ is not Pareto-stationary and that there exist a scalar 
𝜀 > 0 such that

and

Now we note that the steps of Algorithm 5 ensure that also the points of every linked 
sequence {xjk} produced by Algorithm 3-5 satisfy the property that, for all x

�j
∈ Lk

therefore it possible to use the same arguments of the proof of Proposition 5 and to 
ensure that

��� 𝛼 ∈ A
∗
��

L̃k ← {xj ∈ L̃k | F(xc + 𝛼vI
k
(xc)) ≰ F(xj)} ∪ {xc + 𝛼vI

k
(xc)}

���

lim
k→∞,k∈K

xjk = x̄.

𝜃(xjk ) ≤ −𝜀 < 0, ∀k ∈ K

(38)�
Ik
k
(xjk ) ≤ −�, ∀k ∈ K,

(39)FIk
(x

�j
) + 𝛾𝛼jk+1𝜃

Ik
k
(xjk ) ≮ FIk

(xjk+1),

(40)lim
k→∞,k∈K

�jk+1�
Ik
k
(xjk ) = 0,
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which, by using (38), yields that

The same reasoning of the proof of Proposition 5 proves the thesis of the proposition 
in case that a subsequence {xjk}K̄ , with K̄ ⊆ K , where the points xjk are produced by 
if-test in the first while-loop of Algorithm 5.

Now we consider the case that the points of the subsequence {xjk}K̂ , with K̂ ⊆ K , 
are produced by the if-test in the second while-loop. This implies that for all k ∈ K̂

which, by setting x̃jk = xjk + 𝛼jk+1v
Ik
k
(xjk ) , gives

which yields that an index sk ∈ Ik exists such that

namely

Recalling that sk ∈ Ik and Ik ⊆ {1,… ,m} , we can consider a subset K̃ ⊆ K̂ such that, 
for all k ∈ K̃ , sk = s̄ and Ik = Ī , so that

By the Mean-value Theorem, we have that

with

Then, we can write

By using, again, the definition of function 𝜃 Ī
k
 we have:

(41)lim
k→∞,k∈K

�jk+1 = 0.

FIk

(
xjk +

𝛼jk+1

𝛿
v
Ik
k
(xjk )

)
≮ FIk

(xjk + 𝛼jk+1v
Ik
k
(xjk )) + �𝛾

1 − 𝛿

𝛿
𝛼jk+1𝜃

Ik
k
(xjk )

FIk

(
x̃jk +

1 − 𝛿

𝛿
𝛼jk+1v

Ik
k
(xjk )

)
≮ FIk

(x̃jk ) + �𝛾
1 − 𝛿

𝛿
𝛼jk+1𝜃

Ik
k
(xjk )

fsk

(
x̃jk +

1 − 𝛿

𝛿
𝛼jk+1v

Ik
k
(xjk )

)
≥ fsk (x̃jk ) + 𝛾

1 − 𝛿

𝛿
𝛼jk+1𝜃

Ik
k
(xjk )

fsk

(
x̃jk +

1 − 𝛿

𝛿
𝛼jk+1v

Ik
k
(xjk )

)
− fsk (x̃jk ) ≥ 𝛾

1 − 𝛿

𝛿
𝛼jk+1𝜃

Ik
k
(xjk ).

fs̄

(
x̃jk +

1 − 𝛿

𝛿
𝛼jk+1v

Ī
k
(xjk )

)
− fs̄(x̃jk ) ≥ 𝛾

1 − 𝛿

𝛿
𝛼jk+1𝜃

Ī
k
(xjk )

fs̄

(
x̃jk +

1 − 𝛿

𝛿
𝛼jk+1v

Ī
k
(xjk )

)
− fs̄(x̃jk ) =

1 − 𝛿

𝛿
𝛼jk+1∇fs̄(𝜉jk )

⊤vĪ
k
(xjk )

𝜉jk = x̃jk + tjk
1 − 𝛿

𝛿
𝛼jk+1v

Ī
k
(xjk ), tjk ∈ (0, 1).

∇fs̄(𝜉jk )
⊤vĪ

k
(xjk ) ≥ 𝛾𝜃 Ī

k
(xjk ).

𝜃 Ī
k
(xjk ) + (∇fs̄(𝜉jk ) − ∇fs̄(xjk ))

⊤vĪ
k
(xjk ) ≥ 𝛾𝜃 Ī

k
(xjk )
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and

Then (38) implies:

By taking the limit for k → ∞ and k ∈ K̃ , (41) and the boundedness of vĪ
k
(xjk ) , we 

get the contradiction:

and this concludes the proof of the proposition.   ◻

6  Preliminary numerical results

In this section, we report some preliminary numerical results, in order to assess 
the effectiveness of the proposed framework.

The aim is to show how the proposed framework performs with respect to a 
multistart version of an a posteriori steepest descent algorithm (namely, MULTI-
START-SD), which iteratively calls Algorithm 1 starting from different randomly 
sampled points.

Then, considering that several selection techniques of the subset I could be 
used in Algorithm 3, two variants are proposed and compared. Specifically,

• Front Steepest Descent (FRONT-SD): it represents a basic version of the 
algorithm in which, at every iteration k and for each point xc ∈ Lk , only the 
steepest descent direction is computed, i.e. I = {1,… ,m}.

• Front Incremental Steepest Descent (FRONT-INCREMENTAL-SD): in 
this version of the algorithm, at every iteration k and for each point xc ∈ Lk , all 
the elements of the power set 2{1,…,m} are used to compute search directions.

For what concerns the choice of the linesearch technique, a comparison between 
the first proposed strategy for dealing with non-dominated solutions, namely 
STANDARD (see Algorithm 4), and the extrapolation technique, namely EXTRA  
(see Algorithm 5), is reported.

Test problems: we considered the set of 10 different unconstrained multiobjec-
tive problems used for the Cec2009 competition [20], whose dimension n is equal 
to 30 and with a number m of objectives belonging to the set {2, 3} . In order to 
increase the dataset size, we vary the number of variables from 5 to 50 with step 
5, obtaining a set of 100 problems.

Implementation details: we implemented Algorithm 3 in Python 3.6 using Ten-
sorflow 1.5 [1] for computing derivatives and Gurobi [16] for solving quadratic pro-
gramming problems like (789). Additional parameters for the linesearches are given:

(1 − 𝛾)𝜃 Ī
k
(xjk ) + (∇fs̄(𝜉jk ) − ∇fs̄(xjk ))

⊤vĪ
k
(xjk ) ≥ 0.

−(1 − 𝛾)𝜀 + (∇fs̄(𝜉jk ) − ∇fs̄(xjk ))
⊤vĪ

k
(xjk ) ≥ 0

−(1 − �)� ≥ 0
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The algorithms stop when one of the two following stopping conditions is met:

• a maximum number of function evaluations is reached (a Jacobian computa-
tion costs n).

• all points xc ∈ Lk are such that �Ic
k
(xc) ≥ 0 for any subset Ic ⊆ {1,… ,m}.

For our experiments, the maximum number of function evaluations is set to 
20,000.

Since a box-constrained version for each problem is given in [20], then the 
centroid of the hyperbox [�, u] is chosen as starting point, i.e. L0 = {x0} with x0 
such that:

Since some test problems contain objective functions that are not defined every-
where, infinite values are assigned to the singularities, while points of non-differen-
tiability are not considered for space exploration.

Performance metrics: Purity, Spread Γ and Spread Δ metrics, defined in [4], have 
been used with the performance profiles benchmarking technique [7] for comparing 
the performance. We recall that the Purity metric measures the quality of the gener-
ated front, i.e. how good the non-dominated points computed by a solver are with 
respect to those computed by any other solver. Note that, for each problem p, the 
“reference” Pareto front Fp is calculated by first computing

where Fp,s denotes the set of non-dominated solutions found by solver s, and then 
removing from this set any dominated solution, that is

On the other hand, the Spread metrics are essential to measure the uniformity of the 
generated front in the objectives space. Particularly, Spread Γ measures the maxi-
mum “hole” between adjacent points in the objective space, while Spread Δ is quite 
similar to the standard deviation of the “hole” sizes in the Pareto front.

First of all, we separately compared the two proposed variants with both line-
search techniques. The results of this preliminary experimentation showed the 
effectiveness of the EXTRA  variant, in terms of Purity and Spread Γ with respect 
to the STANDARD one. Given these results, from now onward, the extrapolation 
technique will always be used for all the other comparisons. In order not to over-
burden the notation in figure legends, we do not explicitly add the “EXTRA ” suf-
fix to algorithm names.

Δk = 1, � = 0.5, � = 10−4.

(42)(x0)i =
�i + ui

2
∀i ∈ {1,… , n}

F�
p
=
⋃

s

Fp,s,

(43)Fp = { x ∈ F�
p
∶ ∄y ∈ F�

p
s.t. F(y) ≤ F(x) }.
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As a second step, we compare the two variants of our algorithm, FRONT-
INCREMENTAL-SD and FRONT-SD, in Fig. 1 from which the ability of FRONT-
INCREMENTAL-SD to produce high quality solutions is clearly apparent.

On the contrary, since FRONT-SD is not able to move away from Pareto-sta-
tionary points, it is more efficient in terms of number of function evaluations, 
meaning that, in general, it does not reach the related stopping criterion.

Hence, for a more fair comparison in terms of function evaluations, we restrict 
the test set to the problems in which all the algorithms reached the maximum num-
ber of function evaluations (see Fig. 2). Although FRONT-INCREMENTAL-SD 

Fig. 1  Performance profiles of Purity and Spread metrics for FRONT-INCREMENTAL-SD and FRONT-
SD 

Fig. 2  Performance profiles of Purity and Spread metrics for FRONT-INCREMENTAL-SD and FRONT-
SD for the 62 problems in which both reaches 20,000 function evaluations
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slightly decreases its performance in terms of Purity, the global behaviour 
obtained on the whole dataset is confirmed.

Moreover, a further comparison between the two proposed variants has been 
reported. Figure 3 compares the performance of the two variants only on prob-
lems with 3 objective functions. The figure shows that the gap in terms of both 
Purity and Spread metrics becomes more relevant. This is an expected behaviour, 
since FRONT-INCREMENTAL-SD uses a set of search directions whose size 
exponentially increases with the number of objectives.

A further step of our numerical experimentation consists of separately com-
paring the best proposed variant, namely FRONT-INCREMENTAL-SD, with the 
MULTISTART-SD algorithm.

Since MULTISTART-SD algorithm is non deterministic, 10 independent runs 
for each problem were executed. For each problem, we merge the 10 retrieved 
Pareto fronts to a unique reference Pareto front by filtering out dominated solu-
tions. Then, we identify the best run of the algorithm, namely MULTISTART-
SD-BEST, as the one which retrieves the front with the best Purity score with 
respect to the reference Pareto front. Analogously, MULTISTART-SD-WORST 
can be defined in a similar way.

From Figs. 4 and 5 it emerges that FRONT-INCREMENTAL-SD is better than 
both versions of MULTISTART-SD algorithm with respect to all of the three 
metrics. This comes as no surprise since our algorithm employs a higher number 
of directions for searching new non-dominated solutions.

Finally, we have compared the performance of the best version FRONT-
INCREMENTAL-SD with the algorithm NSGA-II [6] (using a Python wrapper 
implementation from PAGMO 2.1 package [2]). For the Pareto front approxima-
tion, we set up NSGA-II with a population of 100 points with 200 generations 
corresponding to a total of 20,000 objective function evaluations.

Fig. 3  Performance profiles of Purity and Spread metrics for FRONT-INCREMENTAL-SD and FRONT-
SD only for problems with 3 objective functions
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As for MULTISTART-SD algorithm, since also NSGA-II is non determinstic, 
we define NSGA-II-BEST and NSGA-II-WORST in the same way.

Since the performance profiles plots do not change significantly between the two 
cases of NSGA-II, only a comparison with NSGA-II-BEST has been reported. 
Figure 6, shows the performance profiles comparing the two solvers. Particularly, 
with respect to the Purity and Spread Γ metric, FRONT-INCREMENTAL-SD out-
performs NSGA-II. In fact, since NSGA-II can generate at most 100 non-domi-
nated solutions with this setup, the incremental algorithm extrapolates more direc-
tions with a better spanning of the space, resulting in better Purity and Spread Γ 
scores.

Fig. 4  Performance profiles of Purity and Spread metrics for FRONT-INCREMENTAL-SD and MULTI-
START-SD-BEST 

Fig. 5  Performance profiles of Purity and Spread metrics for FRONT-INCREMENTAL-SD and MULTI-
START-SD-WORST 
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On the contrary, NSGA-II outpeforms FRONT-INCREMENTAL-SD with 
respect to the Spread Δ metric.

7  Concluding remarks

We present a steepest descent-based framework for smooth, unconstrained multiob-
jective optimization. The proposed framework is designed to generate an approxi-
mation of the Pareto front. To this aim, the algorithm generates sequences of sets 
of non-dominated points (instead of sequences of points) using steepest descent 
directions (not necessarily with respect to all the objective functions) and suitable 
extensions of Armijo-type linesearches. Global convergence results are stated and 
are based on a novel theoretical analysis that permits to characterize the properties 
of sequences of sets of points. The preliminary numerical results clearly show the 
validity and the effectiveness of the proposed approach compared with standard 
steepest descent methods.
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