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Words in supramolecular chemistry: the ineffable
advances of polyiodide chemistry

Matteo Savastano

Polyiodide chemistry has a rich history deeply intertwined with the development of supramolecular

chemistry. Technological and theoretical interest in polyiodides has not diminished in the last decade,

quite the contrary; yet the advances this perspective intends to cover are muddled by the involution

of supramolecular vocabulary, preventing their unbiased discussion. Herein we discuss the pressing

necessity of ordering the current babel of novel – and less so – supramolecular terms. Shared

decisions at the community level might be required to shape the field into a harmonious body of

knowledge, dominated by concepts rather than words. Secondary, σ-hole and halogen bonding

schools of thought are all addressed here, together with their respective impact on the field. Then,

on the basis of a shared vocabulary, a discussion of polyiodide chemistry is presented, starting with a

revisited view of triiodide. The contemporary fields of supramolecular caging and polyiodide networks

are then discussed, with emphasis on how the terms we choose to use deeply affect scientific

progress.

Introduction†

“The fish trap exists because of the fish; once you’ve gotten the
fish, you can forget the trap. The rabbit snare exists because of the
rabbit; once you’ve gotten the rabbit, you can forget the snare.
Words exist because of meaning; once you’ve gotten the meaning,
you can forget the words. Where can I find a man who has forgot-
ten words so I can have a word with him?”1‡

Iodine has an incredibly rich history,2 telling of a fortui-
tous discovery in the evocative setting of Europe during the
Napoleonic Wars and involving many scientific giants of the
time: Gay-Lussac,3 Humphry Davy,4 and even Ampere.
Polyiodide chemistry is just as old. Among the long-discovered
peculiarities, we recall the famous blue starch–iodine
complex, and reminisce about classic analytical methods
(iodimetry, iodometry) and witty uses such as the Landolt
iodine clock reaction.5,6 In 2016, i.e. 202 years after its discov-
ery, insight into the nature of the starch–iodine complex still

granted publication on the cover of prestigious scientific jour-
nals,7 inviting reflection on the developments in this field of
chemistry.

As we,8–10 and others before us,11 have mentioned several
times, the “feeble force” with which iodides retain molecular
iodine, found in Gay-Lussac’s record,3 required the develop-
ment of supramolecular chemistry to be properly understood.

Nowadays, as we recognize the importance of non-covalent
interactions and can rely on unprecedented computational
methods to cope with the issues of hypervalent polyiodides,
polyiodide chemistry is blooming.

As oftentimes happens, this renewed interest is favoured by
novel applications, namely solar cells12–17 and batteries,18,19

with noticeable efforts directed towards producing solid-state
conductors based on a Grotthuss-like mechanism (we note
here the chronological coincidence between Grotthuss’s orig-
inal publication,20 1806, and iodine discovery, 1811).
Polyiodide-based ionic liquids21 and iodine-containing poly-
mers,19 which are outside the scope of this perspective
(vide infra), are also growing fields of application.

One of the landmark publications in the field, to which
we are much indebted, is the comprehensive 2003 review by
Svensson and Kloo.22 Since 2003, the number of isolated I3

−

anions, the simplest of polyiodides, has increased from
approximately 500 to over 1500 CSD23 (Cambridge Structural
Database) hits, signifying a noticeable expansion of the
field.

Department of Chemistry “Ugo Schiff”, University of Florence, via della Lastruccia 3,
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†Maximum care has been taken in giving proper credit to the original authors
and copyright holders for quoted text. Quotations do not imply that the original
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‡From ref. 1. Copyright © 2013. Reprinted with permission of Columbia
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Despite our best efforts, while discussion of isolated polyio-
dides appears possible, elucidation of their supramolecular
chemistry, and of I⋯I interactions specifically, poses peculiar
issues. We were reminded of what can be considered the heri-
tage and one of the greatest lessons of J. M. Lehn. Beyond
high-quality science and beautiful examples (the list is long,
we hope ref. 24 will suffice), Lehn forged most of the original
supramolecular chemistry vocabulary, stressing the impor-
tance of language as a driving force for the imaginative devel-
opment of the discipline, to the point of addressing the theme
of reification.25

Coming to the present case: should we propose a halogen
bonding description for intermolecular interactions in polyio-
dides?26 Should we refer to a more general electrostatic model
based on σ-hole interactions?27 What about a secondary
bonding description?28 Should we not require a pre-emptive
definition of primary bonding in that case? If we can circum-
vent the issue for Au⋯Au or Ag⋯Ag interactions by introdu-
cing dedicated words (aurophilic/argentophilic interactions),29

why should we not introduce one for I⋯I contacts as well? At
the same time, anion–π interactions,30–32 which we are very
interested in,33–35 are becoming popular in polyiodide
stabilization:9,10,36,37 what are they exactly? How could they
remain counterintuitive for 4 decades? How do we prevent
other supramolecular interactions from being perceived in the
same controversial manner?

We are convinced it is not just us.
Should scientific journals feature advice columns, some

related questions from the audience would be: What’s in
a name?38,39 Is a certain interaction a new molecular
linker?40 Or a rediscovered supramolecular force?41 An
unnoticed metallophilic interaction?42 A new supramolecu-
lar force?43 Do they, i.e. all manner of supramolecular
forces, exist?44–46

Different from weekly magazines, the readership and
authorship of scientific journals tend to coincide, hence the
need to raise the issue in the hope of finding shared answers
at the community level.

As we discussed elsewhere,34 categorizing is an important
process for organizing knowledge, yet we must be wary of
“tag-words”: we should prefer seeking a more advanced
understanding, i.e. noticing peculiar differences from estab-
lished interactions, rather than preferring an easy “label-
ling” of supramolecular forces. At the same time, while
examining specificity, it could be worth looking for general
trends. Choices we make today determine how we will
present this chemistry tomorrow. Citing again the 2003
review by Svensson and Kloo22 as an example, the term
“halogen bond” did not occur once! The concept of “sec-
ondary bonding” was used instead (this is not the only
example, cf. ref. 47 and 48 for examples up to 2008). This is
interesting proof of how the language of supramolecular
chemistry has been evolving in recent years, especially if we
consider that one of said authors (Prof. Lars Kloo) was, not
much later (from 2009/2010 till 2013), part of the very
IUPAC task group entrusted with defining the halogen bond
itself.49,50

A simple depiction of current affairs, visualising the trends
shaping chemical literature, is presented in Fig. 1, from which
the success of some concepts over others is manifest.

The success of some “keywords” does not mean they
should become “passe-partout terms”, as the abuse of some
names might hinder recognition of other phenomena and
slow down the development of other, much needed, supramo-
lecular words.

As too many words are available to describe relevant
interactions, preventing us from avoiding displeasing part
of the readership by choosing some terms and avoiding
others, we deemed it important to add the definition and
scope of each keyword as a foreword to our polyiodide
discussion.
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Fig. 1 Contemporary literature trends (scientific papers per year) for
discussed supramolecular keywords. Source: Scifinder.51
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Scope and definitions
Secondary bonding: Lewis acid/base theory and VSEPR model

“Nature’s task, at low temperatures, is how best to fit nucleophilic
bumps into electrophilic hollows.”52§

In 1960 Coulson summarized the state of intermolecular
forces understanding in 3 words: wanted, new concepts;53

arguably, we may find ourselves in the opposite situation,
having developed redundant models with large overlap.
Dissatisfied with available models and admittedly influenced
by Lewis’s work, Bent produced a landmark review in 1968
analysing available structural data in search of patterns in
non-covalent interactions.52 This is where the concepts of sec-
ondary donor–acceptor interactions as opposed to primary
chemical bonds were introduced (we notice en passant how
Bent’s discussion moves from iodine solutions) (Fig. 2). Later
on, the concept was re-proposed in Alcock’s popular 1972
review.28 The donor–acceptor part of the name became some-
what implicit and the concepts of primary and secondary
bonds, exactly as we find them 31 years later in Svensson and
Kloo’s review,22 were born. Some of the emphasis on Lewis
acid/base theory was dropped by Alcock, either willingly or
because of the implicit wide acceptance of Lewis’s work. What
remained of it is the emphasis on the local geometry/orbital
hybridization (we also recall here Bent’s involvement in such
studies and the so-called Bent’s rule)54 of involved atoms and
its role in determining the directionality of secondary
bonding, which at the time were mainly understood with VB
theory and VSEPR considerations. While this can be easily rele-
gated to the pre-density functional theory and pre-personal
computer era, when current levels of theory and computing
power were unthinkable, still in 2020 we can read novel
studies advocating for a modern unified chemical model of
secondary bonds,55 where VSEPR inspired rules remain rele-
vant. The periodic trends in halogen to tetrel bonding
(vide infra) and in the underlying localization of σ-holes
(vide infra) suggest that these seemingly far apart models are
addressing common issues. For the sake of objectivity, both
Bent52 and Alcock28 had extremely slim datasets for polyio-
dides: Alcock discusses no more than a handful of cases and
even the dedicated reviews he references (mostly 1960s work
by Wiebenga et al.)56,57 contain datasets of negligible size in
comparison to today’s possibilities.

Halogen bonding

“A halogen bond occurs when there is evidence of a net attractive
interaction between an electrophilic region associated with a
halogen atom in a molecular entity and a nucleophilic region in
another, or the same, molecular entity.”58 ©IUPAC 2013.

Halogen bonding (Fig. 3) is, in relative terms, the easiest
interaction to define. The reason for this is simple: a dedicated
pool of international experts devoted itself to providing a defi-
nition, supported by theoretical and experimental data, in the

form of an IUPAC recommendation.49,50,58 This, within reason-
able limits, has set a precise boundary on what can (should ) be
considered a halogen bond and what cannot (should not ).

The history of halogen bonding has been briefly and bril-
liantly illustrated by Metrangolo and Resnati in their 2012 per-
spective,59 to which the reader is referred (a more comprehen-
sive version by the same main authors is also available).26 The
success of halogen bonding as a concept is manifest and
unchallenged (cf. Fig. 1), yet three points from this history are
relevant to the present discussion.

First, beyond the well-known key references cited as mile-
stones in the development of halogen bonding,60–63 we also
find Bent’s work,52 despite the fact that Bent’s and Alcock’s
secondary bonding is a far broader concept element-wise.

Second, Metrangolo and Resnati make the shareable claim:
“general conceptual frames are typically developed in chemistry
only when a sufficiently wide and diverse set of single instances
and occurrences relevant to the topic has been reported”.59¶ Most
of the historical findings cited in ref. 26 and 59 as starting
points for the historical development of halogen bonding
(from 1814 to the 50s, e.g. ref. 64) refer to iodine-based
systems; the initial recognition of charge-transfer complexes
by Benesi and Hildebrand,65,66 and their original interpret-

Fig. 3 Schematization of halogen bonding. Notice, for the sake of poly-
iodide chemistry, how anions are only presented as XB (halogen bond)
acceptors and dihalogen molecules are presented as XB donors, a
feature present also in the IUPAC recommendation.58 Reproduced from
ref. 26. With permission from the American Chemical Society, copyright
2016. https://pubs.acs.org/doi/10.1021/acs.chemrev.5b00484.

Fig. 2 An excerpt from Bent’s 1968 review. Deciding whether second-
ary or halogen bonding is being discussed is up to the reader.
Reproduced from ref. 52 with permission from the American Chemical
Society, copyright 1968.

§Reprinted with permission from ref. 52. Copyright 1968 American Chemical
Society.

¶Reprinted with permission from ref. 59. Copyright 2012 American Chemical
Society.
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ation by Mulliken67 also involved iodine. As the most polariz-
able of halogens, iodine easily presents marked σ-holes
(vide infra), giving strong halogen bonds. Could it be that the
above “comprehensive set of instances” was mainly composed
of halogen containing compounds (and iodine especially)
because, for this kind of system, a general trend, at least as
suggested by Bent52 and Alcock,28 appears more manifest?
How does the extension of the halogen bond concept to other
groups and its declination (some would say fragmentation)
into as many different interactions as there are groups in the
periodic table (chalcogen,68 pnictogen,40 tetrel,41 triel,
aerogen,43 …regium69/coinage38…spodium,70 etc.) connect
with old general models? Are we looking for many different
interaction types, exalting differences, or for a comprehensive
general model, as others advocate, exalting similarities? This
is something for the community to decide: either choice will
likely shape the field for years to come.

Third, they notice, as we are somewhat doing once more,
that “single findings were understood within different conceptual
frames and designated by different and erratic terms, varying from
the imaginative “bumps in hollow” to the chemically meaningful
“charge-transfer interaction”.”59¶

Was a “bumps in hollow” description so whimsical?
This question, together with the extraordinary success of

modern “holes”, both σ and π, leads us to the next section.

σ-Hole bonding

The term σ-hole refers to the asymmetric distribution of
atomic charge, which generates electron-depleted regions of
positive, or relatively so, electrostatic potential able to interact
with electron rich species.27,71,72 This was indeed introduced
as an explanation for the yet to be defined halogen bonding by
Politzer, Murray and Clark.63 This is considered a key passage
for the understanding of halogen bonding: its implications are
manifest in the IUPAC official halogen bond definition and its
importance in the development of halogen bonding is
acknowledged.58 Over time, the concept of σ-hole interactions
was expanded by the original authors.72 Today it encompasses,
if not the whole periodic table, at least groups IV–VII, with all
the group-by-group details rationalized according to a shared
charge distribution model.

As stated by Politzer, Murray and Clark themselves, halogen
bonding is but a subset of σ-hole interactions72 (curiously, the
same claim is made also by the modern secondary bond
school, though).55 The original authors also referred to σ-hole
bonds as a modern re-discovery, this time supported by con-
temporary high-level calculations, of the idea that these forces
could be rationalized in a comprehensive general theory of
intermolecular interactions which pays attention to the electro-
static surface potential (ESP) and the charge distribution of
the interacting partners.72 The way Politzer, Murray and Clark
presented σ-hole bonds (cf. the Gibbs and Menedeleev section
of ref. 72) is that of a unifying theory of these types of forces
potentially embracing the whole periodic table.

“It is remarkable how far modern structural data support
Lewis’s view that an understanding of chemical affinity must be

sought in the localization of charges,73 and how well that localiz-
ation of charges is described by the graphic formulas of classical
structural theory” wrote Bent in 1968.52§

We ask the community: is there a conceptual difference
between σ-hole and secondary bonding? Or have old ideas and
hints based on incomplete data finally been rationalized in a
conceptual framework? Could we finally fuse the VSEPR/VB
views typical of the secondary bonding school with the
modern σ-hole ESP/MO perspective (both of which, according
to the two sides, explain halogen bonding) in one, if not the,
comprehensive theory of non-covalent interactions?

Anion–π interactions

Definition:

To date there is no formal, official, and IUPAC rec-
ommended definition of anion–π interactions.

As a placeholder, anion–π interactions can be defined as
stabilizing interactions between an anionic species and an aro-
matic ring. The interaction can be thought of as a combination
of 3 different types of basic interactions: (i) electrostatic term:
ion charge–ring quadrupole interaction (strongly affected by
anion charge, charge density and the intrinsic polarization of
the aromatic system); (ii) inductive term: ion charge–ion-
induced ring dipole (the polarizability of the aromatic ring
plays a role, ion polarization might contribute for large
anions, e.g. polyiodides); (iii) van der Waals contacts.74–76

In the solid state, anion–π interactions manifest themselves
in individual structures in terms of short anion–ring contact
distances.77,78 Recently it has been shown that they also bring
about characteristic patterns in the fingerprint plots generated
from Hirshfeld surface analysis of both aromatic ligands and
anions.10,79,80 In statistical terms, anion–π interactions cause
deviations from the ideal (random) distribution of anions
around a given aromatic ring, i.e. they have a directionality
that depends on the ring ESP.35,76 In solution, the joining of
anion and ring surfaces requires their desolvation: entropic
effects connected with the release of coordinated solvent mole-
cules back into the bulk oftentimes act as a driving force for
association in solution.33,77,81,82

In a sense, recognition of the relevance of ESP, and of
in silico calculations in order to understand it, somewhat con-
nects anion–π forces with σ-hole interactions (and thus to the
whole discussion) in terms of the underlying basic concepts
and required tools. Yet again, we see the “classic” controversial
“anion–π” and “lone pair–π” vocabulary shifting towards the
new wave “π-hole” interactions, calling for their synthesis and
official collocation in a comprehensive view of supramolecular
forces.83

Beyond the issues connected with centered/off-centered
interactions,78 interactions with aromatic ring substituents,
and the extent of the simple dipolar nature of the interaction
in the case of popular perfluorinated derivatives (a research
interest that has also benefited the development of the
halogen bond concept),84 we take the chance to underline here
the necessity for a comprehensive definition. This is some-
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thing that, we believe, no individual or research group can
provide alone: it should ideally stem from a comprehensive
review of the available evidence conducted by a plurality of
international experts, representing different backgrounds and
interests. In this sense, the route traced by the IUPAC commis-
sion for halogen bonding appears as an inspiring example of
how we should develop the vocabulary of supramolecular
chemistry: with a shared, pluralistic approach.

The anion–π lesson in chemical rhetoric

Anion–π interactions have known overhyped moments, fol-
lowed by sharp criticism (“Eenie, meenie, minie, mo—where
does the anion go?”),85∥ and a recent resurgence backed by
novel evidence. What is sure is that, through the years, we have
read countless times about the counterintuitive nature of
anion–π interactions.

How could an interaction first reported/theorised in the 80s
remain counterintuitive for 40 years?

This is where we can learn a valuable lesson about
language, something that invites reflection as we decide how
to formulate and present novel supramolecular interactions to
students (e.g. halogen/chalcogen/pnictogen…/spodium
bonding vs. σ-hole vs. secondary bonding/extended acid–base
or VSEPR theories).

We dare say here, for the first time, that anion–π inter-
actions are intuitive.

They are intuitive provided we use a language that promotes
our ability to understand them and inspire the next generation
of chemists to do the same. Differences between different
anions (and ions in general) have long been underappreciated.
As there is no longer a poorly understood “Werner theory” to
explain why spherical metal cations with different numbers of
d electrons behave differently, or a “Pasteur handedness” in
place of a fully developed chirality concept, differences
between ions should be dragged out of the “Hofmeister” era.
Speaking of language, the necessity of removing the
“Hofmeister tag” and moving to a modern description has
already been commented on, and the contemporary chosen
name of “ion-specific effects”86,87 has been introduced. This
name, placing emphasis on how different ions behave differ-
ently, somehow reveals how embarrassingly late chemists, as a
community, started appreciating these aspects. Until textbooks
show hydrated cations with water molecule dipoles pointing
straight towards them, i.e. essentially ignoring the chemistry of
the first solvation sphere, cations will appear more strongly
hydrated than anions: the exact contrary of theoretical and
experimental results.88,89 As for how such confusion affects the
community, cf. how the widely accepted and long-lived extra-
thermodynamic assumption for partitioning salt hydration
free energies into the contributions of individual ions based
on TPA/TPB (TPA = tetraphenyl arsonium, TPB = tetraphenyl
borate) has been both contested90 and supported91 by recent

studies appearing in the same journal and volume. Chances to
meaningfully address anion coordination in solution decrease
the less we understand their solvation, especially for those
interactions, like anion–π ones, which are heavily influenced
by solvent effects.33,77,81 At the same time, the polarity of het-
erocycles is not always well taught/understood either: we refer
here to the clarification of Wheeler and Bloom regarding the π
electron density of azines and to the misleading misuse we
still make of the term “π-acid”.92 It turns out that heterocycles
popularly believed to be π electron deficient are actually π elec-
tron rich! Yet, as judging the electronic structure from the reac-
tivity is an old habit, teaching courses are only marginally
affected by these reports.

In this sense, we can foresee the success of “π-hole”
nomenclature,83 as it suggests a local lack of electronic
density, with respect to “anion–π” which suggests direct inter-
action of anions with the π electron density, and is therefore
counterintuitive: it is all about words and their perceived
meaning!

As a matter of fact, if premade “tag words” are passed down
to new generations, we might end up preventing proper under-
standing of phenomena, hindering the development of some
portion of science. If the reader feels the need for a more con-
vincing example, we refer her/him to the notorious case of
π-distortivity and to how VB theory arguably got discarded for
a MO approach on the basis of its flawed application to
benzene.93 Benzene, our shared model molecule, that with its
electron-rich character makes cation–π interactions intuitive
and anion–π ones counterintuitive.

We hope that the above invites reflection on how we, as a
community, intend to name, present and teach novel supra-
molecular forces: whether with a unified model/theory (sec-
ondary bonding/VSEPR-type description/σ-hole interactions), a
group-by-group approach (halogen, chalcogen, pnictogen, …,
spodium bonds, …), or a combination of the two, and how to
address element-by-element specificity. Moreover, it is also
worth remembering aurophilic and argentophilic interactions
here, as they were already related to the case of polyiodides,22

as cases where specificity was introduced at the single element
level from the start (to complicate the picture, “coinage-metal
bonds”38 and “regium bonds”69 have also been defined with
different meanings, cf. also Metrangolo and Resnati59 signal-
ling that “fluorine/chlorine/bromine/iodine bond” terms had
already been used in the past to denote different interactions
from halogen bonding).

The language and the words we choose to adopt have the
power to shape the future of the field: for this reason,
common and conscious choices must be promoted.

Ontology of triiodide

A large portion of the difficulties in describing the supramole-
cular chemistry of polyiodides can be elucidated by reducing
the problem to the simplest member of the family (I3

−) and
asking ourselves: what is a triiodide?

∥Reprinted with permission from ref. 85. Copyright 2009 American Chemical
Society.
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It is tempting to dismiss the question as rhetorical, but we
warn the reader that it is instead rather tricky.

I3
− is the most commonly occurring and studied polyiodide,

and as such it also possesses a highly prototypical function.
Currently a search for isolated I3

− anions in the CSD returns
1568 hits, ∼3 times more than in 2003.22

We believe we can work out a meaningful answer for our
purposes in two different ways, i.e. by looking at what a triio-
dide is in itself and at how a triiodide is “perceived” by other
polyiodides.

What is a triiodide in itself?

Regardless of our preference for one or the other model for
supramolecular interactions, we need a way to tell covalent or
primary interactions apart from non-covalent or secondary
ones. As for most simple inorganic species, we tend to be con-
vinced we know how I3

− is made in terms of geometric para-
meters. Let us try to use the simplest of polyiodides to assess

the primary/covalent distance length and its standard devi-
ation: an innocent task.

Fig. 4 presents the up to date version of Svensson and
Kloo’s plots22 for the structural features of I3

−.
As shown in Fig. 4a, the I–I bond length in I3

− has a
curious profile, which is best fitted with a Lorentzian curve
centred at 2.9179(1) Å and possessing a full width at half
maximum of 0.0436(3) Å (R2 = 0.997, χ2 = 13.27). In chemical
terms, this means that if one considers the typical bond
length for I3

− as the distance range in which 90% of all I–I
bonds fall (a forgiving assumption), we obtain a range of
2.865–2.975 Å, i.e. the I3

− bond length is 2.92 ± 0.05 Å (i.e.
±1.8%), which becomes 2.92 ± 0.085 Å (±2.9%) and 2.9 ±
0.2 Å (±6.9%) to include 95% and 99% of I3

−, respectively.
This large variability hinders a clear-cut definition of primary
bonds, and consequently hampers definition of secondary
ones, blurring the distinction between covalent and supramo-
lecular contacts.

Fig. 4 Structural parameters for isolated I3
− in the CSD. (a) Distribution and fitting of I–I bond lengths (bins of 0.01 Å); (b) distribution of I–I–I

angles (bins of 0.25°); (c) relationship between the two I–I internal distances of I3
−, d1 and d2; (d) relationship between total I3

− length and d1 − d2
absolute difference. Adapted (i.e. re-drawn with contemporary data) from Fig. 10 of ref. 22 with permission from the American Chemical Society,
copyright 2003.
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In the face of this observation, both Bent (“In the symmetri-
cal I3

− ion, one sees illustrated, again, an element or arbitrariness,
from the structural point of view, in the terms “intermolecular”
and “intramolecular”, when applied to interactions in condensed
systems, where it is not always possible, on the basis of intera-
tomic distances, to define accurately the meaning of the word
“molecule”.”52§) and Alcock (“These compounds show great vari-
ations in bond lengths, and it is perhaps more difficult for second-
ary bonds to be distinguished from primary bonds than from van
der Waals interactions.”28**) show perplexity.

Another possibility to address the matter would be account-
ing for other structural parameters, such as those illustrated in
the rest of Fig. 4. General tendencies, i.e. the preference for a
linear arrangement (Fig. 4b), but again with an angular varia-
bility which is unthinkable for other elements, the tendency
towards symmetry (Fig. 4c and d), and the propensity, when
distorted, to simultaneously shorten one of the two I–I bonds
as the other is lengthened, have been previously discussed.22

Yet, in a sense, this is just the crystallized modern view.
There is general consensus (from Bent52 to Svensson and

Kloo,22 passing through early work by Pimentel,94 Hach and
Rundle,95 and others) about the fact that the fundamentally
symmetric triiodide anion shows large deformations in the
bond lengths in the solid state which are induced by nearby
cations (especially if small and polarising) and/or the non-
symmetric environment of the polyiodide within the crystal.
Yet other chemists invited caution and cast doubt on the
fundamentally symmetric nature of I3

− and hence on the role
of its surroundings. According to the prevailing view, the
role of the I3

− surroundings is to break its symmetry, making
it deviate from the ideal symmetric geometry; according
to the minority opinion, only when the I3

− surroundings
“push” the extremes of the asymmetric anion together under
a certain critical distance can the symmetrisation of the
anion happen.

This case is peculiar and deserves re-examination.
In 1959, Mooney-Slater reported one of the first I3

− crystal
structures and discussed the matter of I3

− symmetry within
the available structures.96 Using theoretical tools discussed
in the associated publication of her husband (J. C. Slater),97

she showed that such symmetry is not obvious at all. In brief,
Slater invoked H3 as a model molecule for I3

−.97 What can be
learned is that such a system would show a single energy
minimum, i.e. the central atom would be equidistant from
the extremes, if and only if the extreme atoms are close
enough, or better, are closer than a certain critical distance.
Otherwise, i.e. if the extreme atoms are too far apart, said
minimum becomes a saddle point, and two minima arise,
with the central atom closer to either of the extreme atoms.
This explains the d1–d2 relationship in Fig. 4c, i.e. the short-
ening of one I–I bond of I3

− as the other is elongated, without
the need for any interaction with an exogenous chemical
species.

Within Slater’s qualitative theoretical framework, Mooney-
Slater computed values for the available triiodides and
obtained rough approximations for the limiting values of d1
(here the shortest I–I distance in I3

−), i.e. about 2.7 Å, and d2
(here the longest I–I distance in I3

−), i.e. >3.5 Å. Today, these
values appear to be extraordinarily accurate for being inferred
based on merely 5 crystal structures. The black elements in
Fig. 5 are a redrawing of Mooney-Slater’s original graph.96 It
was believed at the time that this graph could possess some
sort of predicting power, i.e. that since for certain D values (D
= d1 + d2) it was observed that I3

− was not symmetrical, the
symmetric or asymmetric character of I3

− could be predicted
based on its total length. The red and blue dots in Fig. 5 are
an attempt at populating Mooney-Slater’s graph with contem-
porary I3

− CSD data (isolated I3
− only). At first, it would seem

that the graph’s predicting power is poor, being decent only in
the large d1 and d2 zone and for a slim portion of the sym-
metric triiodides. However, re-examining Slater’s H3 model,97

it is observed that the energy of the saddle point (corres-
ponding to the fully symmetric structure) with respect to the
global minima (corresponding to asymmetric structures) is a
function of D: the less significantly the molecule is elongated,
the lower the energy barrier. Thus, it should not be surprising
that a certain portion of the graph, until d1 and d2 remain
below ∼3 Å, shows a certain degree of structural variability,
surely influenced by the I3

− surroundings. According to this
view, however, the role of the lattice is not prominent, but a
perturbation of an inherently distortive system. More difficult
to explain are fully symmetric I3

− species with both d1 and d2
in the 3.1–3.2 Å range. We learn from Wiebenga et al.56 that in
the first wave of XRD experiments on polyiodide crystals
“efforts have been made to prove that the symmetrical shape of
the I3

− ions is not simulated by a statistical distribution of triio-

Fig. 5 Modern re-drawing of Mooney-Slater’s graph (adapted from
Fig. 5 in ref. 96 with permission from the International Union of
Crystallography, copyright 1959). The original graph (black) based on 5
crystal structures shows a relationship between D, the distance between
the terminal I atoms in I3

− ions, and the shorter and longer bond
lengths, d1 and d2, respectively. The red and blue dots represent cur-
rently available CSD data for isolated I3

−.**Reprinted from ref. 28, Copyright 1972, with permission from Elsevier.
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dide anions, in themselves asymmetrical”†† (such care is also
manifested in individual original XRD reports of the time, cf.
e.g. ref. 95). In this sense, one might question if we are still
considering such issues as carefully, casting doubt on the
quality of some odd data we possess today.

“The distinction between symmetrical and asymmetrical trio-
dide [sic] ions may not be significant, so far as the ion itself is con-
cerned. The observed asymmetry of I3

− in crystals may be pro-
duced entirely by neighboring cations” (Bent, 1968).52§ It may be
so, or it is so? “It is believed that the large linear deformation of
the I3

− ion is a result of the different environments in the solid
state” (Svensson and Kloo, 2003).22‡‡ It is believed so, or it is
really so? The well-known calculations by Datta et al.,98 refer-
enced by most literature thereafter, clearly show that I3

− is
symmetrical. Yet, as Datta et al. focus on the theoretical
minimum energy structure, there is no formal contradiction
with Slater’s model, which predicts fundamentally the same
minimum. The Slaters’ point of view is better described as
being concerned with the nature of the solutions, rather than
with minimum energy calculations (which they did not even
attempt). Luckily, further contemporary discussion is available
(cf. Aragoni et al., ref. 99) as well as reliable contemporary data
(computational tools have greatly evolved), which have recently
been provided by Mealli and co-workers.100 When calculating
interaction energies for I2 interacting with I− at various dis-
tances to ultimately give fully symmetric triiodide, they found
the following: (i) significant I2 distortion (2.73 to 2.86 Å) is
already observed when the approaching I− is at 6.5 Å, with the
energy of the [(I2)·I]

− complex computed as −7.1 kcal mol−1;
(ii) at 3.5 Å distance (I2 internal distance 2.94 Å), the inter-
action energy is large, −19.9 kcal mol−1; (iii) from 3.5 Å dis-
tance all the way to symmetric I3

− (I–I distance 3.04 Å), the
further stabilization is very modest, computed as only
−4.7 kcal mol−1. Whether we choose to believe that I3

− is fun-
damentally distortive or not, the energy barrier to achieving
strong distortion (<5 kcal mol−1) appears to be negligible com-
pared to the ion–ion interaction energies in crystal lattices:
this implies an intrinsic limitation of our ability to discrimi-
nate inter- and intra-molecular bonds.

A brief parenthesis should be opened here on CSD evalu-
ation. The statistics can of course be altered if coordinated I3

−

or superior polyiodides are considered in the data pool. Most
software possesses an intrinsic parameter to determine,
depending on their nature and distance, if two atoms should
be considered bonded or not. Setting the threshold for
primary/covalent bonding to one value or another can alter the
results; moreover, upon moving from one piece of software to
another, borderline I–I bonds can formally become strong
supramolecular interactions and vice versa. All these situations
generally require manual attention with the associated annoy-
ances. We close this digression, highlighting at the same time

the importance of evaluating only non-bonded I3
− as men-

tioned above and the colourful nature of polyiodide chemistry,
with the illustrative case of QEPPAE101 (Fig. 6). QEPPAE con-
tains an I3

− acting as a μ2 ligand on Ge(0) centres: this exotic
I3
− features an I–I–I angle of only 74.1°, setting a record, to the

best of our knowledge, for I3
− bending. The structure was

reported by Jones and Ruthe as a private CSD communication
in 2013101 with no further information; we hope that this expli-
cit mention prompts the authors to share further insights.

Returning to our main point, the nature of the triiodide ion
can be discussed even without statistics on the basis of
bonding theories. Keeping the issue at the classical level, for
now (vide infra), polyhalides received theoretical attention very
early: we refer here to comprehensive reports by Wiebenga
et al.56,57 Three types of explanation for the bonding in polyha-
lides are considered therein: fully electrostatic, localized
covalent bonds and non-localized orbitals. The reason for
referring to such old theoretical work is simple: it describes
limit plain models, with strengths and shortcomings, in a very
immediate manner. In brief, it was already concluded in the
60s that pure electrostatics has little applicability to polyha-
lides, while both localized and non-localized covalency work in
certain cases but fail in others (e.g. the results of the fully loca-
lized description are unsatisfactory for I5

−, I7
− and polyiodides

in general, while it succeeds at explaining polyhalides like IF7;
the reverse is also true).

These simple notions will prove important in the following
discussion.

What is a triiodide according to other polyiodides?

This question is even more interesting in terms of supramole-
cular chemistry.

The best answer available at this time is depicted in Fig. 7.
Fig. 7 is the “negative” image of a triiodide as defined by the
I⋯I′ contacts between a triiodide and an I′–I″–R probe (essen-
tially I2 molecules or polyiodides) built with the available CSD
data. Interacting polyiodides are represented as violet I″ → I′
vectors. The I–I covalent distances of individual triiodides are
shown as black dots, representing the positions of the external
I atoms in the individual triiodides composing the picture.
Red vectors represent instead covalently bound I2 fragments

Fig. 6 The bent I3
− acting as a μ2 ligand in the QEPPAE crystal structure

(tri-t-butylphosphonium (μ2-tri-iodo)-hexakis(iodo)-di-germanium).101

††Reprinted from ref. 56, Copyright 1961, with permission from Elsevier.
‡‡Reprinted with permission from ref. 22. Copyright 2003 American Chemical
Society
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belonging to I5
− (the second most abundant polyiodide in the

CSD, 162 hits). We notice here that, within possible I′–I″–R
probes, I3

− is also bound to be the most representative probe
species, as it is the most abundant in the CSD (a generical
search for I–I–R, with R representing no atom or any atom,
returns 2064 hits, of which 1849 hits (89.6%) are I–I–I; of
these, 1586 hits correspond to isolated I3

−, i.e. isolated I3
−

should account for >75% of the total contacts displayed in
Fig. 7).

The existence of preferred directions and angles for inter-
action is already manifest from Fig. 7, yet thanks to the recent
work by Esterhuysen and co-workers,102 we can be more expli-
cit and present the data superimposed on the theoretical ESP
of isolated I3

−, as in Fig. 8.
It is manifest from Fig. 8 that the “bump in hollow”,

“nucleophilic site in σ-hole” and “halogen bond” complexes
correspond only to the regions highlighted in yellow, i.e. they
are, statistically, minor interactions for these systems. We need

Fig. 7 Negative image of a triiodide as perceived by I–I–R interacting probes. Scales in Å.

Fig. 8 Negative image of a triiodide as perceived by I–I–R interacting probes superimposed on the calculated ESP of I3
− in the gas phase at the

MP2 theory level. Zones corresponding to different interactions are highlighted in pink and yellow. Scales in Å. ESP data reproduced from Fig. 3 of
ref. 102 with permission from Elsevier, copyright 2016.
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to mention here that, on the contrary, these seem to be the
main interactions for I2⋯I2 contacts.

103

For I3
− the vast majority of the interactions are the counter-

intuitive “hollow in hollow”, “σ-hole in σ-hole” and “non-
halogen” bonds found along the I3

− axis, highlighted in pink.
How can such mismatched electrostatic interactions be

favoured?
It is very simple: polyiodides pair these electrophilic

regions and then share electrons among them.
Starting from Legon’s ground-breaking reviews,62,104 which

remain a landmark for halogen bonding and σ-hole develop-
ment, the interest of the community has focused on what can
be described as Mulliken outer complexes.67 These complexes
are held together by electrostatic forces, and show little (a few
hundredths of an electronic charge) to no significant charge
redistribution among the interacting partners, and hence
there is no significant deviation of bond length in the complex
with respect to the isolated species. Legon detailed this
especially well; he also reported and discussed some inner
Mulliken complexes, but he wisely held them in special con-
sideration and avoided mixing them with outer Mulliken com-
plexes, especially when attempting data modelling.104 In inner
Mulliken complexes, strong association and significant charge
redistribution happen, the forces in play go beyond pure elec-
trostatics and, as electrons are shared, a more marked depen-
dence on the chemical nature of the interacting partners is
introduced.

We believe, given the large variability in I3
− bond length

(vide supra), the difficulty in telling covalent and supramolecu-
lar contacts apart, and the manifest electrical conduction
behaviour reported for some polyiodide networks (vide infra),
that there is more than enough evidence to conclude that, in
most of these systems, charge redistribution is non-negligible.

This brings us to the conclusion that polyiodide–polyiodide
non-covalent interactions are fundamentally different from
what we generally consider halogen bonding, for the simple
reason that most of these descriptions were developed to
describe outer Mulliken complexes, not inner ones.

The first step towards understanding and modelling these
interactions lies in recognising this fundamental difference.

This is not to say that halogen bonding is not relevant to
polyiodide⋯polyiodide interactions, but to remark that,
despite its popularity, the term should not be abused.
Thankfully, we were provided with a formal definition, which
clearly talks about “net attractive interaction between an electro-
philic region […] and a nucleophilic region.”58 When two electro-
philic regions are interacting, according to the definition, the
term halogen bonding is improperly used.

There is another point that must be stressed here.
Even the “bump in hollow”, “negative site in σ-hole” and

“halogen bond” polyiodide–polyiodide interactions are not
classical most of the time. The yellow portions of Fig. 8 are
dangerously near to the red zones defined by covalently
bound polyiodides (I5

−). Not only are they dangerously near,
but it can be shown that there is partial overlap between what
is considered covalent and what is considered non-covalent

in the CSD (Fig. 9) (cf. Alcock’s and Bent’s quoted statements
above).

Attributing our manifest inability to distinguish intra- and
inter-molecular interactions for these systems to data quality,
or assignments made by single crystallographers, etc. is only a
partial excuse. The truth is, very different from the opinion of
the software we use daily, that for interacting polyiodides there
is not a well-defined threshold distance value under which the
interaction is fully covalent and above which it is fully supra-
molecular. Charge redistribution happens also for the inter-
actions in the yellow areas of Fig. 8 and 9, and, due to frac-
tional bond orders, it is inherently difficult to distinguish
covalent and non-covalent interactions. This is where a certain
degree of freedom of choice in interpretation still exists, and,
as everyone exerts this freedom, how statistics and distinctions
tend to become more and more blurred.

Politzer, Murray and Clark made a case for the purely
semantic distinction between n–σ* charge transfer and polariz-
ation for σ-hole bonded systems. “The difference is more seman-
tic and definition than reality”,72§§ they wrote, vs. “Le langage
est une legislation, la langue en est le code”,25¶¶ Lehn’s take on
the supramolecular chemistry lexicon (originally formulated in
a broader sense by the semiotician Roland Barthes105):
perhaps chemical semantics would make for a good field of
study. Their observation, also discussed by others in the
literature,106,107 is fully agreeable for the cases they discuss,
but less so in the specific case of polyiodides. It is true that
attempting to reduce the complexity of polyiodides into σ-hole
bonding, aiming to solve the issue with a simple electrostatic
model, is extremely tempting. However, the shortcomings of a
pure electrostatic model for polyiodides have been demon-

Fig. 9 I–I covalent bond distances in I3
− (violet, cf. Fig. 4a) and I5

− (red)
compared to the shortest I⋯I supramolecular interactions from the
dataset used to generate Fig. 7 and 8 (magenta). A ∼0.3 Å shell, approxi-
mately from 3.1 to 3.4 Å, exists where interactions cannot be assigned as
properly covalent or properly supramolecular.

§§Reproduced from ref. 72 with permission from the PCCP Owner Societies.
¶¶Copyright 2006 Wiley. Used with permission from ref. 25.
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strated in the 60s, together with those of localized and non-
localized covalent models.56,57 The truth, according to a good
share of the literature evidence – we mention here again the
detailed work by Mealli et al. on I3

−, I4
2− and I⋯I–R−

systems,100 substantiating the negligible importance of σ-holes
in their formation and, on the contrary, the remarkable σ elec-
tron sharing – lies somewhere in the middle, in a conceptually
difficult realm where “orbital overlap”, “rehybridization”,
“hypervalency” and “fractional bond order” are the keywords.
What is important, to foster future understanding, is to
embrace such complexity and not be scared away from it.
Hence, in this specific context, we must make careful use of
“secondary bonding” and especially of the popular “halogen
bonding” and “σ-hole bonding” terms: we must learn to use
such terms within the limits of their respective definitions and
strongly refuse their usage as passe-partout “tag-words” allow-
ing us to dismiss complex matters in need of further investi-
gation. The central idea we want to pass on is that, under the
appropriate light, the no man’s land in Fig. 9 is nothing but a
land of opportunity for further supramolecular chemistry
development.

One is also tempted to plant his own flag, introducing
his own term in the new-wave supramolecular chemistry
vocabulary (such seems to be the trend in the current supra-
molecular literature): iodophilic interactions could be the
one (not particularly original either, as the similarities
between I and Au have been addressed elsewhere22 and the
philia and neikos understanding of chemistry is arguably
better left to Empedocles’s writings – around 400 BC). We
decide to pass, deeming the appreciation of the underlying
meaning more important than the establishment of novel
words.

We also refrain here from any other statistical evaluation of
more complex polyiodides for three reasons.

First, we hope to have pointed out that, even for the sim-
plest polyiodide, the situation is inherently complex. Some
misconceptions exist, at times impeding recognition of the
nature of the underlying interactions: these need to be fixed in
order to meaningfully prosecute studies in the field. Moreover,
I3
− is always referenced as one of the fundamental building

blocks of polyiodides: since the situation is not trivial for I3
−,

it cannot be but more complex for the others.
Second, starting from pentaiodide, polyiodides start to exist

as different isomers, denoting different hybridization/elec-
tronic distribution (V and L for I5

−, pyramidal and Z-shaped
for I7

−, and so on). This adds a further layer of complexity that
prevents presentation of a comprehensive view in a single
image.

Lastly, no other polyiodide is equally represented in the
CSD: when the available data is of the order of a few tens of
structures or less (e.g. I7

− returns only 24 CSD hits, ideally to
be separately analysed for pyramidal (11) and Z-shaped (13)
I7
−), extraction of statistically meaningful information is not

yet possible (i.e. the community needs more data and struc-
tures for superior polyiodides, a conclusion we share with
essentially the whole reference list).

Now-affable advances in polyiodide
chemistry

As discussed above, polyiodides have the ability to foster broad
scientific interest, resulting somewhat in fragmentation of
knowledge into different schools of thought. The same is also
true from an experimental viewpoint, where several divisions
can be envisaged.

The first choice concerns the phase under study. Most
studies deal with either liquid or solid phases.

Liquid phase studies can employ either organic sol-
vents, polymers or even molten I2 as a medium.22 These
studies can generally only access non-extended polyiodides,
either due to dilution (solvents), incorporation in a pre-
formed matrix (polymers) or due to the required tempera-
ture (molten I2). This field is not covered in the present
review, for the sole reason that the finer discussion of
supramolecular forces is better accomplished in crystalline
solids. Moreover, we believe that better framing in terms
of secondary/halogen/σ-hole bonding can be given, main-
taining the crystal engineering focus that led to the
development of these concepts in supramolecular
chemistry.

The relevant crystalline phase studies can be divided, again,
into three main categories.

A first body of work, too classical to be covered here,
corresponds to the period of scientific curiosity towards
polyiodides and the initial/growing availability of diffraction
techniques: there was a time when examples of complex
polyiodides were rarely, if at all, reported, and it was still
possible to steadily isolate “odd” species with a certain
ease. This was already systematically described by Svensson
and Kloo,22 who also took the time to review critically,
illustrating such cases where exotic individual species were
claimed but could be rather interpreted as familiar building
blocks held together by weaker, clearly non-covalent,
interactions.

Beyond these early efforts, it became manifest that series of
compounds with systematic structural variations are required
to extract meaningful trends:22 difficulties connected with syn-
thesis and crystallization (which should also be conducted in a
controlled manner so as not to alter the results) slowed down
further progress.

There were two long-lasting questions in the field:
(i) How can we achieve selective synthesis of one specific

polyiodide over the others?
(ii) How can we produce extended polyiodide networks and

what are their properties?
This resulted in two different branches, which use funda-

mentally different tools and produce crystalline phases that lie
at opposite poles in terms of iodine density: these go by the
broad names of “supramolecular caging” and “iodine-dense
frameworks”, with some crossbreed systems also being
reported. A pictorial view of the main differences is displayed
in Fig. 10.
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Supramolecular caging of polyiodides

The concept of caging was developed as an answer to question (i).
It is possible to achieve selective synthesis of polyiodides by

applying a sort of Supramolecular Darwinism, i.e. survival of
the fittest, to complex mixtures of polyiodides. This is achieved
with a clever use of supramolecular tectons that tend to form
polycationic networks with cavities of desired and controllable
size in the presence of anions. When their spontaneous assem-
bly happens in the presence of I−/I2 mixtures, the best fitting
polyiodide is preferentially included in the solid, leading to an
entirely selective self-assembly process. This is commonly
known as dimensional caging of polyiodides, since size com-
plementarity is the first and foremost discriminating factor in
play. Over time, shape, angles, the disposition of the charged
groups, the directionality of the forces in play, and the tectons’
intermolecular packing tendencies have also come into use.
The resulting crystalline phases tend to be relatively iodine-
dilute: this is because each polyiodide is generally encapsu-
lated in a ligand matrix, with few to no opportunities to
contact and interact with other polyiodides. In other words,
the main contacts in these systems are expected to be of the
polyiodide–lattice type: this is the realm where halogen, sec-
ondary and σ-hole bonding are fully relevant concepts, of
capital importance for understanding the resulting phases.
The better the concepts of halogen and σ-hole bonding were
understood, the more possible it became to effectively
implement finer host/guest stereoelectronic complementarity
criteria in designing such systems.

Many types of ligand molecules have been employed in this
context, selected according to either their structural features
and/or their amenability to different supramolecular forces.
Lately this became a matter of preference, often tied to the
desired results in terms of the target polyiodide and/or the
final properties of the resulting lattices.

The idea of selective stabilization of discrete polyiodides
based on supramolecular interactions existed in the chemical
literature for a long time. Until recently, this was formulated in
classic supramolecular terms, e.g. by referring to the obtained
phases as “complexes of complexes” obtained with well-estab-
lished intermolecular forces. As an example, we can cite the
study by Ilioudis and Steed,108 where a protonated azacyclo-
phane, 1 (Fig. 11), with a cavity matching the iodide anion in
size, was used to obtain polyiodide complexes. Not only did
the ligand display effective iodide binding, but it also effec-
tively promoted the formation of the elusive I4

2− species by
insertion of a bridging I2 molecule in between two ligand-
bound iodides.

The shaping of this area of supramolecular chemistry into
the sub-field of supramolecular caging of polyiodides was pio-
neered by Svensson and Kloo, together with Gorlov.48 Their
study promoted the ideas of selective spatial confinement of
polyiodides through a hierarchical use of different supramole-
cular interactions.

Fig. 10 Schematization of current approaches to polyiodide chemistry: supramolecular caging vs. polyiodide frameworks.

Fig. 11 Stabilization of the I4
2− anion (b) through the protonated azacy-

clophane 1 (a). CSD refcode: NABWOD.108 Space-filling representation
used to highlight the good complementarity between 1 and the hosted
I− anion.
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The initial idea was to use ligands composed of a central
couple of separated quaternized ammonium groups posses-
sing long alkyl side chains: in such a way the spontaneous
assembly of long alkyl chains into a lamellar-type structure
would result in the confinement of the necessary polyiodide
counteranions in close proximity to the ammonium groups.
In fact, using the dication (C12H25)(CH3)2N(C2H4)N
(CH3)2(C12H25)

2+ (DA2+), I− and I3
− complexes could be iso-

lated, while using the larger (C16H33)(CH3)2N(C2H4)N
(CH3)2(C16H33)

2+ (HA2+) ligand, I−, I3
− and I5

− complexes were
obtained (Fig. 12). The resulting phases are indeed composed
of the expected lamellar arrangement of alkyl chains with con-
finement of polyiodides: the small iodide ion and the linear
triiodide (matching the arrangement of the diammonium
ligand) can always be accommodated. Pentaiodide binding
interestingly results in transition of the ligand from an
extended conformation to a U conformation, affecting the
overall lattice properties and giving rise to polyiodide chains
rather than full encapsulation of the polyiodide as in the other
cases.

Metrangolo, Resnati, Rissanen and coworkers reported
instead a different take on selective polyiodide stabilization,
demonstrating that it is possible to access the elusive I4

2−

species selectively by using a very simple dicationic receptor:
bis(trimethylammonium)hexane (Fig. 13).109 This molecule
possesses a precise dimensional matching with I4

2−: once the
ligand is in contact with an I−/I2 mixture, 2 I− ions are co-
ordinated and a perfectly fitting cavity for an I2 molecule
remains between them, leading to selective I4

2− formation
(Fig. 13a). The more easily formed I3

− and I5
− can also be

stabilized with some compromises: due to the imperfect
anion/ligand size match, I3

− organizes in infinite ribbons
(Fig. 13b), while I5

−, owing to its bent structure, requires a
major rearrangement of the packing, now featuring a zig-zag
pattern of ligand-defined cages (Fig. 13c).

In the same year Rissanen, Albrecht and co-workers intro-
duced anion–π interactions as directional forces for stabiliz-
ation of polyiodides and other related trihalides, such as Br3

−.36

As displayed in Fig. 14a, through a quinoline-based ligand
functionalized with a pentafluorophenyl appendage, the tri-
bromide anion can be effectively surrounded by 4 aromatic
moieties (2 quinolines, 2 pentafluorophenyl moieties), stabiliz-
ing it through anion–π interactions. 2 additional quinoline
rings complete the aromatic cage around the anion, interact-
ing via CH⋯I and NH⋯I contacts.

The same concept is successfully applied to polyiodides
with pentafluorobenzyldibenzylammonium as counterion. In
this case, encapsulation of I3

− and I4
2− anions is simul-

taneously achieved within the same crystal through anion–π
interactions (Fig. 14b).

An attempt to use a biphosphinium cation functionalized
with pentafluorophenyl appendages still resulted in I4

2−

caging in a mixed I−/I4
2− crystal. Control of I4

2− formation in
this case seems to be due to the spacing of the cation charges

Fig. 12 Overview of the solid phases formed by the HA2+ ligand and I−/
I2 mixtures (CSD refcodes: (a) LOQMAG; (b) LOQMEK; (c) LOQMIO).48

Fig. 13 (a) Perfect caging of I4
2− (displayed as [I·I2·I]

2−) by the bis(tri-
methylammonium)hexane ligand. Imperfect matching with I3

− and I5
−

leads to I3
− infinite chains (b) and to a ligand zig-zag pattern to accom-

modate I5
− (c). CSD refcodes: (a) NUTSOL; (b) NUTTAY; (c) NUTSUR.109

Fig. 14 (a) Aromatic cage around the Br3
− anion as found in the

LAGGEH crystal structure;36 (b) similar anion–π-based stabilization
achieved for polyiodides in the LAGFEG crystal structure;36 (c) caging of
I− and I4

2− with anion–π interactions and CH⋯I contacts, respectively,
using a biphosphinium derivative (CSD refcode LAGFOQ).36
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and CH⋯I interactions, while anion–π contacts remain rele-
vant only for the iodide anion, effectively sandwiched in
between pentafluorophenyl rings (Fig. 14c).

In 2012 Metrangolo and Resnati returned to the idea of
polyiodide stabilization with structurally matching cations,
illustrating this time how the cation’s shape, and especially
angular parameters, can also lead to stabilization of exotic
species not commonly isolated otherwise, such as I7

3−.110

Caging of such species is achieved through a network of
charge assisted CH⋯I contacts involving an alkyl ammonium
trication (N,N,N,N′,N′-pentamethyl-N′-(6-(trimethylammonio)
hexyl)hexane-1,6-diaminium) as shown in Fig. 15.

Meanwhile, in 2011, halogen bonds were also introduced in
the number of supramolecular tools available in the supramo-
lecular caging of polyiodides.111 This was achieved by modular
preparation of 4,4′-bipyridinium salts possessing different sub-
stituents, including fluorinated and iodinated ones. It was
demonstrated that methylpyridinium is not suitable for caging
purposes (Fig. 16a), leading instead to polyiodide ribbons.
Functionalization with benzylic appendages resulted in much
better results, with cages being formed due to ligand–ligand
π–π stacking forces, thus allowing for effective polyiodide
incorporation (Fig. 16b). When these appendages featured
iodo-substituted aromatic rings, the formation of directional
halogen bonds was observed, further assisting the selective
incorporation of the best fitting polyiodide in the crystal
matrix (Fig. 16c).

It is worth noticing here that the almost linear (163.5°)
interaction (1 in Fig. 16c) is no more than a van der Waals-type
contact (I⋯I distance 4.04 Å) with non-stringent interaction
geometry. The other I⋯I interaction in the same figure, 2, is
much stronger (I⋯I distance 3.63 Å) and is in line with the
expected geometric parameters for proper halogen bonding: it
is observed to be collinear with the C⋯I bond at the electro-
philic/σ-hole site, and the angle at the nucleophilic site is rela-
tively close to tetrahedral (I–I⋯I angle 120.9°, cf. Fig. 2).

Reiss and van Megen partially revisited some of the above
systems. They reported additional members of the 4,4′-bi-
pyridinium I2/I

− family of complexes112 and reconsidered
ammonium-based receptors: usage of 1,8-diaminooctane
(longer with respect to bis(trimethylammonium)hexane,

observed to stabilize I4
2−)109 led to selective formation of I6

2−

complexes as shown in Fig. 17.113 As a protonated primary
amine is used instead of a quaternized ammonium, a dialogue
between the I⋯I interactions holding the I6

2− together and the
H-bonding to the receptor is established.

Even simple coordination compounds, like [Cu(DMSO)6]
2+,

have been demonstrated to be able to pack, leaving suitable
cavities for polyiodide caging.114 In the specific case of this Cu
(II) complex, multiple CH⋯I contacts stabilize I− coordination
in the proximity of the Cu(II) complex (Fig. 18). As weakly
bound I− ions are found at the periphery of each Cu(II)
complex, their close packing is somewhat hindered by charge–
charge repulsion. The system is observed to solve the issue by
inserting bridging I2 molecules in between each pair of I−

anions, resulting in effective stabilization of I4
2−.

In conclusion, supramolecular caging of polyiodides effec-
tively applies complementarity and preorganization principles
to the selective stabilization of polyiodides. While simpler cri-
teria based on size and shape considerations were among the
first ideas to be implemented, effective usage of stereoelectro-
nic complementarity has been demonstrated with a plethora
of different underlying interactions (hydrogen bonds, anion–π
interactions, halogen bonds). As I⋯I contacts tend to be of sec-
ondary importance here, since polyiodides tend to exist as iso-

Fig. 16 Simple bipyridinium cations and their influence on supramole-
cular caging of polyiodides: (a) no caging observed; (b) effective caging
due to appended benzylic substituents; (c) effective caging reinforced
by I⋯I halogen bonds with iodo-substituted aromatic appendages. CSD
refcodes: (a) SOXHET01; (b) SAZZAW; (c) SAZYUP.111

Fig. 15 Supramolecular alkylammonium cage stabilizing the I7
3− anion

(here formally displayed as an [(I)3(I2)2]
3− complex for clarity). The main

short CH⋯I contacts are highlighted in red. CSD refcode: PEKKEX.110

Fig. 17 Caging of I6
2− (shown as an [(I3)2]

2− complex for clarity) with
protonated 1,8-diaminooctane. The main hydrogen bond pattern is
highlighted in red. CSD refcode: PUXWEM.113
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lated entities within the crystals, most of the novel vocabulary
of supramolecular chemistry is of full relevance.

From cages to unintended moulds and proper cage/mould
systems

As we shift the focus of our discussion from isolated caged poly-
iodides to polyiodide networks, it is useful to emphasize a rele-
vant fact: the distinction between the two subfields at times is
more dependent on the mindset and scope of the investigators
than on the actual outcome of polyiodide crystallization.

With the best intention to achieve solely selective supramo-
lecular caging of the target polyiodide, many of the above
described ligands led to the formation of solid phases with
different polyiodides. Some of them can be rightfully classified
as polyiodide networks. To name some examples, bis(tri-
methylammonium)hexane does selectively cage I4

2−, but can
still form I3

− and I5
− complexes as shown in Fig. 13.109 While

the I5
− complex still features polyiodide confinement, the I3

−

complex presents infinite triiodide chains instead.
Effective salt-bridge bonding stabilization of I− leading to

I4
2− confinement, as demonstrated by Ilioudis and Steed, is

but one of the possibilities offered by their cyclophane (1,
Fig. 11). If crystallization is conducted more slowly, allowing
for aging and aerobic oxidation, a more iodine rich phase can
be isolated where the interaction of 1 with iodide remains rele-
vant, but ribbons of I8

2− anions are instead stabilized in
between the charged rims of neighbouring cyclophanes, result-
ing in a network.108

In general, it is well known that crystallization of polyiodides
is strongly dependent on the conditions, and heavily influenced
by several different effects so that the overall results are difficult
to predict. These include the solubility of possible solid phases
and the crystallization time (especially if iodide containing solu-
tions are left exposed to air), together with the parameters that
can influence the general nI− + mI2 = I2m+n

n− equilibrium, such
as solvent/crystallization medium and temperature.22

In a sense, the nice progress achieved in the supramolecu-
lar caging of polyiodides testifies to a profound understanding
of supramolecular chemistry principles and skilful ligand
design, as selective stabilization can indeed be achieved. Yet
even a perfect ligand for a target polyiodide is easily defied by
a totally different, or time dependent, I−/I2 stoichiometry in
the crystallization mixture. This means that, in sub-optimal
conditions, ligands intended as caging agents for discrete
polyiodides can instead stabilize polyiodide networks by unin-
tentionally moulding the formation of polyiodide frameworks
around them.

As the parameters in play can be many and their individual
effects difficult to assess, the exact process through which an
intended supramolecular cage becomes an unintended supra-
molecular mould remains unclear most of the time.

Bianchi and co-workers recently reported the case of a system
behaving as a cage or mould in different conditions, along with a
new collection of 8 crystal structures at increasing iodine content,
and tried to shed light on the underlying processes.9,10,80

The renowned tetracation cyclobis(paraquat-p-pheny-
lene)115 (also known as Stoddart’s Blue Box, BB in the follow-
ing discussion) crystallizes in the presence of iodide anions,
giving crystal structures with the expected [BB(I)4] general
formula. The obtained crystals are hybrid organic–inorganic
salts held together by charge–charge, anion–π and dipolar
CH⋯I− interactions arranged in 3D ordered porous networks,
with cavities defined by the arrangement of I−-bridged BB
pillars (Fig. 19).80 Since none of these interactions are as direc-
tional as coordination, covalent or H-bonds, used respectively
to achieve the predetermined porous architectures of MOFs,
COFs and SOFs (Metal, Covalent and Supramolecular Organic
Frameworks, respectively), the system behaves as a ball-jointed
three-dimensional assembly, showing global packing re-organ-
ization dependent on the crystallization conditions (Fig. 19).
According to the unprecedented flexibility of such networks
and their controlled but stimuli-responsive assembly, this has
led to the definition of POFs, permutable organized frame-
works, as a novel type of porous material.80

When the BB/I− system is allowed to come into contact with
I2, different situations are encountered depending on the
solvent (Fig. 20).

Fig. 18 Top and side views of I4
2− caging by [Cu(DMSO)6]

2+ cations.
Red lines represent short CH⋯I interactions. CSD refcode: FILDAH.114
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In DMSO solution in the presence of an excess 1 : 2
I− : I2 mixture, BB behaves as a cage, resulting in a [BB(I3)4]
type complex featuring replacement of the 4 I− ions brid-
ging BB pillars with two I3

−. A third I3
− is effectively hosted

in the BB cavity (Fig. 20a) and the fourth is hosted in a
binding site located in between BB pillars. This can be
thought of as a caging process, where the BB cavity
effectively hosts isolated polyiodides and governs crystal
packing.10

By adding an excess of iodine, isolated [BB·I5] complexes
were observed in DMSO via Raman spectroscopy, showing I5

−

in its asymmetric L configuration.10

Using the same excess iodine conditions in acetonitrile
instead leads to stabilization of a polyiodide framework.9 The
resulting complex has the [I5@BB(I3)3] formula. Each BB hosts
an I5

− anion leading to a rearrangement of individual BB
pillars into twin columns held together by short I⋯I contacts
and BB⋯BB π–π stacking interactions. This leads to the for-

Fig. 19 Examples of the unprecedented structural variability of the [BB(I)4] system in forming porous architectures, leading to the definition of
POFs. Colour code: BB, blue; iodide, violet; hosted naphthalene molecules, red; co-crystallized solvent molecules omitted. Full details in ref. 80.
Partially adapted from ref. 80 with permission from Wiley, copyright 2020.

Fig. 20 Schematic evolution of the BB ligand (blue) from a supramolecular cage encapsulating polyiodides (pink/violet) (a), to a supramolecular
mould templating a polyiodide network passing inside (b), and outside (c), its cavity depending on the nature and I2 content of the crystallization
medium. Full details in ref. 9 and 10. Partially adapted from ref. 80 with permission from Wiley, Copyright 2020. Partially adapted from ref. 9 with
permission from The Royal Society of Chemistry, copyright 2020.
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mation of an infinite chain of fused 14-membered polyiodide
rings encompassing 2 BB molecules each, i.e. to the formation
of an infinite supramolecular [3]catenane (Fig. 20b). In this
solid phase, the I5

− anion is observed (XRD, Raman) to regain
its full V-shaped symmetry. In this case BB promotes the for-
mation of a pentaiodide framework that nevertheless remains
somewhat confined within the BB cavity, transitioning from a
fully caging function to a certain degree of templating.

The full moulding ability of BB emerges at even larger
iodine excess. In such conditions the core internal I5

−@BB
interaction and the twinned columns survive, but the system
can now also take full advantage of the BB external surface for
the stabilization of a polyiodide network surrounding it
(Fig. 20c). By incorporation of a further I2 molecule per BB,
[I5@BB@(I5)(I3)2], a complexes of complexes type of adduct, is
produced in the solid state: the former [3]catenane structure
observed for [I5@BB(I3)3] is converted into the axle of an infi-
nite pseudopolyrotaxane as very large (22-membered, i.e.
[(I5)2(I3)4]

6−) polyiodide rings are templated by the external
surface of each pair of catenated BB molecules (Fig. 21).9

This not only results in one of the most intricate (and
perhaps beautiful) recent examples of interlocked polyiodides,
but overall shows that several parameters, including stoichio-
metry and the nature of the solvent, play a major and not
easily addressed role in determining the caging or moulding
function, even for exactly the same ligand molecule.

Polyiodide frameworks

Extended polyiodide frameworks received early interest in view
of some of the material properties they may bring about. A
famous example is that known as (TTT)2I3 (TTT = tetrathiote-
tracene). This system, also known as TETTRI (from the CSD
refcode of the crystal structure) (Fig. 22), has been called a one

Fig. 21 “Interlocked polyiodides”, the 1st Italian national finalist in Wiki Science Competition 2019116 (non-photographic media category), represents
a portion of the [I5@BB@(I5)(I3)2] crystal structure.

117 The image is free to share under a CC 4.0 international licence.

Fig. 22 Front and side views of the cell content and polyiodide wires of
TETTRI (CSD refcodes: TETTRI to TETTRI12).
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dimensional organic metal,118 due to its trains of interacting
triiodides, and features a reported electrical conductivity close
to that of elemental In.22 Despite intense scientific con-
sideration in the late 70s and early 80s, as testified by the
12 CSD depositions (TETTRI to TETTRI12) and related
publications,118–122 it was not possible, to the best of our
knowledge, to fully elucidate the structure of the I3

− trains, a
fact that was, to some extent, also viewed as a consequence of
the limited I–I bond localization of the interacting triiodides.

A certain fascination and supramolecular interest in
extended polyiodide frameworks has long existed in the litera-
ture. Although this perspective intends to cover the latest con-
tributions, which have a rather different focus (vide infra), a
brief mention of earlier work is due. Pioneering and well-
known contributions to the field have been made by a collab-
oration between Lippolis,123–125 Blake and Schröder.126–132

Blake, Lippolis, Schröder and co-workers reported several
beautiful examples of extended polyiodide networks, demon-
strating very interesting ideas concerning templating through
organic ligands or metal complexes as structured counterions.
Their work resulted in some of the first examples of polyiodide
systems of superior complexity, including supramolecular
belts, helices and even cross-linked double helices (Fig. 23).

We make only a brief mention of these studies here, as
these authors have already produced a remarkable review illus-
trating their ideas for moulding polyiodide frameworks
around ligands or metal complexes designed for the task: the
reader is gladly directed to this first-hand account.133 As the
number of noteworthy supramolecular polyiodide architec-
tures expands, the influence of these reports in our own and
other research groups’ latest contributions134,135 is manifest.

To better frame the latest trends in the field, as well as
stressing the importance of a deep understanding of I⋯I inter-

actions (hence the above discussion on supramolecular inter-
actions), a few facts must be noted.

First, contrary to supramolecular caging, the crystal struc-
tures of polyiodide frameworks tend to be dominated by
I⋯I contacts. As we transition from halogen/σ-hole/second-
ary I⋯lattice interactions typical of supramolecular caging
to I⋯I contacts, detailed understanding of the nature of
such interactions becomes of paramount importance:
subtleties are no more semantics as they affect material pro-
perties. Recent attention has been given to iodine-dense
systems as solid-state conductor candidates based on a
Grotthuss-like mechanism.20 It is implicit that proper
understanding of the chemical bonding in such systems
and tailoring of the material properties are different faces of
the same problem.

When the issue is approached with applications in mind,
the Grotthuss-like mechanism is reported to have qualitative
and quantitative requirements. In terms of the quality of I⋯I
interactions, maintenance of a certain degree of orbital overlap
is required to allow electron jumping: structures with uninter-
rupted trains of polyiodides with short intermolecular dis-
tances are generally more effective. This is where detailed
understanding of I⋯I supramolecular interactions would
come in play. On a quantitative level, experimental results indi-
cate that conductivity tends to increase with increased iodine
density.22,137,138 On a rough material level, one could think
that the more conducting wires (i.e. trains of polyiodides) per
volume unit there are, the better the conductor. Yet, chemi-
cally, higher iodine density generally implies not only shorter
(on average) I⋯I distances, but also increased I⋯I connectivity.
In the end, the nature of the I⋯I contacts and macroscopic
parameters such as iodine density end up being intertwined
and difficult to disentangle.

Fig. 23 Self-assembly examples, selected from ref. 133, directed towards polyiodide framework stabilization using ad hoc molecules and metal
complexes. Left, polyiodide double helix (red/green) cross-linked by I2 bridges (violet) templated by a Zn(II) helicate complex (CSD refcode:
UJEGAR);131 top right, polyiodide [I(I2)3]

− cubic lattice developed around a [Ag([18]aneS6)]
+ metal complex (CSD refcodes: ZIFBIZ/ZIFBIZ01);128,136

bottom right: molecular belts around I− bridged [Pd([16]aneS4)]
2+ complexes (CSD refcode: TOHIG).126
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In 2017, Bianchi and Melguizo reported some peculiar
polyiodide complexes organized in a lamellar fashion
(Fig. 24)37 (cf. Englert, Espinosa et al.139 for a further report
of layered cation–polyiodide assembly and I⋯I bond investi-
gation). This peculiar organization was made possible by the
s-tetrazine-based ligand L2, exploiting the strong anion–π
interactions of this family of ligands35,81,82,140 to stabilize
polyiodide sheets.

This invited reflection and comparison with structures such
as TETTRI, which features separate “wires” of polyiodide and
is, at first sight, much less iodine dense than the L2 layered
complexes.

Yet there was no simple universal method to directly and
quickly compare the iodine density of different polyiodide net-
works. Such a parameter might be of use in the arduous but
coveted case where we manage not only to prepare ligands
with systematic structural variations, crystallize their polyio-
dide complexes and determine their structures (already men-
tioned as a demanding task by Svensson and Kloo),22 but also
obtain crystals of suitable size, quantity and quality to allow
experimental access to their conduction properties (to this day
a parameter that is seldom reported, but also one that tends to
grant prestigious publication).7 In the long run, perhaps, this
will give us the chance to unravel structure–property relation-
ships and achieve tailoring of solid-state polyiodide conduc-
tors and semiconductors.

A parameter fit for the task was introduced in 2019: it is the
iodine number (IN).

8 The iodine number is simply the ratio of
the experimental iodine number density (number of I atoms
per Å3) in the discussed crystal structure and the same para-
meter for crystalline (orthorhombic) I2 (i.e. 0.02346 I atoms
Å−3), where crystalline I2 is assumed as a reference (IN(I2) = 1).
At this point all possible polyiodide structures can be charac-
terized and quickly compared in terms of iodine density
by the convenient IN parameter, ranging from 0 (no iodine
atoms in the crystals) to 1 (same iodine density as
crystalline I2) (the scale can theoretically extend above 1,
should such extreme densities be accessible, e.g. in high-
pressure experiments).

The first application of the novel IN descriptor was demon-
strated for a class of azacyclophanes and their N-methylated
derivatives, used in their protonated form as small counterca-
tions for polyiodide growth.8 With a modular approach in
mind we first assessed successive methylation of the ligand,
diminishing the importance of NH+⋯I− hydrogen bonds. Due
to complementarity reasons, polyiodide-based clathrate-like
structures were produced, e.g. resulting in cubic boxes
(POJWET, Fig. 25) reminiscent of previous literature in the
field (cf. ZIFBIZ01, Fig. 23, top right).128 While the two struc-
tures feature a manifestly different iodine density (both are
composed only of polyiodides and countercations, with the
monovalent cation [Ag([18]aneS6)]

+ bigger than the divalent
H2L2-Me3

2+), IN fulfils the purpose of allowing quick compari-
son of any crystal structures in terms of iodine density. It
allows us to say that ZIFBIZ01128 has an IN of 0.393, while
POJWET8 has an IN of 0.589, i.e. POJWET is about 1.5 times
more iodine dense than ZIFBIZ01. While to this day our ability
to draw bonding information from iodine density is limited,
we notice that in ZIFBIZ01 the original authors correctly for-
mulated I7

− as an [I(I2)3]
− complex (formal I−⋯I2 distance

3.356 Å);128 while in the case of POJWET molecular I7
− with

shorter bond distances (formal I−⋯I2 distances in the
3.061–3.233 Å range) are formed.8 In order to be able to extract
precise information, rather than pointing out hints, better

Fig. 24 Unused cover art suggestion for Dalton Transactions, showing
polyiodide layers stabilized by the tetrazine based ligand L2. The [H2L2
(I3)2] anion–π complex is viewed from above the plane. The formula of
Ln (n = 1–4) is given below the picture. Full information and the official
artwork are found in ref. 37.

Fig. 25 Heptaiodide cubic boxes in the POJWET crystal structure.
Partially adapted from ref. 8.
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understanding of the correlation between iodine density and
the nature of the I⋯I bonding must be sought.

The availability of new tools (IN,
8 but also Hirshfeld surface

analysis141–143 must be mentioned here) is among the reasons
we took an interest in BB and its transition from supramolecu-
lar cage to supramolecular mould depending on I2 content
(vide supra), despite the fact that the molecule itself, due to its
synthesis/availability/market price, hardly allows us to envisage
massive usage around the corner.

In the wake of this renewed interest in conduction pro-
perties, metals have been reconsidered on two different
grounds.

The first viewpoint is tied to materials chemistry and is
perfectly exemplified in a study by Zeng and co-workers.144

As commented above, the possible templating role of discrete
metal complexes had been explored and commented on. Yet,
as the community gained expertise far more rapidly in MOFs
(fastest growing metal–organic family of structures in the
CSD)145 than in supramolecular templates for polyiodide
frameworks, it became possible to employ 3D preformed
architectures to stabilize polyiodide networks. In this way,
the self-assembly process concerns only the polyiodide
portion of the framework, while the cations are pre-emptively
organized in a 3-dimensional array. The abovementioned
study demonstrated a MOF-based polyiodide 3D framework
with superior thermal stability, iodine release and recovery as
well as properties (conductivity, optical) dependent on iodine
content. These promising results are likely to promote
further exploration of this parallel access route to polyiodide
networks.144

The second approach is perhaps further away from such
goals as it addresses direct metal–polyiodide interactions.
Bianchi and García-España have just reported a series of coor-
dinatively unsaturated Cu(II) azacyclophane complexes,
differing only by the degree of N-methylation, where the pro-
gressive removal of NH H-bond donor sites progressively shifts
the packing control of the resulting phases from hydrogen
bonding to I⋯I interactions, causing the Cu(II) centres to take
part in polyiodide chains (Fig. 26).146 The working hypothesis,
to be verified and developed, is that direct involvement of
unsaturated metal centres via iodine–metal coordination
bonds might result in superior mechanical properties and

potentially alter the conduction properties (cf. the interesting
recent communication by Hu, Zhou and Cao147 for further
insights).

In closing our overview of current advances in polyiodide
chemistry, we recall that the study of metal–polyiodide inter-
actions in 3D frameworks is potentially of interest also for the
hot topic of iodine-based perovskites. Several prestigious
reports about iodine migration or the nature of defective sites
addressed the properties of metal polyiodides:148,149 cf. the
QEPPAE case (Fig. 6) which demonstrates the room for
improvement in our understanding of such chemistry.

Conclusions

“When I use a word,” Humpty Dumpty said, in rather a scornful
tone, “it means just what I choose it to mean—neither more nor
less.”

“The question is,” said Alice, “whether you can make words
mean so many different things.”

“The question is,” said Humpty Dumpty, “which is to be
master— that’s all.”150

The prime objective of this review was to present an
updated record of the advances in polyiodide chemistry,
mainly covering its long-term goals leading to the contempor-
ary branches of supramolecular caging of polyiodides and
iodine-dense polyiodide frameworks. Both topics are exqui-
sitely supramolecular in nature. The former is mainly con-
cerned with polyiodide–lattice interactions, while the latter
focuses on I⋯I interactions, calling attention to the nature of
such forces. Referencing well over 100 studies in the field, we
hope to have provided a reasonably good service.

Yet, perhaps the higher purpose of this perspective was to
invite reflection and promote discussion on the nature of poly-
iodides, on the language we employ to render in words the
physical reality of their supramolecular complexes, and on the
effectiveness of the terms we choose to employ in conveying
such corporeality to others. Concepts like ontology, reification
and rhetoric, provided we manage to address any of these,
polarised natural philosophy debate for ages: possibly, their
sporadic discussion in scientific journals can still be beneficial
for the community.

Fig. 26 Infinite chains of fused 11-membered I5
−/I3

− polyiodide rings decorated by Cu(II) complexes via direct I3
− coordination on the metal

centres. Partially adapted from ref. 146 with permission from The Royal Society of Chemistry, copyright 2020.
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Beyond their different views on supramolecular interactions
(secondary/σ-hole/halogen bonding), all schools of thought
converge in recognising the pivotal role of iodine and polyio-
dides in the historical development of the state-of-the-art
understanding of supramolecular forces. We can confidently
predict here that the prominent role of iodides is not bygone
yet, as further theoretical advances, together with many prag-
matic applications, are to be expected for years to come.

Shaping the future rests with the scientific community as a
whole. This does not prevent us from using these last lines to
envisage, and share, what we believe to be the most desirable
course of action.

As brilliantly discussed elsewhere,151,152 lex parsimoniae/
Occam’s razor has been oftentimes used in chemistry, yet evi-
dence for the supposed simplicity of the world remains scant.
The coming to light of different theories addressing the same
phenomena is no novelty: here it is not a matter of cutting
branches, it is all about realizing that they stem from the same
trunk. Consolidation of the available material in one single,
mature, and unifying view, including interactions that tradition-
ally fall by the wayside and featuring a harmonization of both
MO and VB perspectives, would be a major accomplishment and
a strong legacy for the future. Group by group systematization
would remain relevant and could easily find a home in a general
theory, with the significant advantage of avoiding excessive frag-
mentation. Organizing knowledge is precisely what science
(from scientia, literally knowledge) is all about. Serendipitous
leaps aside, technology generally stems from scientific under-
standing. Once such conciliation is accomplished, it would tre-
mendously help in focalizing those areas which elude its bound-
aries, like bonding in superior polyiodides and polyiodide net-
works, where satisfactory descriptions are still needed. This is
what we deem required to break into the material properties of
these systems and foster long-term development of the field.
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