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#### Abstract

Isogeometric analysis is a recently developed framework based on finite element analysis, where the simple building blocks in geometry and solution space are replaced by more complex and geometricallyoriented compounds. Box splines are an established tool to model complex geometry, and form an intermediate approach between classical tensor-product B-splines and splines over triangulations. Local refinement can be achieved by considering hierarchically nested sequences of box spline spaces. Since box splines do not offer special elements to impose boundary conditions for the numerical solution of partial differential equations (PDEs), we discuss a weak treatment of such boundary conditions. Along the domain boundary, an appropriate domain strip is introduced to enforce the boundary conditions in a weak sense. The thickness of the strip is adaptively defined in order to avoid unnecessary computations. Numerical examples show the optimal convergence rate of box splines and their hierarchical variants for the solution of PDEs.
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## 1. Introduction

Isogeometric analysis ( $\operatorname{IgA}$ ) is a recently established paradigm based on finite element analysis (FEA) that replaces standard simple building blocks in geometry and solution space with more complex and geometrically-oriented compounds coming from computer-aided design (CAD), see [7, 17]. The research community has made important steps towards the ambitious goal of incorporating CAD geometries directly into the FEA environment. Even though substantial contributions concerning both theoretical and computational fundamentals have been obtained in the isogeometric context over the last years, critical geometrical challenges still need to be addressed to effectively handle complex multivariate geometries.

Standard CAD geometries are usually represented in terms of tensor-product B-splines and their rational version NURBS [26, [27]. Such a tensor-product representation is attractive as it is computationally very easy to work with. Unfortunately, the rigid grid-like structure prevents to model geometries with complicated shapes and to do local mesh refinements. On the other hand, splines over triangulations do not suffer from such disadvantages but the geometry of the triangulation and smoothness conditions strongly affect the dimension of the spline spaces and basis properties; hence, all these parameters need to be chosen carefully [23]. Using triangulations with macro-structures helps to localize and unify the construction of stable spaces and good bases. For example, in [9. 28], B-spline-like bases were developed on Powell-Sabin triangulations (these are triangulations endowed with a particular 6 -split macro-structure) and they turn out to be an interesting ingredient for (adaptive) isogeometric methods [2, 33, 34].

Box splines are an attractive alternative that combine several advantages from tensor-product B-splines and splines over triangulations, somehow constituting an intermediate approach between the two concepts [8, [23]. Thanks to the possibility of being defined over special types of regular triangulations, they can handle more complex domains than tensor-product counterparts. The basis elements are shifts of a single box spline, and, consequently, the basis is uniform on the entire domain, an important computational advantage.

Adaptivity can be built on top of a regular structure by considering several (local) layers of different resolutions in a hierarchy. Hierarchically nested spaces of tensor-product B-splines were initially explored in [11, and a hierarchical B-spline (HB-spline) basis was developed in [22, 36]. An alternative basis for the same hierarchical space has been proposed in [14] and is called truncated hierarchical B-spline (THB-spline) basis. The truncated basis possesses several enhanced properties [15, 32] which explain its increasing attention in the design and analysis of adaptive isogeometric methods [5, 6, 13, 16. The (truncated) hierarchical framework has been extended to more general multilevel spline spaces built from any kind of B-spline-like bases [15] and generating systems [37]. The characterization of (T)HB-spline spaces was addressed for bivariate [12] and more general multivariate configurations [3, 24]. This study was also repeated for adaptive spline spaces spanned by $C^{2}$ quartic box splines (35] and $C^{1}$ quadratic box splines [19. Hierarchically nested triangular spline spaces were constructed and analyzed on Powell-Sabin triangulations [30 and on regular triangulations 20.

In this paper we present a hierarchical framework for box spline constructions in the spirit of the multilevel approach proposed in [15], with the aim of solving partial differential equations. Box spline basis functions have a uniform structure on the entire domain. This means that specific boundary basis functions need to be designed if boundary conditions are imposed in a strong form. However, the corresponding anisotropy in the assembly process can be avoided by considering a weak treatment of the boundary conditions. Therefore, the hierarchical box spline model is integrated in the immersed boundary method proposed in [1, 21, 25]. One of the main difficulties of immersed boundary methods is accurate numerical integration over possibly very small mesh cells cut by the boundary; it is a subtle source of ill-conditioning and loss of accuracy. In order to avoid this, we combine the method with a geometry map describing the physical domain, according to the isogeometric philosophy. In this way we combine the benefits offered by immersed boundary and isogeometric methods in the hierarchical box spline context. Special attention is paid to the construction of a suitable domain strip along the domain boundary, which is needed for the weak imposition of the boundary conditions. The thickness of the boundary strip is adaptively defined in order to avoid unnecessary computations.

The remainder of this paper is organized as follows. Sections 2 describes the general construction of adaptively refined box spline spaces and corresponding (truncated) hierarchical box spline - (T)HBoxspline - bases. Fundamental properties for the choice of the underlying box spline spaces in the multilevel construction are considered. In Section 3 we introduce the weak formulation of the isogeometric method based on hierarchical box splines, together with several solutions for the design of the required domain boundary strip. Section 4 presents a selection of examples that demonstrate the use of hierarchical box splines in isogeometric analysis for solving advection-diffusion problems. Finally, Section 5 concludes the paper.

## 2. Hierarchical box splines

We consider (truncated) hierarchical box splines defined over nested sequences of box spline spaces by following the general approach for the construction of adaptively refined multilevel spline spaces presented in [15]. We start by summarizing the definition of box splines and some of their main properties.

### 2.1. Box splines and their main properties

A $d$-variate box spline is determined by a set of (possibly repeated) direction vectors $\boldsymbol{v}_{k} \in \mathbb{Z}^{d} \backslash \mathbf{0}$, $k=1, \ldots, n$. It is usually denoted by $M_{\Xi}$ where $\Xi:=\left[\boldsymbol{v}_{1} \cdots \boldsymbol{v}_{n}\right]$. For simplicity, we assume that $n \geq d$ and the submatrix $\Xi_{d}:=\left[\boldsymbol{v}_{1} \cdots \boldsymbol{v}_{d}\right]$ is non-singular.

Definition 2.1. The box spline $M_{\Xi}$ is defined by successive convolutions as follows:

$$
\begin{equation*}
M_{\Xi}(\boldsymbol{x}):=\int_{0}^{1} M_{\boldsymbol{\Xi} \backslash \boldsymbol{v}_{n}}\left(\boldsymbol{x}-t \boldsymbol{v}_{n}\right) \mathrm{d} t, \quad n>d \tag{1}
\end{equation*}
$$

starting from

$$
M_{\Xi_{d}}(\boldsymbol{x}):= \begin{cases}1 /\left|\operatorname{det}\left(\boldsymbol{\Xi}_{d}\right)\right|, & \text { if } \boldsymbol{x} \in \boldsymbol{\Xi}_{d}[0,1)^{d}  \tag{2}\\ 0, & \text { otherwise }\end{cases}
$$

Here, $\boldsymbol{\Xi} \backslash \boldsymbol{v}$ stands for the matrix obtained from $\boldsymbol{\Xi}$ by omitting the vector $\boldsymbol{v}$ once, and $\boldsymbol{\Xi}_{d}[0,1)^{n}$ is the set of all points in $\mathbb{R}^{d}$ obtained after multiplication of $\boldsymbol{\Xi}_{d}$ with any point in $[0,1)^{n}$.

The construction of the box spline $M_{\boldsymbol{\Xi}}$ does not depend on the ordering of the direction vectors $\boldsymbol{v}_{i}$, $i=1, \ldots, n$. Moreover, it has the following properties (see, e.g., [8]):

- it is non-negative and its support is given by $\Xi[0,1]^{n}$;
- it is $\rho-2$ times continuously differentiable, where $\rho$ is the minimal number of columns that need to be removed from $\boldsymbol{\Xi}$ to obtain a matrix whose columns do not span $\mathbb{R}^{d}$;
- it is a $d$-variate piecewise polynomial of total degree $n-d$ over the mesh

$$
\begin{equation*}
\Delta(\boldsymbol{\Xi}):=\mathbb{H}(\boldsymbol{\Xi})+\mathbb{Z}^{d} \tag{3}
\end{equation*}
$$

where $\mathbb{H}(\boldsymbol{\Xi})$ is the collection of all hyperplanes spanned by columns of any submatrix $\boldsymbol{X}$ of $\boldsymbol{\Xi}$ with $\operatorname{rank}(\boldsymbol{X})=d-1$.

Box splines and their derivatives can be evaluated through simple recurrence relations, and elegant expressions are known for their inner products [29]. There is a well-established theory for spaces spanned by integer translates of box splines, namely

$$
\begin{equation*}
\left\{M_{\Xi}(\cdot-\boldsymbol{i}), \boldsymbol{i} \in \mathbb{Z}^{d}\right\} \tag{4}
\end{equation*}
$$

The elements in the set (4) have the following properties (see, e.g., [8]):

- they form a partition of unity;
- they are linearly independent if and only if

$$
\begin{equation*}
\operatorname{det}(\boldsymbol{X}) \in\{-1,0,1\} \text { for each } d \times d \text { submatrix } \boldsymbol{X} \text { of } \boldsymbol{\Xi} ; \tag{5}
\end{equation*}
$$

- local linear independence is equivalent to (global) linear independence;
- they reproduce polynomials of total degree $\rho-1$.

In the bivariate case, the most popular choices of box splines are defined on two-directional (tensorproduct) meshes, three-directional (type I) meshes, and four-directional (type II) meshes, see Figure 1 Box splines on two-directional meshes are nothing else than uniform tensor-product B-splines of maximal smoothness. For example, $C^{2}$ cubic tensor-product B-splines can be seen as scaled integer translates of the box spline $M_{\Xi}$ generated by the matrix

$$
\boldsymbol{\Xi}=\left[\begin{array}{llllllll}
1 & 0 & 1 & 0 & 1 & 0 & 1 & 0 \\
0 & 1 & 0 & 1 & 0 & 1 & 0 & 1
\end{array}\right]
$$

see Figure 2(a)-(b). The (local) linear independence condition (5) is satisfied on two- and threedirectional meshes, but not on four-directional meshes. This property is required for the construction of adaptive box spline bases using the hierarchical approach [15]. In our numerical experiments (see Section 4 we will solely focus on $C^{2}$ quartic splines defined over three-directional meshes $(d=2)$, i.e., scaled integer translates of the box spline $M_{\Xi}$ generated by the matrix

$$
\boldsymbol{\Xi}=\left[\begin{array}{llllll}
1 & 0 & 1 & 1 & 0 & 1  \tag{6}\\
0 & 1 & 1 & 0 & 1 & 1
\end{array}\right]
$$

see Figure 2(c)-(d). A common way to manipulate box splines on a three-directional mesh is using their Bernstein-Bézier form on the triangles in their support. Figure 3 shows the non-zero coefficients of the $C^{2}$ quartic box spline generated by (6) in its Bernstein-Bézier form. On each of the 24 triangles in its support, the box spline is a quartic bivariate polynomial which can be represented in terms of the Bernstein polynomials

$$
B_{i j k}^{4}(u, v, w):=\frac{4!}{i!j!k!} u^{i} v^{j} w^{k}
$$

for $i+j+k=4$ and $i, j, k \in \mathbb{N}_{0}$, and $u, v, w$ are barycentric coordinates defined on the corresponding triangle. More details on the computation of $C^{2}$ quartic box splines can be found in [25].


Figure 1: Three different types of box spline meshes $\Delta(\boldsymbol{\Xi})$.


Figure 2: $C^{2}$ cubic B-spline on a two-directional mesh, and $C^{2}$ quartic box spline on a three-directional mesh. The anchors of both splines are represented as squares in the center of the supports.


Figure 3: Schematic representation of the Bernstein-Bézier form of the three-directional $C^{2}$ quartic box spline. Only the non-zero Bézier coefficients are shown and are multiplied by 24 for a better visualization.


Table 1: Legend for graphical elements representing mesh cells and anchors ( $=$ centers) of basis functions at different hierarchical levels.


Figure 4: A sequence of locally refined hierarchical tensor-product meshes. The anchors of $C^{2}$ cubic (T)HB-splines are indicated for the different levels.

### 2.2. Hierarchical basis constructions

Let $\hat{\Omega}^{0}$ be a given domain in $\mathbb{R}^{d}$. We consider a nested sequence of $d$-variate spline spaces defined on $\hat{\Omega}^{0}$,

$$
\begin{equation*}
\hat{\mathbb{V}}^{0} \subset \hat{\mathbb{V}}^{1} \subset \hat{\mathbb{V}}^{2} \subset \cdots \tag{7}
\end{equation*}
$$

where any $\hat{\mathbb{V}}^{\ell}$ is a space spanned by scaled integer translates of a certain box spline $M_{\Xi}$ using a proper scaling factor $h_{\ell}$ according to the level $\ell$ (we assume $h_{\ell}>h_{\ell+1}$ ), i.e.,

$$
\begin{equation*}
\hat{\mathcal{B}}^{\ell}:=\left\{M_{\Xi}\left(\frac{\cdot}{h_{\ell}}-\boldsymbol{i}\right), \boldsymbol{i} \in \mathbb{Z}^{d}\right\} . \tag{8}
\end{equation*}
$$

For simplicity of notation, we denote an element of $\hat{\mathcal{B}}^{\ell}$ by $\hat{\beta}^{\ell}$. In addition, we consider a nested sequence of subsets of $\hat{\Omega}^{0}$,

$$
\hat{\Omega}^{0} \supseteq \hat{\Omega}^{1} \supseteq \hat{\Omega}^{2} \supseteq \cdots,
$$

where each $\hat{\Omega}^{\ell}$ is chosen to be aligned with the scaled mesh $\Delta^{\ell}(\boldsymbol{\Xi}):=h_{\ell} \Delta(\boldsymbol{\Xi})$, recalling $\Delta(\boldsymbol{\Xi})$ from (3). We assume that $\hat{\Omega}^{N}=\emptyset$ for some $N \in \mathbb{N}$, and we denote the corresponding finite sequence by $\hat{\Omega}:=\left\{\hat{\Omega}^{0}, \hat{\Omega}^{1}, \ldots, \hat{\Omega}^{N-1}\right\}$. This sequence represents the regions to be refined at different levels of resolution.

Throughout the paper, we graphically represent mesh cells and basis functions at different levels as shown in Table 1. An example of a hierarchical refinement for a two- and three-directional mesh is shown in Figures 4 and 5 respectively.

Any set of box splines $\hat{\mathcal{B}}^{\ell}$ forms a partition of unity, and its elements are non-negative with local compact support. Moreover, we assume that the chosen sequence of $\hat{\mathcal{B}}^{\ell}, \ell=0, \ldots, N-1$, possesses the following additional properties:

- each $\hat{\mathcal{B}}^{\ell}$ is locally linearly independent, so $\boldsymbol{\Xi}$ satisfies (5);


Figure 5: A sequence of locally refined hierarchical three-directional meshes. The anchors of $C^{2}$ quartic (T)HBox-splines are indicated for the different levels.


Figure 6: Schematic representation of the two-scale (dyadic) refinement relation of three-directional $C^{2}$ quartic box splines. Only the non-zero box spline coefficients are shown and are multiplied by 16 for a better visualization.

- two-scale relations between $\hat{\mathcal{B}}^{\ell}$ and $\hat{\mathcal{B}}^{\ell+1}$ have only non-negative coefficients, so

$$
\begin{equation*}
\hat{\beta}^{\ell}=\sum_{\hat{\beta}^{\ell+1} \in \hat{\mathcal{B}}^{\ell+1}} c_{\hat{\beta}^{\ell+1}}\left(\hat{\beta}^{\ell}\right) \hat{\beta}^{\ell+1}, \quad c_{\hat{\beta}^{\ell+1}}\left(\hat{\beta}^{\ell}\right) \geq 0 . \tag{9}
\end{equation*}
$$

These properties are satisfied for the popular families of box splines defined over nested sequences of two- or three-directional meshes constructed by dyadic refinement. For example, the coefficients in the two-scale (dyadic) refinement relation of three-directional $C^{2}$ quartic box splines are shown in Figure 6

According to the hierarchical approach [15], we define the hierarchical box spline basis as follows.
Definition 2.2. The hierarchical box spline (HBox-spline) basis $\hat{\mathcal{H}}(\hat{\boldsymbol{\Omega}})$ related to the hierarchy $\hat{\boldsymbol{\Omega}}$ is defined as

$$
\hat{\mathcal{H}}(\hat{\boldsymbol{\Omega}}):=\left\{\hat{\beta}^{\ell} \in \hat{\mathcal{B}}^{\ell}: \operatorname{supp}^{\hat{\Omega}^{0}}\left(\hat{\beta}^{\ell}\right) \subseteq \hat{\Omega}^{\ell} \wedge \operatorname{supp}^{\hat{\Omega}^{0}}\left(\hat{\beta}^{\ell}\right) \nsubseteq \hat{\Omega}^{\ell+1}, \ell=0, \ldots, N-1\right\}
$$

where $\operatorname{supp} \hat{\Omega}^{0}\left(\hat{\beta}^{\ell}\right)$ stands for the intersection of the support of $\hat{\beta}^{\ell}$ with $\hat{\Omega}^{0}$, i.e., the largest set in $\hat{\boldsymbol{\Omega}}$.
From [15] we know that the aforementioned box spline properties ensure that the elements in $\hat{\mathcal{H}}(\hat{\boldsymbol{\Omega}})$ are non-negative and linearly independent.

By exploiting the two-scale relations (9), we define the truncation of a function $\hat{s} \in \hat{\mathbb{V}}^{\ell} \subset \hat{\mathbb{V}}^{\ell+1}$ expressed with respect to $\hat{\mathcal{B}}^{\ell+1}$ as the linear combination of only those basis functions in $\hat{\mathcal{B}}^{\ell+1}$ that are not included in $\hat{\mathcal{H}}(\hat{\boldsymbol{\Omega}})$,

$$
\begin{equation*}
\operatorname{trunc}^{\ell+1} \hat{s}:=\sum_{\hat{\beta}^{\ell+1} \in \hat{\mathcal{B}}^{\ell+1}, \operatorname{supp}^{\hat{\Omega}^{0}}\left(\hat{\beta}^{\ell+1}\right) \nsubseteq \hat{\Omega}^{\ell+1}} c_{\hat{\beta}^{\ell+1}}(\hat{s}) \hat{\beta}^{\ell+1} \tag{10}
\end{equation*}
$$

By iterating the truncation over the spline hierarchy, we define the truncated basis for hierarchical box splines as follows.

Definition 2.3. The truncated hierarchical box spline (THBox-spline) basis $\hat{\mathcal{T}}(\hat{\boldsymbol{\Omega}})$ related to the hierarchy $\hat{\boldsymbol{\Omega}}$ is defined as

$$
\hat{\mathcal{T}}(\hat{\boldsymbol{\Omega}}):=\left\{\operatorname{Trunc}^{\ell+1}\left(\hat{\beta}^{\ell}\right): \hat{\beta}^{\ell} \in \hat{\mathcal{B}}^{\ell} \cap \hat{\mathcal{H}}(\hat{\boldsymbol{\Omega}}), \ell=0, \ldots, N-1\right\}
$$

where Trunc ${ }^{\ell+1}\left(\hat{\beta}^{\ell}\right):=\operatorname{trunc}^{N-1}\left(\operatorname{trunc}^{N-2}\left(\cdots\left(\operatorname{trunc}^{\ell+1}\left(\hat{\beta}^{\ell}\right)\right) \cdots\right)\right)$.
The non-negativity and linear independence of HBox-splines are preserved by the truncation mechanism. In addition, the truncated basis $\hat{\mathcal{T}}(\hat{\boldsymbol{\Omega}})$ spans the same space as $\hat{\mathcal{H}}(\hat{\boldsymbol{\Omega}})$ and forms a partition of unity, see 15. Recently, a general and very simple procedure has been developed for the construction of quasi-interpolants in such hierarchical spaces 32.

Since uniform tensor-product splines are a special instance of box splines, uniform (T)HB-splines ${ }^{1}$ defined in [14] are a special instance of (T)HBox-splines. The anchors (i.e., centers of untruncated supports) of $C^{2}$ cubic (T)HB-splines are shown in Figure 4 for a sequence of hierarchical tensor-product meshes, and the anchors of $C^{2}$ quartic (T)HBox-splines are depicted in Figure 5 for a similar sequence of hierarchical three-directional meshes.

## 3. Isogeometric methods using weakly imposed boundary conditions

When Dirichlet boundary conditions are imposed explicitly in the classical Galerkin method, the basis functions considered in the discretization space need to satisfy certain requirements along the boundary. In our hierarchical box spline setting, this would require special basis functions at the boundary that diverge from standard box splines used in the interior of the domain. In order to exploit the full potential of the uniform structure of box splines on the entire domain, we prefer to impose Dirichlet boundary conditions in a weak sense in combination with a sufficiently smooth invertible geometry map $\boldsymbol{F}: \hat{\Omega} \rightarrow \Omega$, so uniting features of the immersed boundary and isogeometric approach. Throughout the paper, all quantities related to the parametric domain $\hat{\Omega}$ will be denoted by symbols with a hat. We explain and illustrate the approach for $d=2$, but all the ideas extend to higher dimensionality.

### 3.1. A weak boundary formulation

We briefly summarize the weak boundary formulation proposed in [1 which will be considered in our numerical examples. We explain the method by means of the following advection-diffusion problem defined on the domain $\Omega \subset \mathbb{R}^{2}$ :

$$
\left\{\begin{array}{rlrl}
-\kappa \Delta u+\boldsymbol{a} \cdot \nabla u & =f, & \text { in } \Omega  \tag{11}\\
u & =g, & & \text { on } \Gamma:=\partial \Omega
\end{array}\right.
$$

where $0<\kappa \leq 1, \boldsymbol{a}$ is the advection velocity, $f$ is the given forcing function, and $g$ is the given Dirichlet boundary function.

Let $\Omega_{h}$ be the domain of the mesh that covers the initial domain $\Omega$, so $\Omega \subseteq \Omega_{h}$. The boundary $\Gamma$ does not necessarily coincide with the boundary of the mesh. More precisely, we set

- $\Omega_{h}=\Omega_{\mathrm{in}} \cup \Omega_{\Gamma}$, where $\Omega_{\mathrm{in}} \subset \Omega$ is formed by a set of mesh cells in the interior of $\Omega$ and $\Omega_{\Gamma}$ is formed by a disjoint set of mesh cells that contains at least all cells cut by $\Gamma$;
- $\Omega_{\Gamma}=\Omega_{\Gamma, \text { in }} \cup \Omega_{\Gamma, \text { out }}$, where $\Omega_{\Gamma, \text { in }}:=\Omega \cap \Omega_{\Gamma}$ and $\Omega_{\Gamma, \text { out }}:=\Omega_{h} \backslash \Omega$.

This is illustrated in Figure 7 for a three-directional mesh. The choice of the domain $\Omega_{\Gamma}$, called the boundary strip, will be discussed in Section 3.2

[^0]

Figure 7: A domain immersed into a three-directional mesh.

In order to enforce the boundary conditions weakly, we reformulate problem (11) by introducing an additional flux unknown $\sigma$ :

$$
\left\{\begin{align*}
-\kappa \Delta u+\boldsymbol{a} \cdot \nabla u & =f, & & \text { in } \Omega,  \tag{12}\\
\frac{1}{\kappa} \boldsymbol{\sigma} & =\nabla u, & & \text { in } \Omega_{\Gamma, \text { in }}, \\
u & =g, & & \text { on } \Gamma .
\end{align*}\right.
$$

Then, we consider two approximation spaces, $\mathbb{V}_{h} \subset H^{1}\left(\Omega_{h}\right)$ and $\mathbb{W}_{h} \subset\left(L^{2}\left(\Omega_{\Gamma}\right)\right)^{2}$, for the discretization of the problem. When the Peclet number is high $(\|\boldsymbol{a}\| / \kappa \gg 1)$, the advection is the dominating term and the diffusion is only important in very small layers. In such case we consider the standard streamline upwind Petrov-Galerkin (SUPG) approach (see, e.g., [4]) in combination with the weak boundary approach. More precisely, we look at the following symmetric discrete variational formulation of (12): find $u_{h} \in \mathbb{V}_{h}$ and $\boldsymbol{\sigma}_{h} \in \mathbb{W}_{h}$, such that

$$
\left\{\begin{array}{rlr}
\kappa\left(\nabla u_{h}, \nabla v_{h}\right)_{\Omega}+\left\langle\boldsymbol{a} \cdot \nabla u_{h}, v_{h}\right\rangle_{\Omega}+\frac{1}{\eta}\left(\boldsymbol{\sigma}_{h}-\kappa \nabla u_{h}, \nabla v_{h}\right)_{\Omega_{\Gamma, \text { in }}} &  \tag{13}\\
+\left\langle\frac{\alpha}{2} u_{h}-\boldsymbol{\sigma}_{h} \cdot \boldsymbol{n}, v_{h}\right\rangle_{\Gamma}+\delta_{h}\left\langle\left(-\kappa \Delta u_{h}+\boldsymbol{a} \cdot \nabla u_{h}\right)\left(\boldsymbol{a} \cdot \nabla u_{h}\right), v_{h}\right\rangle_{\Omega} & \\
=\left\langle f, v_{h}\right\rangle_{\Omega}+\frac{1}{2}\left\langle\alpha g, v_{h}\right\rangle_{\Gamma}+\delta_{h}\left\langle f\left(\boldsymbol{a} \cdot \nabla u_{h}\right), v_{h}\right\rangle_{\Omega}, & \forall v_{h} \in \mathbb{V}_{h}, \\
-\frac{1}{\eta}\left(\frac{1}{\kappa} \boldsymbol{\sigma}_{h}+\nabla u_{h}, \boldsymbol{\tau}_{h}\right)_{\Omega_{\Gamma, \text { in }}}-\left\langle u_{h}, \boldsymbol{\tau}_{h} \cdot \boldsymbol{n}\right\rangle_{\Gamma} & \forall \boldsymbol{\tau}_{h} \in \mathbb{W}_{h},
\end{array}\right.
$$

where $\boldsymbol{n}$ denotes the outward unit normal to $\Gamma,(\cdot, \cdot)_{\omega}$ denotes the $L^{2}$ inner product for vector functions over $\omega$, and $\langle\cdot, \cdot\rangle_{\omega}$ denotes the $L^{2}$ inner product for scalar functions over $\omega$. The parameter $\delta_{h} \geq 0$ is the local SUPG stabilization parameter, which is set to zero if stabilization is not needed. The free parameters $\eta$ and $\alpha$ are fixed a priori. In the following we consider $\eta=2 / \kappa$ and

$$
\alpha= \begin{cases}-\boldsymbol{a} \cdot \boldsymbol{n}, & \text { if } \boldsymbol{a} \cdot \boldsymbol{n}<0 \\ 0, & \text { otherwise }\end{cases}
$$

We now specify the approximation spaces $\mathbb{V}_{h}$ and $\mathbb{W}_{h}$ in terms of hierarchical box splines. Given a parametric domain $\hat{\Omega}^{0}$, suppose that the domain $\Omega$ can be described by a sufficiently smooth geometry function $\boldsymbol{F}: \hat{\Omega}^{0} \rightarrow \Omega$, which is invertible and satisfies $\boldsymbol{F}\left(\partial \hat{\Omega}^{0}\right)=\partial \Omega$. Then, using the (T)HBox-spline basis related to the hierarchy $\hat{\boldsymbol{\Omega}}:=\left\{\hat{\Omega}^{0}, \ldots, \hat{\Omega}^{N-1}\right\}$, we specify

$$
\begin{equation*}
\mathcal{V}_{h}:=\left\{\beta:=\hat{\beta} \circ \boldsymbol{F}^{-1}: \hat{\beta} \in \hat{\mathcal{H}}(\hat{\boldsymbol{\Omega}})\right\}, \quad \mathbb{V}_{h}:=\left\langle\mathcal{V}_{h}\right\rangle \tag{14}
\end{equation*}
$$

where $\langle\cdot\rangle$ denotes the linear span of a set of functions. Similarly, using the hierarchy of restricted subsets $\hat{\boldsymbol{\Omega}}_{\Gamma}:=\left\{\hat{\Omega}^{0} \cap \hat{\Omega}_{\Gamma}, \ldots, \hat{\Omega}^{N-1} \cap \hat{\Omega}_{\Gamma}\right\}$ where $\hat{\Omega}_{\Gamma}:=\boldsymbol{F}^{-1}\left(\Omega_{\Gamma}\right)$, we specify

$$
\begin{equation*}
\mathcal{W}_{h}:=\left\{\beta:=\hat{\beta} \circ \boldsymbol{F}^{-1}: \hat{\beta} \in \hat{\mathcal{H}}\left(\hat{\boldsymbol{\Omega}}_{\Gamma}\right)\right\}, \quad \mathbb{W}_{h}:=\left\langle\mathcal{W}_{h}\right\rangle^{2} . \tag{15}
\end{equation*}
$$

The hierarchical construction in Definition 2.2 guarantees that both sets $\mathcal{V}_{h}$ and $\mathcal{W}_{h}$ form a basis, and that $\left\langle\mathcal{V}_{h}\right\rangle$ is a subspace of $\left\langle\mathcal{W}_{h}\right\rangle$ if we restrict the domains to $\Omega_{\Gamma}$. In other words, near $\Omega_{\Gamma}$ the basis $\mathcal{W}_{h}$ can locally consists of a larger number of elements than $\mathcal{V}_{h}$. This phenomenon is seen in Figure 8 where some anchors corresponding to the basis $\mathcal{W}_{h}$ are not active in the basis $\mathcal{V}_{h}$. Since THBox-splines span the same hierarchical spline space as HBox-splines [15], the bases $\hat{\mathcal{T}}(\hat{\boldsymbol{\Omega}})$ and $\hat{\mathcal{T}}\left(\hat{\boldsymbol{\Omega}}_{\Gamma}\right)$ can also be considered in the definitions of $\mathcal{V}_{h}$ and $\mathcal{W}_{h}$, respectively. An example of such hierarchical bases is shown in Figure 8 considering three-directional $C^{2}$ quartic box splines. The dots in the figure represent the anchors of the corresponding basis functions.

Using the bases (14) and (15), the discrete weak formulation leads to a discrete algebraic formulation of our problem. Let $n_{h}, m_{h}$ be the dimensions of $\mathbb{V}_{h}$ and $\mathbb{W}_{h}$, respectively, and let $\boldsymbol{U} \in \mathbb{R}^{n_{h}}, \boldsymbol{\Sigma} \in \mathbb{R}^{m_{h}}$ be the unknown coefficient vectors describing $u_{h}$ and $\boldsymbol{\sigma}_{h}$, respectively. Then, we get the linear system

$$
\left[\begin{array}{cc}
\boldsymbol{K}_{u u}+\boldsymbol{A}_{u u}+\boldsymbol{K}_{u u}^{\mathrm{in}}+\boldsymbol{G}_{u u}+\boldsymbol{S}_{1}+\boldsymbol{S}_{2} & \boldsymbol{K}_{u \sigma}+\boldsymbol{G}_{u \sigma}  \tag{16}\\
\boldsymbol{K}_{\sigma u}+\boldsymbol{G}_{\sigma u} & \boldsymbol{K}_{\sigma \sigma}
\end{array}\right]\left[\begin{array}{c}
\boldsymbol{U} \\
\boldsymbol{\Sigma}
\end{array}\right]=\left[\begin{array}{c}
\boldsymbol{f}+\boldsymbol{g}_{u g}+\boldsymbol{s}_{f} \\
\boldsymbol{g}_{\sigma g}
\end{array}\right]
$$

where the meaning of the different blocks is summarized in the diagram below:

| $\kappa\left(\nabla u_{h}, \nabla v_{h}\right)_{\Omega}$ | $\left\langle\boldsymbol{a} \cdot \nabla u_{h}, v_{h}\right\rangle_{\Omega}$ | $-\frac{\kappa}{\eta}\left(\nabla u_{h}, \nabla v_{h}\right)_{\Omega_{\Gamma, \text { in }}}$ | $-\frac{1}{\eta \kappa}\left(\boldsymbol{\sigma}_{h}, \boldsymbol{\tau}_{h}\right)_{\Omega_{\Gamma, \text { in }}}$ | $\delta_{h}\left\langle-\kappa \Delta u_{h}\left(\boldsymbol{a} \cdot \nabla u_{h}\right), v_{h}\right\rangle_{\Omega}$ |
| :---: | :---: | :---: | :---: | :---: |
| $\downarrow$ | $\downarrow$ | $\downarrow$ | $\downarrow$ | $\downarrow$ |
| $\boldsymbol{K}_{u u} \boldsymbol{U}$ | $\boldsymbol{A}_{u u} \boldsymbol{U}$ | $\boldsymbol{K}_{\sigma \sigma} \boldsymbol{\Sigma}$ |  | $\boldsymbol{S}_{u u} \boldsymbol{U} \boldsymbol{U}$ |
| $\frac{1}{\eta}\left(\nabla u_{h}, \boldsymbol{\tau}_{h}\right)_{\Omega_{\Gamma, \text { in }}}$ | $\frac{1}{\eta}\left(\boldsymbol{\sigma}_{h}, \nabla v_{h}\right)_{\Omega_{\Gamma, \text { in }}}$ | $\left\langle f, v_{h}\right\rangle_{\Omega}$ | $\frac{1}{2}\left\langle\alpha g, v_{h}\right\rangle_{\Gamma}$ | $\delta_{h}\left\langle\left(\boldsymbol{a} \cdot \nabla u_{h}\right)^{2}, v_{h}\right\rangle_{\Omega}$ |
| $\downarrow$ | $\downarrow$ | $\downarrow$ | $\downarrow$ | $\downarrow$ |
| $\boldsymbol{K}_{\sigma u} \boldsymbol{U}$ | $\boldsymbol{K}_{u \sigma} \boldsymbol{\Sigma}$ | $\boldsymbol{f}$ | $\boldsymbol{g}_{u g}$ | $\boldsymbol{S}_{2} \boldsymbol{U}$ |
| $\frac{1}{2}\left\langle\alpha u_{h}, v_{h}\right\rangle_{\Gamma}$ | $-\left\langle\boldsymbol{\sigma}_{h} \cdot \boldsymbol{n}, v_{h}\right\rangle_{\Gamma}$ | $-\left\langle u_{h}, \boldsymbol{\tau}_{h} \cdot \boldsymbol{n}\right\rangle_{\Gamma}$ | $-\left\langle g, \boldsymbol{\tau}_{h} \cdot \boldsymbol{n}\right\rangle_{\Gamma}$ | $\delta_{h}\left\langle f\left(\boldsymbol{a} \cdot \nabla u_{h}\right), v_{h}\right\rangle_{\Omega}$ |
| $\downarrow$ | $\downarrow$ | $\downarrow$ | $\downarrow$ | $\downarrow$ |
| $\boldsymbol{G}_{u u} \boldsymbol{U}$ | $\boldsymbol{G}_{u \sigma} \boldsymbol{\Sigma}$ | $\boldsymbol{G}_{\boldsymbol{\sigma} u} \boldsymbol{U}$ | $\boldsymbol{g}_{\sigma g}$ | $\boldsymbol{s}_{f}$ |

When writing the flux $\boldsymbol{\Sigma}=\boldsymbol{K}_{\sigma \sigma}^{-1}\left(-\left(\boldsymbol{K}_{\sigma u}+\boldsymbol{G}_{\sigma u}\right) \boldsymbol{U}+\boldsymbol{g}_{\sigma g}\right)$, the problem can be reformulated in terms of the original unknown $\boldsymbol{U}$ only.

The described method fits in the class of immersed boundary methods. One of the main difficulties of immersed boundary methods is an accurate numerical integration over possibly very small mesh cells in $\Omega_{\Gamma, \text { in }}$ cut by the boundary. This is a subtle source of ill-conditioning and loss of accuracy. In order to avoid such problems, we have combined the method with a geometry map $\boldsymbol{F}$ describing the physical domain, according to the isogeometric philosophy. This allows us to take $\Omega_{h}=\Omega$ and $\Omega_{\Gamma}=\Omega_{\Gamma, \text { in }}$. In this way we combine the benefits offered by immersed boundary and isogeometric methods in the hierarchical box spline context.

### 3.2. Choice of the boundary strip

As described before, we assume $\Omega_{h}=\Omega$ and $\Omega_{\Gamma}=\Omega_{\Gamma, \text { in }}$. The boundary strip $\Omega_{\Gamma}$ plays the role of the domain where the equality $\frac{1}{\kappa} \sigma=\nabla u$ is enforced in the formulation 12 , and the hierarchical basis $\mathcal{W}_{h}$ in (15) can be constructed once $\Omega_{\Gamma}$ has been identified. In this section we detail several strategies to choose such a boundary strip in the hierarchical setting.

A valid boundary strip must satisfy the following requirements. First, the strip must contain all the (not further refined) cells of the (mapped) mesh that touch the boundary $\Gamma$ in order to properly enforce the conditions on the function $u$ and the flux $\boldsymbol{\sigma}$ on $\Gamma$. Second, due to interactions between different levels of the hierarchical basis and interactions between $\mathbb{V}_{h}$ and $\mathbb{W}_{h}$, it might be necessary to include additional cells into the strip. In particular, if the support of a HBox-spline of level $\ell_{1}$ overlaps a finer region $\hat{\Omega}^{\ell_{2}}\left(\ell_{1}<\ell_{2}\right)$ along a certain part of the boundary, then the boundary strip should not just contain cells of level $\ell_{2}$ at such a place but cells of level $\ell_{1}$ as well. Nested sequences of meshes guarantee that such coarser cells can always be tessellated with finer cells.

As we are working with a geometry map, it suffices to specify $\hat{\Omega}_{\Gamma}$ on the parametric domain $\hat{\Omega}^{0}$. Three different boundary strips are introduced:


Figure 8: A hierarchical three-directional mesh of three levels over the domain $\hat{\Omega}^{0}$, and three different types of the boundary strip $\hat{\Omega}_{\Gamma}$. The anchors of $C^{2}$ quartic (T)HBox-spline bases are indicated for different levels for $\hat{\Omega}$ (a) and $\hat{\Omega}_{\Gamma}$ (b)-(d), respectively.

1. hierarchical fixed boundary strip,
2. HBox-spline boundary strip,
3. THBox-spline boundary strip.

The thickness of the first strip does not change along the boundary, while the last two are adaptively constructed in the spirit of the (truncated) hierarchical framework. Recall that $h_{\ell}$ is the scaling factor corresponding to the box splines at level $\ell$, see (8), and is a measure of the size of cells at level $\ell$ in the hierarchical mesh.

Strip 1. The hierarchical fixed boundary strip is a strip along the boundary $\partial \hat{\Omega}^{0}$ with a fixed thickness of $h_{0}$.

Due to the nested nature of the spaces in (7), at places where the finer region $\hat{\Omega}^{\ell}$ touches the boundary, the strip consists of $h_{0} / h_{\ell}$ rows of cells of level $\ell$. For example, when uniform dyadic refinement is considered on a three-directional mesh, along the part of the boundary refined at level $\ell$, the fixed boundary strip consists of $2^{\ell}$ rows of triangular cells of level $\ell$, as shown in Figure 8(b).


Figure 9: Definition of the HBox-spline boundary strip (d) in terms of $\hat{H}_{\Gamma}^{\ell}$ with $\ell=0,1,2$ (a)-(c) for a three-directional configuration. The anchors of $C^{2}$ quartic HBox-splines in $\hat{\mathcal{H}}(\hat{\boldsymbol{\Omega}}) \cap \hat{\mathcal{B}}^{\ell}$ are also shown in (a)-(c), and the anchors of the hierarchical basis $\hat{\mathcal{H}}\left(\hat{\boldsymbol{\Omega}}_{\Gamma}\right)$ is shown in (d).


Figure 10: Definition of the THBox-spline boundary strip (d) in terms of $\hat{T}_{\Gamma}^{\ell}$ with $\ell=0,1,2$ (a)-(c) for a three-directional configuration. The anchors of $C^{2}$ quartic THBox-splines in $\hat{\mathcal{T}}(\hat{\boldsymbol{\Omega}}) \cap \hat{\mathcal{B}}^{\ell}$ are also shown in (a)-(c), and the anchors of the hierarchical basis $\hat{\mathcal{T}}\left(\hat{\boldsymbol{\Omega}}_{\Gamma}\right)$ is shown in (d).

The thickness of the strip effects the degrees-of-freedom of the overall system and its sparsity. If the refinements of the domain are mostly applied around the boundary, solving the system (16) can lead to significant additional computational costs. To construct the most compact system, the strip should be as thin as possible, meaning that the optimal choice should have preferably a thickness of $h_{\ell}$ at places where the space $\hat{\mathbb{V}}^{\ell}$ is active at the boundary of the parametric domain $\hat{\Omega}^{0}$. In other words, we would like to shrink the uniform strip at regions that correspond to finer-level basis functions and where there is no influence of basis functions related to coarser levels.

Strip 2. Let $\hat{H}_{\Gamma}^{\ell}$ be a strip of thickness $h_{\ell}$ along the part of the boundary $\partial \hat{\Omega}^{0}$ contained in the union of the supports of $\hat{\beta}^{\ell} \in \hat{\mathcal{H}}(\hat{\boldsymbol{\Omega}}) \cap \hat{\mathcal{B}}^{\ell}$. The HBox-spline boundary strip is defined as the union of the substrips $\hat{H}_{\Gamma}^{\ell}, \ell=0, \ldots, N-1$,

$$
\hat{\Omega}_{\Gamma}:=\bigcup_{\ell=0}^{N-1} \hat{H}_{\Gamma}^{\ell}
$$

An example of the HBox-spline boundary strip together with its substrips is shown in Figure 9 By comparing Figure 8 (b) and Figure 8 (c), it is clear that this adaptive strip reduces the number of degrees-of-freedom with respect to the fixed boundary strip.


Figure 11: All three-directional $C^{2}$ quartic box splines (represented by their anchors) that are non-zero on two types of triangles.

For the THBox-spline boundary strip we follow the idea behind the truncation mechanism in Definition 2.3. In order to further shrink the boundary strip, we exploit the fact that the THBox-splines have a smaller support than the corresponding HBox-splines.
Strip 3. Let $\hat{T}_{\Gamma}^{\ell}$ be a strip of thickness $h_{\ell}$ along the part of the boundary $\partial \hat{\Omega}^{0}$ contained in the union of the supports of Trunc ${ }^{\ell+1}\left(\hat{\beta}^{\ell}\right)$ where $\hat{\beta}^{\ell} \in \hat{\mathcal{H}}(\hat{\boldsymbol{\Omega}}) \cap \hat{\mathcal{B}}^{\ell}$. The THBox-spline boundary strip is defined as the union of the substrips $\hat{T}_{\Gamma}^{\ell}, \ell=0, \ldots, N-1$,

$$
\hat{\Omega}_{\Gamma}:=\bigcup_{\ell=0}^{N-1} \hat{T}_{\Gamma}^{\ell}
$$

An example of the THBox-spline boundary strip is shown in Figure 10. By comparing Figure 8(c) and Figure 8(d), we see that the THBox-spline strip allows us to further reduce the size of the boundary basis as naturally suggested by the hierarchical configuration.

```
Algorithm 1 Cell removing algorithm for THBox-spline strip
Input: hierarchical fixed strip \(\hat{\Omega}_{\Gamma}\)
for \(\ell=0,1, \ldots, N-1\) do
    for each cell \(\pi^{\ell}\) in \(\hat{\Omega}^{\ell} \cap \hat{\Omega}_{\Gamma}\) do
        \(\mathcal{N}:=\left\{\hat{\beta}^{\ell} \in \hat{\mathcal{B}}^{\ell}:\left.\hat{\beta}^{\ell}\right|_{\pi^{\ell}} \not \equiv 0\right\}\)
        \(\mathcal{N}_{\mathrm{a}}:=\left\{\hat{\beta}^{\ell} \in \hat{\mathcal{B}}^{\ell}:\left.\hat{\beta}^{\ell}\right|_{\pi^{\ell}} \not \equiv 0 \wedge \operatorname{supp}^{\hat{\Omega}_{\Gamma}}\left(\hat{\beta}^{\ell}\right) \subseteq \hat{\Omega}^{\ell} \cap \hat{\Omega}_{\Gamma}\right\}\)
        if closure \(\left(\pi^{\ell}\right) \cap \partial \hat{\Omega}^{0}=\emptyset \wedge \mathcal{N}=\mathcal{N}_{\mathrm{a}}\) then
            remove \(\pi^{\ell}\) from strip \(\hat{\Omega}_{\Gamma}\)
        end if
    end for
end for
```

The THBox-spline boundary strip can be alternatively constructed from the hierarchical fixed boundary strip by removing unnecessary cells (level by level) by following Algorithm 1. A cell at level $\ell$ is removed if it does not touch the boundary and all box splines in $\hat{\mathcal{B}}^{\ell}$ that are non-zero on the cell are active on $\hat{\Omega}_{\Gamma}$. For example, for $C^{2}$ quartic THBox-splines a cell is removed if all 12 basis elements, whose supports overlap the cell, are active (see Figure 11).

## 4. Numerical examples

In this section we present numerical experiments where we solve our model problem (12) using (truncated) hierarchical bivariate box splines over different domains. As previously mentioned, we focus on $C^{2}$ quartic box splines defined over nested sequences of three-directional meshes constructed by dyadic refinement, hence $h_{\ell+1}=h_{\ell} / 2$. The hierarchical approach is applied using the boundary strips described in Section 3.2, and it is compared against the uniform case in terms of degrees-of-freedom and accuracy with respect to the exact solution (when available). In the first four examples predefined hierarchical refinements are considered (Section 4.1). In the last advection-diffusion problem, instead, the refinement is automatically performed using a simple gradient based a posteriori error estimator (Section 4.2).


Figure 12: The hexagonal domain problem: Exact solution.


Table 2: The hexagonal domain problem: Maximum error and degrees-of-freedom (dof), for uniform and hierarchical box splines with different types of boundary strips and different levels of refinements $N=1, \ldots, 4$.

### 4.1. Poisson problem

We start by considering four examples where 12 reduces to the Poisson problem, i.e.,

$$
\left\{\begin{align*}
-\Delta u & =f, & & \text { in } \Omega  \tag{17}\\
\boldsymbol{\sigma} & =\nabla u, & & \text { in } \Omega_{\Gamma, \text { in }} \\
u & =g, & & \text { on } \Gamma
\end{align*}\right.
$$

defined over different kinds of domains $\Omega \subset \mathbb{R}^{2}$. Of course, no SUPG stabilization is required here $\left(\delta_{h}=0\right)$.

### 4.1.1. Hexagonal domain

In this example we solve $(17)$ over the hexagonal domain $\Omega \subset[0,12]^{2}$ shown in Figure 12 where $g(x, y)=u(x, y)=\exp \left(-x^{2} / 4-y^{2} / 4\right), \quad f(x, y)=-\Delta u(x, y)=-\exp \left(-x^{2} / 4-y^{2} / 4\right)\left(x^{2} / 4+y^{2} / 4-1\right)$

Figure 13 shows the uniform and hierarchical three-directional meshes used for this problem with $N=4$ (left column), the different hierarchical boundary strip constructions (center column), and the corresponding error functions $\left|u-u_{h}\right|$ (right column). Table 2 collects the maximum values of the error with respect to the exact solution, for different depths $N$ of uniform and adaptive refinement. The finest mesh-size is $h_{N-1}=2^{-N+1}$. We clearly observe that (T)HBox-splines maintain the optimal box spline convergence rate (order 4 ), but with a substantially smaller amount of degrees-of-freedom than in case of uniform refinement.

### 4.1.2. Quarter of a circular domain

In this example we consider the Poisson problem (17) on a quarter of a circular domain. A unit right-angled triangular parametric domain $\hat{\Omega}$ (with its diagonal on the bottom right) is mapped onto a


Figure 13: The hexagonal domain problem: Uniform and hierarchical meshes on $\hat{\Omega}=\Omega$ and $\hat{\Omega}_{\Gamma}=\Omega_{\Gamma}$, together with the obtained box spline errors $(N=4)$.

|  |  | error |  |  |
| :---: | :---: | :---: | :---: | :---: |
| $N$ | $h_{N-1}$ | uniform | HBox | THBox |
| 1 | $1 / 4$ | $1.85 \cdot 10^{-1}$ | $1.85 \cdot 10^{-1}$ | $1.85 \cdot 10^{-1}$ |
| 2 | $1 / 8$ | $4.48 \cdot 10^{-2}$ | $4.55 \cdot 10^{-2}$ | $4.49 \cdot 10^{-2}$ |
| 3 | $1 / 16$ | $4.18 \cdot 10^{-3}$ | $4.16 \cdot 10^{-3}$ | $4.09 \cdot 10^{-3}$ |
| 4 | $1 / 32$ | $1.52 \cdot 10^{-4}$ | $1.59 \cdot 10^{-4}$ | $1.52 \cdot 10^{-4}$ |


|  |  | dof |  |  | $\Omega_{\Gamma}$ dof |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $N$ | $h_{N-1}$ | uniform | HBox | THBox | uniform | HBox | THBox |
| 1 | $1 / 4$ | 33 | 33 | 33 | 33 | 33 | 33 |
| 2 | $1 / 8$ | 75 | 69 | 69 | 75 | 69 | 69 |
| 3 | $1 / 16$ | 207 | 111 | 111 | 171 | 111 | 104 |
| 4 | $1 / 32$ | 663 | 228 | 228 | 363 | 225 | 158 |

Table 3: The circular domain problem: Maximum error and degrees-of-freedom (dof), for uniform and hierarchical box splines with different types of boundary strips and different levels of refinements $N=1, \ldots, 4$.
quarter of a unit circle $\Omega$ via the mapping $\boldsymbol{F}: \hat{\Omega}(r, s) \rightarrow \Omega(x, y)$,

$$
\left[\begin{array}{l}
x \\
y
\end{array}\right]=\boldsymbol{F}\left(\left[\begin{array}{l}
r \\
s
\end{array}\right]\right)=\left(-r+s+\sqrt{r^{2}+(s-1)^{2}}-\frac{2 r(s-1)}{\sqrt{r^{2}+(s-1)^{2}}}\right)\left[\begin{array}{c}
r \\
s-1
\end{array}\right]+\left[\begin{array}{l}
0 \\
1
\end{array}\right]
$$

Figure 14 illustrates the physical domain and the exact solution. The exact solution $u$ (and so $g$ ) is chosen to have a peak on the curved boundary as

$$
\begin{equation*}
g(x, y)=u(x, y)=\exp \left(-25(x-\sqrt{2} / 2)^{2}-25(y-1+\sqrt{2} / 2)^{2}\right) \tag{18}
\end{equation*}
$$

and

$$
\begin{align*}
f(x, y)=-\Delta u(x, y)= & 100 \exp \left(-25(x-\sqrt{2} / 2)^{2}-25(y-1+\sqrt{2} / 2)^{2}\right) \\
& \cdot\left(-25 x^{2}-25 y^{2}+25 \sqrt{2} x+25(2-\sqrt{2}) y-49+25 \sqrt{2}\right) . \tag{19}
\end{align*}
$$

Figure 15 shows the uniform and hierarchical three-directional meshes used for this problem with $N=4$ (left column), the different hierarchical boundary strip constructions (center column), and the corresponding error functions $\left|u-u_{h}\right|$ (right column). Note that in this case the hierarchical fixed boundary strip and the HBox-spline boundary strip produce exactly the same domain $\Omega_{\Gamma}$. The latter strip is not shrunk because basis functions related to level 0 are active on all cells in the fixed strip. Table 3 collects the maximum values of the error with respect to the exact solution, for different levels of uniform and adaptive refinement. As before, we observe the optimal convergence rate (order 4) with a strong reduction of the number of degrees-of-freedom in the hierarchical cases, especially using the truncation for $\Omega_{\Gamma}$.

### 4.1.3. Mapped Z-shape domain

In this example we consider a Z-shape parametric domain $\hat{\Omega} \subset[0,9] \times[0,11]$ and a wave-like cubic mapping $\boldsymbol{F}: \hat{\Omega}(r, s) \rightarrow \Omega(x, y)$,

$$
\left[\begin{array}{l}
x \\
y
\end{array}\right]=\boldsymbol{F}\left(\left[\begin{array}{l}
r \\
s
\end{array}\right]\right)=\left[\begin{array}{c}
r / 9-s^{2} / 1210 \\
s / 11+\left(14 r^{3}-195 r^{2}+600 r\right) / 5000
\end{array}\right] .
$$

The parametric and physical domains are depicted in Figure 16 . Then, we solve (17) with

$$
g(x, y) \equiv 0, \quad f(x, y) \equiv 1
$$

by considering uniform and hierarchical box splines up to 5 levels of refinement. The refinements were applied around the two corners of the Z-domain where the solution presents a geometric singularity


Figure 14: The circular domain problem: Exact solution.


Figure 15: The circular domain problem: Uniform and hierarchical meshes on $\hat{\Omega}$ and $\hat{\Omega}_{\Gamma}$, together with the obtained box spline errors $(N=4)$.


Table 4: The Z-shaped domain problem: Maximum error and degrees-of-freedom (dof), for uniform and hierarchical box splines with different types of boundary strips and different levels of refinements $N=1, \ldots, 5$.
(see Figure 16(a)). A THBox-spline solution and its error are shown in Figure 16, together with the used hierarchical meshes $(N=5)$.

The exact solution is simulated by taking the uniform box spline solution computed on a very fine mesh $(N=7)$. Table 4 reports the maximum error and degrees-of-freedom for all box spline solutions. The results of hierarchical splines using fixed boundary strips are not shown as they are identical to the ones using HBox-spline boundary strips. The latter strips are not thinner because the refinement regions are very small and basis functions related to several levels are active on each cell in the strip. Due to the nature of the considered problem, the convergence with increasing levels is slow but steady. The number of degrees-of-freedom is substantially reduced in case of hierarchical meshes compared to uniform meshes.

### 4.1.4. Mapped triangular domain with a hole

In this example we consider a right-angled triangular domain with a hole as parametric domain $\hat{\Omega} \subset[0,16]^{2}$ and a wave-like cubic mapping $\boldsymbol{F}: \hat{\Omega}(r, s) \rightarrow \Omega(x, y)$,

$$
\left[\begin{array}{l}
x \\
y
\end{array}\right]=\boldsymbol{F}\left(\left[\begin{array}{l}
r \\
s
\end{array}\right]\right)=\left[\begin{array}{l}
r / 16+9 s^{3} / 20480-27 s^{2} / 2560+9 s / 160 \\
s / 16-9 r^{3} / 20480+27 r^{2} / 2560-9 r / 160
\end{array}\right]
$$

The parametric and physical domains are depicted in Figure 17. Then, we solve the same homogeneous boundary Poisson problem as in the previous example:

$$
g(x, y) \equiv 0, \quad f(x, y) \equiv 1
$$

by considering uniform and hierarchical box splines up to 5 levels of refinement. The refinements were applied around the three interior corners of the domain (see Figure 17(a)). A THBox-spline solution and its error are shown in Figure 17, together with the used hierarchical meshes $(N=5)$.

Similarly to the Z-shaped domain problem, the exact solution is simulated by taking the uniform box spline solution computed on a very fine mesh $(N=7)$. Table 5 reports the maximum error and degrees-of-freedom for all box spline solutions. Like in the previous example, the convergence with increasing levels is slower than the optimal rate, but the hierarchical splines require a substantially smaller number of degrees-of-freedom than the uniform counterparts.

### 4.2. Advection-diffusion problem on unit square

We now use hierarchical box splines to solve the advection-diffusion problem (12) with $\kappa=10^{-6}$ and $\boldsymbol{a}=(\cos \theta, \sin \theta)$, where $\theta=\pi / 4$. The domain with Dirichlet boundary conditions and the exact solution are shown in Figure 18. For system stabilization, we apply SUPG where the stabilization parameter is set to $\delta_{h}=h_{N-1} /(2 \max (\cos (\theta), \sin (\theta))\|\boldsymbol{a}\|)=h_{N-1} / \sqrt{2}$ (see also [17]). Moreover, to improve the quality of the solution, we replace the initial step function $g$ along the boundary with


Figure 16: The Z-shaped domain problem: THBox-spline meshes on $\hat{\Omega}, \hat{\Omega}_{\Gamma}$ and $\Omega$, together with the obtained solution and its error $(N=5)$.

|  |  | error |  |  |
| :---: | :---: | :---: | :---: | :---: |
| $N$ | $h_{N-1}$ | uniform | HBox | THBox |
| 1 | 1 | $3.76 \cdot 10^{-3}$ | $3.76 \cdot 10^{-3}$ | $3.76 \cdot 10^{-3}$ |
| 2 | $1 / 2$ | $2.29 \cdot 10^{-3}$ | $2.63 \cdot 10^{-3}$ | $2.58 \cdot 10^{-3}$ |
| 3 | $1 / 4$ | $1.45 \cdot 10^{-3}$ | $1.76 \cdot 10^{-3}$ | $1.56 \cdot 10^{-3}$ |
| 4 | $1 / 8$ | $8.20 \cdot 10^{-4}$ | $1.05 \cdot 10^{-3}$ | $9.03 \cdot 10^{-4}$ |
| 5 | $1 / 16$ | $3.41 \cdot 10^{-4}$ | $4.82 \cdot 10^{-4}$ | $4.01 \cdot 10^{-4}$ |


|  |  | dof |  |  | $\Omega_{\Gamma}$ dof |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $N$ | $h_{N-1}$ | uniform | HBox | THBox | uniform | HBox | THBox |
| 1 | 1 | 206 | 206 | 206 | 206 | 206 | 206 |
| 2 | $1 / 2$ | 635 | 260 | 260 | 516 | 284 | 282 |
| 3 | $1 / 4$ | 2153 | 320 | 320 | 1044 | 386 | 346 |
| 4 | $1 / 8$ | 7829 | 380 | 380 | 2100 | 446 | 400 |
| 5 | $1 / 16$ | 29741 | 440 | 440 | 4212 | 506 | 454 |

Table 5: The triangular domain problem: Maximum error and degrees-of-freedom (dof), for uniform and hierarchical box splines with different types of boundary strips and different levels of refinements $N=1, \ldots, 5$.
a smooth version, represented in terms of $C^{2}$ cubic B-splines. For the HBox and THBox cases, the local refinement is done automatically using a simple gradient based a posteriori error estimator. On each mesh cell $\pi$ of domain $\Omega$, the gradient indicator is computed as $\left\|\nabla u_{h}\right\|_{L^{2}(\pi)}$; see, e.g., [18]. The gradient indicator is used in the cell marking strategy to prescribe the area of refinement: every cell that has the gradient indicator above a prescribed threshold is marked to be refined. Each area of refinement is suitably enlarged from the initial marked cell(s) so that at least one finer basis function is added on each marked cell. Starting from the initial uniform mesh, three automatic refinement steps are executed in the example. Figure 19 shows the uniform and hierarchical three-directional meshes used for this problem with $N=4$ (left column), the different hierarchical boundary strip constructions


Figure 17: The triangular domain problem: THBox-spline meshes on $\hat{\Omega}, \hat{\Omega}_{\Gamma}$ and $\Omega$, together with the obtained solution and its error $(N=5)$.


Figure 18: Advection-diffusion problem: Domain with Dirichlet boundary conditions and exact solution.
(center column), and the corresponding box spline solutions (right column). Again, in this case the hierarchical fixed boundary strip and the HBox-spline boundary strip produce exactly the same domain $\Omega_{\Gamma}$. The quality of the approximation is usually measured in terms of the oscillations that appear in the neighborhood of the layers. Therefore, we report the minimum and maximum value of the box spline solutions in Table 6 together with their degrees-of-freedom.

## 5. Conclusions

We have presented an adaptive isogeometric method with (truncated) hierarchical box splines using weakly imposed boundary conditions. By combining the locally uniform structure of the hierarchical


Figure 19: Advection-diffusion problem: Uniform and hierarchical meshes on $\hat{\Omega}=\Omega$ and $\hat{\Omega}_{\Gamma}=\Omega_{\Gamma}$, together with the obtained solutions and their errors $(N=4)$.
box spline model with both the immersed boundary method and the isogeometric approach, we are not only able to effectively perform adaptive mesh refinement, but also to model non-trivial geometries.

The considered weak boundary formulation requires an appropriate selection of boundary strip where an additional flux unknown is enforced. In order to do this, the strip must necessarily include all cells of the mesh that touch or intersect the boundary. In view of the possible interactions between different levels of resolutions in the adaptive hierarchical setting, this minimal set of boundary cells must be properly enlarged and different choices can be considered.

Three different boundary strips have been introduced. The first strip simply consists of a fixed thickness $h_{0}$, independent of the number of refinements. To reduce the number of degrees-of-freedom of the overall system and the computational overhead, the strip should be thinner at regions where only finer resolutions are considered. In particular, the strip can be shrunk along the parts of the boundary where no basis functions of coarser levels are non-zero. Exploiting the supports of HBox-splines and THBox-splines results in the definition of adaptive strips that strongly reduce the number of degrees-of-freedom with respect to the fixed configuration.

|  | max value |  |  | min value |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $N h_{N-1}$ | uniform | HBox | THBox | uniform | HBox | THBox |
| 1 1/20 | 1.14 | 1.14 | 1.14 | -0.15 | -0.15 | -0.15 |
| $21 / 40$ | 1.19 | 1.18 | 1.18 | -0.046 | -0.049 | -0.046 |
| 3 1/80 | 1.0072 | 1.0068 | 1.0072 | -0.042 | -0.046 | -0.042 |
| $4 \quad 1 / 160$ | 1.0030 | 1.0077 | 1.0083 | -0.037 | -0.041 | -0.037 |
|  | dof |  |  | $\Omega_{\Gamma}$ dof |  |  |
| $N h_{N-1}$ | uniform | HBox | THBox | uniform | HBox | THBox |
| 1 1/20 | 527 | 527 | 527 | 302 | 302 | 302 |
| $21 / 40$ | 1847 | 782 | 782 | 622 | 485 | 446 |
| $31 / 80$ | 6887 | 1568 | 1610 | 1262 | 995 | 715 |
| 4 1/160 | 26567 | 4358 | 4400 | 2542 | 2660 | 1222 |

Table 6: Advection-diffusion problem: Max/min values and degrees-of-freedom (dof), for uniform and hierarchical box splines with different types of boundary strips.

We have illustrated the capability of the presented hierarchical box spline model in isogeometric analysis with several numerical examples. Uniform and hierarchical box splines were used to solve a selection of advection-diffusion problems imposing weakly Dirichlet boundary conditions and using several non-trivial domains described by triangulated partitions and different domain mappings. These examples confirmed the optimal convergence rates of box splines on uniform and hierarchical meshes with different types of boundary strips. Also, the number of degrees-of-freedom was substantially reduced by constructing suitable locally refined hierarchical meshes.

The problem of high-quality domain parameterizations is crucial for the design of efficient isogeometric methods. It is also a non-trivial task, that becomes of remarkable interest when moving from (more common) surface parameterization algorithms to challenging volumetric configurations. Being defined as multivariate generalizations of univariate cardinal B-splines not necessarily restricted to rigid tensor-product structures, box splines offer an enhanced flexibility for the representation of computational domains. For example, while non-singular tensor-product B-spline (and their rational extension) parameterizations may be developed in connection with planar domains that exhibit only four corners, singular solutions need to be taken into account when the number of corners is different from four. Box spline geometries may circumvent this problem but the development of optimal domain parameterizations in this context deserves a separate study and it is beyond the scope of this paper. For related work on domain parameterizations using splines on triangulations we refer to [10, 31]. The aim of the current manuscript is solely to show the potential of the hierarchical box spline framework, suitably combined with simple geometric mappings, with respect to standard tensor-product counterparts.
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[^0]:    ${ }^{1}(\mathrm{~T})$ HB-splines can be defined on any kind of nested (non-uniform) knot sequences, see [14 15.

