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#### Abstract

We investigate the structure of the set of periodic solutions of a time-dependent generalized version of the sunflower equation (in fact of the delayed Liénard equation), where the coefficients can vary periodically, thus allowing for environmental oscillations. Our result stems from a more general analysis, based on fixed point index and degreetheoretic methods, of the set of $T$-periodic solutions of $T$-periodically perturbed coupled delay differential equations on differentiable manifolds.
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## 1. Introduction

Physical and biological phenomena involving memory effects (such as viscosity in solids, hysteresis in ferroelectrics, latency of diseases, delay feedback, fading effect for hormones concentration, etc.) are described commonly by differential equations involving time delay (see, e.g., $[2,11,17,27]$ ). Indeed, in recent years there has been a growing interest around the dynamical behavior of such equations. In particular, a certain amount of research has been dedicated to the sunflower equation, i.e.

$$
\begin{equation*}
\ddot{y}(t)=-\frac{\alpha}{r} \dot{y}(t)-\frac{\beta}{r} \sin (y(t-r)), \tag{1}
\end{equation*}
$$

where $r>0$ is a finite time delay, $\alpha$ and $\beta$ are experimental parameters (see [16], also [9] for the derivation). This scalar equation is a mathematical model used to describe the helical movements of the tip of a sunflower plant. The top of the stem of the sunflower performs a rotating movement and $y(t)$ is the angle of the plant with respect to the vertical direction, the lag time $r$ corresponds to a delayed reaction in response to the effect due to accumulation of the growth hormone (auxin) alternatively on both side of the plant. Roughly speaking, the parameters $\alpha$ and $\beta$ control, respectively, the fading of the effect of auxin's past concentration and the growth speed. Somolinos in [26] showed
the existence of periodic solutions to (1) for a certain range of values for the involved parameters $\alpha, \beta$ and $r$. This existence result covers both the cases of small and large amplitude limit cycles generated by Hopf bifurcation. More recently, Liu and Kalmár-Nagy [20] computed limit cycle amplitudes and frequencies for (1). Other meaningful results related to this equation can be found e.g., in $[2,8,10,19,22,31]$.

Our investigation follows a different path: We extend Eq. (1) introducing a more general dependence on the past and allowing time variation of the coefficients to account, e.g., for environmentally induced changes in the response of the plant to hormone concentration and "memory" fading. The resulting model is obtained by assuming that the coefficients $-\alpha / r$ of and $-\beta / r$ are actually $T$-periodic functions, $T>0$ given, and replacing the sinus function in the second term in the left-hand side of (1) with a generic function depending on the present and past status. We also control the magnitude of this second term by prepending a parameter $\lambda \geq 0$ to it. The parametrized equation under consideration then, reads as follows:

$$
\begin{equation*}
\ddot{y}(t)=a(t) \dot{y}(t)+\lambda b(t) \phi(y(t), y(t-r)), \quad \lambda \geq 0 \tag{2}
\end{equation*}
$$

where $a, b$ and $\phi$ are continuous, $a$ and $b$ are $T$-periodic with average

$$
\not x:=\frac{1}{T} \int_{0}^{T} a(t) d t \neq 0
$$

and $b(t) \neq 0$ for all $t$. The assumption $\not \phi \neq 0$ serves to generalize the constant coefficient of $\dot{y}(t)$ in (1): Ideally, $a(t)$ can be thought as a perturbation of the constant term $-\alpha / r$, namely $a(t)=-\alpha / r+\epsilon(t)$ where $\epsilon(t)$ is continuous, $T$ periodic and sufficiently small so that $\nless=-\alpha / r+\notin \neq 0$. Similar considerations hold for $b$.

We point out that, with respect to (1), an extended version of the second addendum as in (2) makes sense also in view of different applications. For instance, in [11, Ch. 4 §2] equations of the form (2) are considered (with constant experimental parameters) in connection with a mathematical description of sleep disorders.

What we investigate of (2) is the structure of the set of $T$-periodic solutions as $\lambda \geq 0$ varies. Informally, in our main result (Theorem 1.1) we find a topological condition on the function $p \mapsto \phi(p, p)$ which implies that there exists a connected set of 'nontrivial' $T$-periodic solutions of (2) whose closure is not compact and intersects the set of constant solutions of (2) for $\lambda=0$. More precisely, let $C_{T}^{1}(\mathbb{R})$ be the Banach space of the $T$-periodic $\mathbb{R}$-valued functions (with the uniform topology). A pair $(\lambda, y) \in[0, \infty) \times C_{T}^{1}(\mathbb{R})$ is called a $T$-pair for (2) if $y$ is a $T$-periodic solution of (2), also $(\lambda, y)$ is called trivial if $y$ is constant and $\lambda=0$. For any $p \in \mathbb{R}$ let $\widehat{p}$ denote the constant function $\widehat{p} \equiv p$. Our main result is the following:

Theorem 1.1. Let $\phi$ and $a$ be as in (2) and let $\Omega \subseteq[0, \infty) \times C_{T}^{1}(\mathbb{R})$ be open. Take $W_{\Omega}:=\{p \in \mathbb{R}:(0, \widehat{p}) \in \Omega\}$ and let $w(q):=\phi(q, q)$. Assume that $\operatorname{deg}\left(w, W_{\Omega}\right)$ is well-defined and nonzero. Then, there exists a connected set of nontrivial
$T$-pairs for (2), whose closure meets the set $\{(0, \widehat{p}) \in \Omega: w(p)=0\}$ and is not compact.

This theorem will be proved by rewriting (2) as a first-order coupled system in the Liénard plane (as e.g., in [2]) and then applying a result about such systems in a very general setting. Actually, we provide a generalization of [28] (compare also [18]) based on [7] (Theorem 4.1), which deals with the structure of the set of harmonic solutions of periodically perturbed coupled ODEs on manifolds. Indeed, Theorem 4.1 is of some independent interest because it partially bridges the gap between [3] and [7,15] in the sense that the main results of those papers can be deduced from it (see Remark 4.3 below).

A feature of this paper is the combined use of topological methods (degree-theoretic and fixed point index) along with a classical Liénard-plane analysis. The former are used in Sects. 2, 3 and 4 to investigate coupled delay equations on differentiable manifold. Then, in Sect. 5 , the obtained results are exploited to approach the particular case of Eq. (2).

## 2. Coupled delay differential equations

Let us describe more precisely our setting. Let $M \subseteq \mathbb{R}^{k}$ and $N \subseteq \mathbb{R}^{s}$ be boundaryless smooth manifolds, let $\mathfrak{f}: \mathbb{R} \times(M \times N)^{2} \rightarrow \mathbb{R}^{k}$ be tangent to $M$, and let $\mathfrak{g}: M \times N \rightarrow \mathbb{R}^{s}$ and $\mathfrak{h}: \mathbb{R} \times(M \times N)^{2} \rightarrow \mathbb{R}^{s}$ be tangent to $N$ : This means that, for any $(t, p, q, v, w) \in \mathbb{R} \times(M \times N)^{2}$, then $\mathfrak{g}(p, q, v, w)$ and $\mathfrak{h}(t, p, q, v, w)$ belong to the tangent space $T_{q} N$, and $\mathfrak{f}(t, p, q, v, w)$ is in $T_{p} M$, respectively. Let also $a: \mathbb{R} \rightarrow \mathbb{R}$ be continuous. Given $T>0$, we assume that $\mathfrak{f}, \mathfrak{h}$ and $a$ are $T$-periodic in the $t$ variable. Consider the following system of delay differential equations for $\lambda \geq 0$ :

$$
\left\{\begin{array}{l}
\dot{x}(t)=\lambda \mathfrak{f}(t, x(t), y(t), x(t-r), y(t-r)),  \tag{3}\\
\dot{y}(t)=a(t) \mathfrak{g}(x(t), y(t))+\lambda \mathfrak{h}(t, x(t), y(t), x(t-r), y(t-r)),
\end{array}\right.
$$

where the time lag $r>0$ is given. This system is equivalent to a single parameter-dependent delay differential equation on the product manifold $M \times$ $N \subseteq \mathbb{R}^{k+s}$.

Denote by $C_{T}(M)$ and $C_{T}(N)$ the spaces of $T$-periodic continuous functions from $\mathbb{R}$ to $M$ and $N$, respectively, with the topology of uniform convergence. We investigate the properties of the set of the $T$-periodic triples (or briefly $T$-triples) of (3), i.e. of those triples $(\mu, x, y) \in[0, \infty) \times C_{T}(M) \times C_{T}(N)$, where $(x, y)$ is a solution to (3) when $\lambda=\mu$. In particular, we shall give conditions for the existence of a noncompact connected component of nontrivial $T$-triples (which we call a "branch") emanating from the set $\nu^{-1}(0)$, where $\nu: M \times N \rightarrow \mathbb{R}^{k+s}$ is the vector field, tangent to $M \times N \subseteq \mathbb{R}^{k+s}$, given by

$$
\begin{equation*}
\nu(p, q)=\left(w_{\mathfrak{f}}(p, q), \mathfrak{g}(p, q)\right), \tag{4}
\end{equation*}
$$

with $w_{\mathfrak{f}}(p, q):=\frac{1}{T} \int_{0}^{T} \mathfrak{f}(t, p, q, p, q) \mathrm{d} t$. In the present setting, a $T$-triple $(\lambda, x, y)$ of (3) is said to be trivial if $\lambda=0$ and $(x, y)$ is constant.

It is tempting to try to achieve the desired generalization of [28] by simply using a time-transformation as in $[6,29]$ to get rid of the factor $a(t)$ in (3) and
then adapt the argument of $[3,15]$ to the present case. Nevertheless, this simple procedure does not work because the transformed perturbing term would result in a form inappropriate for our methods. In fact, the time-transformation used in [29] does not preserve the fixed-delay structure. Instead, to prove our result, we follow the lead of [7] and combine the techniques of [29] and [28].

Consider the system of equations (3). We are interested in its $T$-periodic solutions. Without loss of generality, as suggested in [12], we will assume that $T \geq r$. In fact, for $n \in \mathbb{N}$, the system (3) and
$\left\{\begin{array}{l}\dot{x}(t)=\lambda \mathfrak{f}(t, x(t), y(t), x(t-(r-n T)), y(t-(r-n T))) \\ \dot{y}(t)=a(t) \mathfrak{g}(x(t), y(t))+\lambda \mathfrak{h}(t, x(t), y(t), x(t-(r-n T)), y(t-(r-n T))),\end{array}\right.$
have the same $T$-periodic solutions. Thus, if necessary, one can replace $r$ with $r-n T$, where $n \in \mathbb{N}$ is such that $0<r-n T \leq T$.

Let us now introduce some notation. Given any $X \subseteq \mathbb{R}^{k}, \widetilde{X}$ denotes the metric space $C([-r, 0], X)$ with the distance inherited from the Banach space $\widetilde{\mathbb{R}}^{k}=C\left([-r, 0], \mathbb{R}^{k}\right)$ with the usual supremum norm.

Given any $(p, q) \in M \times N$, denote by $p^{\#} \in \widetilde{M}$ and $q^{\#} \in \widetilde{N}$ the constant functions $p^{\#}(t) \equiv p$ and $q^{\#}(t) \equiv q, t \in[-r, 0]$, respectively. Thus, $\left(p^{\#}, q^{\#}\right) \in$ $\widetilde{M \times N} \simeq \widetilde{M} \times \widetilde{N}$. For any $U \subseteq M \times N$, define $U^{\#}=\left\{\left(p^{\#}, q^{\#}\right) \in \widetilde{M \times N}\right.$ : $(p, q) \in U\}$. Also, given $W \subseteq \widetilde{M \times N}$, we put $W_{\#}=\{(p, q) \in M \times N$ : $\left.\left(p^{\#}, q^{\#}\right) \in W\right\}$. Finally, we will denote by $C_{T}(X)$ the metric subspace of the Banach space $\left(C_{T}\left(\mathbb{R}^{k}\right),\|\cdot\|\right)$ of all the $T$-periodic continuous maps $x: \mathbb{R} \rightarrow X$ (as above, with the usual $C^{0}$ norm). Observe that $C_{T}(X)$ is complete if and only if $X$ is complete (or, equivalently, closed as a subset of $\mathbb{R}^{k}$ ). Nevertheless, since $M$ and $N$ are locally compact, $C_{T}(M \times N) \simeq C_{T}(M) \times C_{T}(N)$ is always locally complete.

## 3. Poincaré-type translation operator

Assume now, unless differently stated, that $a, \mathfrak{f}, \mathfrak{g}$ and $\mathfrak{h}$ are $C^{1}$. Consider the map $H$ with domain $\mathcal{D}_{H} \subseteq \mathbb{R} \times \widetilde{M} \times \widetilde{N} \times \mathbb{R}$ in $\widetilde{M} \times \widetilde{N}$ defined by

$$
H(\lambda, \varphi, \psi, \mu)(\theta)=\left(x_{\lambda, \mu}(\varphi, \psi, T+\theta), y_{\lambda, \mu}(\varphi, \psi, T+\theta)\right), \quad \theta \in[-r, 0]
$$

where $t \mapsto\left(x_{\lambda, \mu}(\varphi, \psi, t), y_{\lambda, \mu}(\varphi, \psi, t)\right)$ denotes the unique maximal solution of the initial-value problem
$\left\{\begin{array}{lr}\dot{x}(t)=\lambda\left[\mu \mathfrak{f}(t, x(t), y(t), x(t-r), y(t-r))+(1-\mu) \frac{a(t)}{\phi} w_{\mathfrak{f}}(x(t), y(t))\right], \quad t>0, \\ \dot{y}(t)=a(t) \mathfrak{g}(x(t), y(t))+\lambda \mu \mathfrak{h}(t, x(t), y(t), x(t-r), y(t-r)), & t \in[-r, 0] .\end{array}\right.$
Well known properties of differential equations imply that $\mathcal{D}_{H}$ is an open subset of $\mathbb{R} \times \widetilde{M} \times \widetilde{N} \times \mathbb{R}$. A similar argument shows that the set $\mathcal{D}^{\prime}:=\{(\varphi, \psi) \in$ $\left.\widetilde{M} \times \widetilde{N}:(0, \varphi, \psi, 1) \in \mathcal{D}_{H}\right\}$ is open as well. Also, since we are assuming $T \geq r$
(see above), the Theorem of Ascoli-Arzelà implies that $H$ is a locally compact map (compare, e.g., [24] or [5]).

Remark 3.1. Consider the following equation:

$$
\left\{\begin{array}{l}
\dot{x}(t)=0  \tag{5}\\
\dot{y}(t)=a(t) \mathfrak{g}(x(t), y(t)) .
\end{array}\right.
$$

Given $V \subseteq \widetilde{M} \times \widetilde{N}$ such that $\bar{V} \subseteq \mathcal{D}^{\prime}$ we have that all solutions of (5) starting at time $t=0$ from $\overline{V_{\#}}$ are defined (at least) for $t \in[0, T]$. An argument similar to, e.g., [29, Remark 2.3] or [7, Remark 2.1]) shows that the same assertion holds for (5) when $a(t)$ is replaced with its average $\phi$ :

$$
\left\{\begin{array}{l}
\dot{x}(t)=0  \tag{6}\\
\dot{y}(t)=\phi \mathfrak{g}(x(t), y(t)) .
\end{array}\right.
$$

In fact, one could prove that solutions of (5) and of (6), leaving at time $t=0$ from the same point, coincide at time $t=T$. Thus, $T$-periodic orbits (images of solutions) of (5) and (6) must coincide. More precisely, let $\left\{\Phi_{t}\right\}_{t \in \mathbb{R}}$ be the local flow associated to (6). That is, $\Phi: U \rightarrow M \times N$ is defined on an open subset $U$ of $\mathbb{R} \times M \times N$, containing $\{0\} \times M \times N$, with the property that for any $(p, q) \in M \times N$ the curve $t \mapsto \Phi_{t}(p, q)$ is the maximal solution of (6) given the initial condition $\Phi_{0}(p, q)=(p, q)$. Then, given $\tau \in \mathbb{R}$, the domain of $\Phi_{\tau}$ is the open set consisting of those points $(p, q) \in M \times N$ for which the maximal solution of (6) starting from $(p, q)$ at $t=0$ is defined up to $\tau$. (We are interested, in particular, to the case $\tau=T$.) Let $\left\{\Psi_{t}\right\}_{t \in \mathbb{R}}$ be the anologous local flow associated to (5). The argument of the above cited remarks show that $\Psi_{T}(p, q)=\Phi_{T}(p, q)$ whenever this relation makes sense, in particular for all $(p, q) \in \overline{V_{\#}}$.

The following definition is convenient:
Definition 3.2. We say that $V \subseteq \widetilde{M} \times \widetilde{N}$ has the constant periodic property for (5) if any $T$-periodic solution ( $x, y$ ) of Eq. (5) that intersects $\partial V_{\#}$ is constant.

We have the following result:
Lemma 3.3. Let $V \subseteq \widetilde{M} \times \widetilde{N}$ be open and such that

$$
Z_{V}:=\left\{\left(p^{\#}, q^{\#}\right) \in V: \nu(p, q)=0\right\}
$$

is compact. Then, there exists an open neighborhood $W \subseteq V$ of $Z_{V}$ and $\varepsilon>0$ s.t. $[0, \varepsilon] \times \bar{W} \times[0,1] \subseteq \mathcal{D}_{H}$ and $H([0, \varepsilon] \times \bar{W} \times[0,1])$ is compact.

Assume in addition that $V_{\#}$ is relatively compact, $\bar{V} \subseteq \mathcal{D}^{\prime}$ and that $V$ has the constant periodic property for (5) (Definition 3.2). Then $W$ can be taken in such a way that it has the constant periodic property as well. That is, if $(x, y)$ is a T-periodic solution of (5) intersecting $\partial W_{\#}$, then $(x, y)$ is constant.
Proof. One immediately checks that the set $Z_{V}$ consists of $T$-periodic solutions of (5). Thus, we have that $Z_{V} \subseteq \mathcal{D}^{\prime}$ and the first part of the lemma follows from the local compactness of $H$.

Let us now prove the second part of the assertion. Let $\left\{\Phi_{t}\right\}_{t \in \mathbb{R}}$ be the local flow associated to (6) as in Remark 3.1. The map $(t, p, q) \mapsto \Phi_{t}(p, q)$ is
continuous and, therefore, the "attainable set" $\mathcal{A}_{T}:=\Phi_{[0, T]}\left(\overline{V_{\#}}\right)$ is compact. Thus, the union $\mathcal{O}_{T}$ of all $T$-periodic orbits of (6) starting from points of $\overline{V_{\#}}$, being closed in $\mathcal{A}_{T}$, is compact as well. Clearly, since (6) is autonomous, $\mathcal{O}_{T}$ is actually the set of all $T$-periodic orbits of (6) that intersect $\overline{V_{\#}}$.

Remark 3.1 shows that $\mathcal{O}_{T}$ consists indeed of all $T$-periodic orbits of (5) that intersect $\overline{V_{\#}}$. Let us denote by $K$ the union of $Z_{V}$ with this set. Clearly $K$ is contained in $\mathcal{D}^{\prime}$. The local compactness of $H$ implies the existence of an open neighborhood $W \subseteq V$ of $K$ and a positive $\varepsilon$ with the property that $[0, \varepsilon] \times \bar{W} \times[0,1] \subseteq \mathcal{D}_{H}$ and $H([0, \varepsilon] \times \bar{W} \times[0,1])$ is compact. The second part of the claim follows now from the fact a $T$-periodic solution of (5) whose image intersects the boundary $\partial W_{\#}$, of the set $W$ just constructed, necessarily intersects $\partial V_{\#}$ and thus must be constant.

It is convenient to set

$$
Q_{T}^{\lambda}=H(\lambda, \cdot, \cdot, 1), \quad \text { and } \quad \widetilde{Q}_{T}^{\lambda}=H(\lambda, \cdot, \cdot, 0)
$$

We will denote the domain of $H(\cdot, \cdot, \cdot, 1)$ by the letter $\mathcal{D}$.
The following is the main result of this section (cf. [7,15]). It relates the fixed point index of $Q_{T}^{\lambda}$ for small $\lambda>0$ (see, e.g., [21,23] for an introduction) with the degree of the tangent vector field $\nu$. Recall that this notion, roughly speaking, counts (algebraically) the zeros of a vector field; for an exposition of this topic we refer, e.g., to [21] or [14].

Theorem 3.4. Given $V \subseteq \widetilde{M} \times \widetilde{N}$ open and such that
(i) $V_{\#}$ is relatively compact;
(ii) There exists $s>0$ such that $[0, s] \times \bar{V} \subseteq \mathcal{D}$;
(iii) $Z_{V}$ is compact;
(iv) If $(x, y)$ is a T-periodic solution of (5) whose image intersects $\partial V_{\#}$, then $(x, y)$ is constant.
Then there exists $\lambda_{*} \in(0, s]$ such that, for $\lambda \in\left(0, \lambda_{*}\right), \operatorname{ind}\left(Q_{T}^{\lambda}, V\right)$ is well defined and

$$
\operatorname{ind}\left(Q_{T}^{\lambda}, V\right)=\operatorname{sign}(\not \phi)^{\operatorname{dim} N} \operatorname{deg}\left(-\nu, V_{\#}\right)
$$

The symbol "ind $\left(Q_{T}^{\lambda}, V\right)$ " in the above formula denotes the fixed point index of $Q_{T}^{\lambda}$ in the open set $V$, whereas "deg $\left(-\nu, V_{\#}\right)$ " denotes the degree of the tangent vector field $-\nu$ in the open subset $V_{\#}$ of $M \times N$.

Proof of Theorem 3.4. Let $W$ and $\varepsilon$ be as in Lemma 3.3. Consider the sets

$$
\begin{gathered}
\mathcal{S}=\{(\lambda, \varphi, \psi) \in[0, \varepsilon] \times \bar{W}: H(\lambda, \varphi, \psi, 1)=(\varphi, \psi)\} \\
\mathcal{S}_{0}=\mathcal{S} \cap(\{0\} \times \widetilde{M} \times \widetilde{N})
\end{gathered}
$$

Clearly, $\mathcal{S}$ is compact being a closed subset of the compact set $[0, \varepsilon] \times H([0, \varepsilon] \times$ $\bar{W} \times[0,1])$. Thus $\mathcal{S}_{0}$ is compact as well. Using the definition of $Q_{T}^{\lambda}$, we will prove the following fact:
Claim 1. There exists $\lambda_{0} \in(0, \min \{\varepsilon, s\}]$ such that if $(\varphi, \psi) \in V$ is a fixed point of $Q_{T}^{\lambda}$ with $\lambda \in\left(0, \lambda_{0}\right]$ then $(\varphi, \psi) \in W$. That is, $Q_{T}^{\lambda}$ has no fixed points in $\bar{V} \backslash W$ for $\lambda \in\left(0, \lambda_{0}\right]$.

To prove this claim we proceed by contradiction. If the claim is false there exist sequences $\left\{\lambda_{n}\right\} \subseteq\left(0, \lambda_{0}\right]$, and $\left\{\left(\varphi_{n}, \psi_{n}\right)\right\} \subseteq \bar{V} \backslash W$, with $\lambda_{n} \rightarrow 0$ and $\left(\lambda_{n}, \varphi_{n}, \psi_{n}\right) \in \mathcal{S}$. By the compactness of $\mathcal{S}_{0} \cap(\bar{V} \backslash W)$ we can assume that $\left(\varphi_{n}, \psi_{n}\right) \rightarrow\left(\varphi_{0}, \psi_{0}\right) \in \mathcal{S}_{0} \cap(\bar{V} \backslash W)$. The continuous dependence on data shows that the solution of (5) with initial data $\left(\varphi_{0}, \psi_{0}\right)$ is $T$-periodic. Assumption (iv) shows that there exists $p_{0} \in M$ and $q_{0} \in N$ such that $\left(\varphi_{0}, \psi_{0}\right)=\left(p_{0}^{\#}, q_{0}^{\#}\right)$. Clearly, one has $\mathfrak{g}\left(p_{0}, q_{0}\right)=0$. Let $\left(x_{n}, y_{n}\right)$ be the unique maximal solution of

Then,

$$
0=x_{n}(T)-x_{n}(0)=\lambda_{n} \int_{0}^{T} \mathfrak{f}\left(t, x_{n}(t), y_{n}(t), x_{n}(t-r), y_{n}(t-r)\right) \mathrm{d} t
$$

So that, in particular,

$$
0=\int_{0}^{T} \mathfrak{f}\left(t, x_{n}(t), y_{n}(t), x_{n}(t-r), y_{n}(t-r)\right) \mathrm{d} t
$$

and, passing to the limit, we get

$$
0=\int_{0}^{T} \mathfrak{f}\left(t, p_{0}, q_{0}, p_{0}, q_{0}\right) \mathrm{d} t=w_{\mathfrak{f}}\left(p_{0}, q_{0}\right) .
$$

Hence, $\nu\left(p_{0}, q_{0}\right)=\left(w_{\mathfrak{f}}\left(p_{0}, q_{0}\right), \mathfrak{g}\left(p_{0}, q_{0}\right)\right)=0$. This contradicts the choice of $W$ and completes the proof of Claim 1.

Claim 1 shows that, for $\lambda \in\left(0, \lambda_{0}\right]$, the set of the fixed points of $Q_{T}^{\lambda}$ that lie in $V$ is, in fact, contained in $W$. Hence, by the compactness of $\mathcal{S}$, it is compact too. As a consequence, $\operatorname{ind}\left(Q_{T}^{\lambda}, V\right)$ and $\operatorname{ind}\left(Q_{T}^{\lambda}, W\right)$ are well-defined and, by the excision property,

$$
\begin{equation*}
\operatorname{ind}\left(Q_{T}^{\lambda}, V\right)=\operatorname{ind}\left(Q_{T}^{\lambda}, W\right), \quad \text { for } \lambda \in\left(0, \lambda_{0}\right] . \tag{7}
\end{equation*}
$$

In fact, when $\lambda$ is sufficiently small, something more can be obtained: Claim 2. There exists $\lambda_{*} \in\left(0, \lambda_{0}\right]$, such that the homotopy $H_{\lambda}: \bar{W} \times[0,1] \rightarrow$ $\widetilde{M} \times \widetilde{N}$ given by $H_{\lambda}(\varphi, \psi, \mu)=H(\lambda, \varphi, \psi, \mu)$, is admissible for each $\lambda \in\left(0, \lambda_{*}\right]$.

To prove the claim we ought to show that for each $\lambda \in\left(0, \lambda_{*}\right], \lambda_{*}>0$ sufficiently small, the set of fixed points

$$
\mathcal{F}_{\lambda}=\{(\varphi, \psi) \in \bar{W}: H(\lambda, \varphi, \psi, \mu)=(\varphi, \psi), \quad \text { for some } \mu \in[0,1]\}
$$

which is compact being a closed subset of $H([0, \varepsilon] \times \bar{W} \times[0,1])$, is contained in $W$. Suppose by contradiction that this is not the case, that is, that such a choice of $\lambda_{*}$ cannot be done. Then there are sequences $\left\{\lambda_{n}\right\} \subseteq\left(0, \lambda_{0}\right],\left\{\mu_{n}\right\} \subseteq[0,1]$ and $\left\{\left(\varphi_{n}, \psi_{n}\right)\right\} \subseteq \partial W$ with $\lambda_{n} \rightarrow 0$ and

$$
\begin{equation*}
H\left(\lambda_{n}, \varphi_{n}, \psi_{n}, \mu_{n}\right)=\left(\varphi_{n}, \psi_{n}\right) \tag{8}
\end{equation*}
$$

As in the proof of Claim 1, by the compactness of $H([0, \varepsilon] \times \bar{W} \times[0,1])$ we can assume that $\left(\varphi_{n}, \psi_{n}\right) \rightarrow\left(\varphi_{0}, \psi_{0}\right) \in \partial W$. The continuous dependence on data shows that the solution of (5) with initial data $\left(\varphi_{0}, \psi_{0}\right)$ is $T$-periodic.

Assumption (iv) shows that there exists $p_{0} \in M$ and $q_{0} \in N$ such that $\left(\varphi_{0}, \psi_{0}\right)=\left(p_{0}^{\#}, q_{0}^{\#}\right)$. Clearly, we get $\mathfrak{g}\left(p_{0}, q_{0}\right)=0$. From (8) it follows that if $\left(x_{n}, y_{n}\right)$ is the solution of

$$
\left\{\begin{array}{rlrl}
\dot{x}(t)= & \lambda_{n}\left[\mu_{n} \mathfrak{f}(t, x(t), y(t), x(t-r), y(t-r))\right. & & \\
& \left.+\left(1-\mu_{n}\right) \frac{a(t)}{\phi} w_{\mathfrak{f}}(x(t), y(t))\right], & & t>0, \\
\dot{y}(t)= & a(t) \mathfrak{g}(x(t), y(t)) & & \\
& +\lambda_{n} \mu_{n} \mathfrak{h}(t, x(t), y(t), x(t-r), y(t-r)), \\
x(t)= & \varphi_{n}(t), \quad y(t)=\psi_{n}(t), & & t \in[-r, 0]
\end{array}\right.
$$

Then,

$$
\begin{aligned}
0=x_{n}(T)-x_{n}(0)= & \lambda_{n} \int_{0}^{T} \mu_{n} \mathfrak{f}\left(t, x_{n}(t), y_{n}(t), x_{n}(t-r), y_{n}(t-r)\right) \mathrm{d} t \\
& +\lambda_{n} \int_{0}^{T}\left(1-\mu_{n}\right) \frac{a(t)}{\not \&} w_{\mathfrak{f}}\left(x_{n}(t), y_{n}(t)\right) \mathrm{d} t
\end{aligned}
$$

So that

$$
\begin{aligned}
0= & \mu_{n} \int_{0}^{T} \mathfrak{f}\left(t, x_{n}(t), y_{n}(t), x_{n}(t-r), y_{n}(t-r)\right) \mathrm{d} t \\
& +\left(1-\mu_{n}\right) \int_{0}^{T} \frac{a(t)}{\not d} w_{\mathfrak{f}}\left(x_{n}(t), y_{n}(t)\right) \mathrm{d} t .
\end{aligned}
$$

Passing to the limit we get

$$
\begin{aligned}
0 & =\mu_{0} \int_{0}^{T} \mathfrak{f}\left(t, p_{0}, q_{0}, p_{0}, q_{0}\right) \mathrm{d} t+\left(1-\mu_{0}\right) \int_{0}^{T} \frac{a(t)}{\not \phi} w_{\mathfrak{f}}\left(p_{0}, q_{0}\right) \mathrm{d} t \\
& =\mu_{0} w_{\mathfrak{f}}\left(p_{0}, q_{0}\right)+\left(1-\mu_{0}\right) w_{\mathfrak{f}}\left(p_{0}, q_{0}\right)=w_{\mathfrak{f}}\left(p_{0}, q_{0}\right),
\end{aligned}
$$

which contradicts the choice of $W$ and proves Claim 2.
Claim 2, along with the homotopy invariance property, imply that for $\lambda \in\left(0, \lambda_{*}\right]$

$$
\begin{equation*}
\operatorname{ind}\left(Q_{T}^{\lambda}, W\right)=\operatorname{ind}(H(\lambda, \cdot, \cdot, 1), W)=\operatorname{ind}(H(\lambda, \cdot, \cdot, 0), W)=\operatorname{ind}\left(\widetilde{Q}_{T}^{\lambda}, W\right) \tag{9}
\end{equation*}
$$

Consider the tangent vector field $v_{\lambda}$ on $M \times N$ given by

$$
v_{\lambda}(p, q):=\left(\frac{\lambda}{\not x} w_{\mathfrak{f}}(p, q), \lambda \mathfrak{g}(p, q)\right)
$$

Theorem 3.2 of [7] imply that, for each fixed $\lambda \in\left(0, \lambda_{*}\right]$

$$
\begin{equation*}
\operatorname{ind}\left(\widetilde{Q}_{T}^{\lambda}, W\right)=\operatorname{sign}(\not q)^{\operatorname{dim}(M \times N)} \operatorname{deg}\left(-v_{\lambda}, W_{\#}\right) \tag{10}
\end{equation*}
$$

Since $\lambda>0$, a well known property of the degree yields

$$
\begin{equation*}
\operatorname{deg}\left(-v_{\lambda}, W_{\#}\right)=\operatorname{deg}\left(-v_{1}, W_{\#}\right) \tag{11}
\end{equation*}
$$

Lemma 1 of [28] shows that

$$
\begin{equation*}
\operatorname{deg}\left(-v_{1}, W_{\#}\right)=\operatorname{sign}(\not \phi)^{\operatorname{dim} M} \operatorname{deg}\left(-\nu, W_{\#}\right) \tag{12}
\end{equation*}
$$

hence, by equalities (9)-(12), taking into account that $\operatorname{dim}(M \times N)=\operatorname{dim} M+$ $\operatorname{dim} N$, we get

$$
\begin{align*}
& \operatorname{ind}\left(Q_{T}^{\lambda}, W\right)=\operatorname{ind}\left(\widetilde{Q}_{T}^{\lambda}, W\right)=\operatorname{sign}(\not \phi)^{\operatorname{dim}(M \times N)} \operatorname{deg}\left(-v_{\lambda}, W_{\#}\right) \\
& =\operatorname{sign}(\not \phi)^{\operatorname{dim}(M \times N)} \operatorname{deg}\left(-v_{1}, W_{\#}\right) \\
& =\operatorname{sign}(\not \phi)^{\operatorname{dim}(M \times N)} \operatorname{sign}\left(\not\langle )^{\operatorname{dim}(M)} \operatorname{deg}\left(-\nu, W_{\#}\right)\right.  \tag{13}\\
& =\operatorname{sign}(\not q)^{2} \operatorname{dim} M+\operatorname{dim} N \operatorname{deg}\left(-\nu, W_{\#}\right) \\
& =\operatorname{sign}(\phi)^{\operatorname{dim} N} \operatorname{deg}\left(-\nu, W_{\#}\right) \text {. }
\end{align*}
$$

Finally, by (7), (13) and the excision property of the degree, we get

$$
\begin{aligned}
\operatorname{ind}\left(Q_{T}^{\lambda}, V\right) & =\operatorname{ind}\left(Q_{T}^{\lambda}, W\right) \\
& =\operatorname{sign}(\phi)^{\operatorname{dim} N} \operatorname{deg}\left(-\nu, W_{\#}\right) \\
& =\operatorname{sign}(\phi)^{\operatorname{dim} N} \operatorname{deg}\left(-\nu, V_{\#}\right),
\end{aligned}
$$

which proves the assertion.

## 4. Branches of $\boldsymbol{T}$-periodic solutions

Let $T>0$ be given, by $C_{T}\left(\mathbb{R}^{d}\right)$ we mean the Banach space of all the continuous $T$-periodic functions $\zeta: \mathbb{R} \rightarrow \mathbb{R}^{d}$ whereas $C_{T}(X)$ denotes the metric subspace of $C_{T}\left(\mathbb{R}^{d}\right)$ consisting of all those $\zeta \in C_{T}\left(\mathbb{R}^{d}\right)$ that take values in $X$. It is not difficult to prove that $C_{T}(X)$ is complete if and only if $X$ is closed in $\mathbb{R}^{d}$.

It is also convenient to introduce the following notation: Given $(p, q)$ in $M \times N$, let $(\widehat{p}, \widehat{q}) \in C_{T}(M \times N)=C_{T}(M \times N)$ be the constant maps $(\widehat{p}(t), \widehat{q}(t)) \equiv(p, q), t \in \mathbb{R}$.

We are now in a position to state our result concerning the "branches" of $T$-triples of (3). Its proof follows closely the one of Theorem 5.1 in [15] (see also $[7,13])$, for this reason we only provide a sketch for the sake of completeness.

Theorem 4.1. Let $\Omega$ be an open subset of $[0, \infty) \times C_{T}(M \times N)$, and let $\Omega_{M \times N}:=$ $\{(p, q) \in M \times N:(0, \widehat{p}, \widehat{q}) \in \Omega\}$. Assume that $\operatorname{deg}\left(\nu, \Omega_{M \times N}\right)$ is well-defined and nonzero. Then there exists a connected set $\Gamma$ of nontrivial $T$-triples for (3) in $\Omega$ whose closure in $[0, \infty) \times C_{T}(M \times N)$ meets $\nu^{-1}(0) \cap \Omega_{M \times N}$ and is not contained in any compact subset of $\Omega$. In particular, if $M \times N$ is closed in $\mathbb{R}^{k+s}$ and $\Omega=[0, \infty) \times C_{T}(M \times N)$, then $\Gamma$ is unbounded.

The proof of this theorem is based on the following global connection result (see [13]), which will also be needed later.

Lemma 4.2. Let $Y$ be a locally compact metric space and let $Z$ be a compact subset of $Y$. Assume that any compact subset of $Y$ containing $Z$ has nonempty boundary. Then $Y \backslash Z$ contains a connected set whose closure (in $Y$ ) intersects $Z$ and is not compact.

We are now ready to sketch the proof of the theorem.

Sketch of the proof of Theorem 4.1. This proof can be roughly divided into three steps:
Step 1. We assume first that the maps $a, \mathfrak{f}, \mathfrak{g}$ and $\mathfrak{h}$ are $C^{1}$, so that uniqueness of solutions holds for (3). Consider the following notion:

A triple $(\lambda, \varphi, \psi) \in[0, \infty) \times \widetilde{M} \times \widetilde{N}$ is said to be a starting triple for (3) if the following initial value problem has a $T$-periodic solution:

$$
\begin{cases}\dot{x}(t)=\lambda \mathfrak{f}(t, x(t), y(t), x(t-r), y(t-r)), & t>0,  \tag{14}\\ \dot{y}(t)=a(t) \mathfrak{g}(x(t), y(t))+\lambda \mathfrak{h}(t, x(t), y(t), x(t-r), y(t-r)), \\ x(t)=\varphi(t), & t \in[-r, 0] . \\ y(t)=\psi(t), & \end{cases}
$$

A triple of the type $\left(0, p^{\#}, q^{\#}\right)$ with $g(p, q)=0$ is clearly a starting triple and will be called a trivial starting triple. The set of all starting triples for (3) will be denoted by $S$. By known continuous dependence properties of delay differential equations the set $\mathcal{V} \subseteq[0, \infty) \times \widetilde{M} \times \widetilde{N}$ of all triples $(\lambda, \varphi, \psi)$ such that the unique solution of (14) is defined at least up to $T$ is open (compare it to the set $\mathcal{D}$ defined in Sect. 3). Clearly $\mathcal{V}$ contains the set $S$ of all starting triples for (3).

Given an open set $W$ of $[0, \infty) \times \widetilde{M} \times \widetilde{N}$, let

$$
W_{\#}^{0}:=(W \cap(\{0\} \times \widetilde{M} \times \widetilde{N}))_{\#}=\left\{(p, q) \in M \times N:\left(0, p^{\#}, q^{\#}\right) \in W\right\}
$$

Our first step consists of proving that, if $\operatorname{deg}\left(\nu, W_{\#}^{0}\right)$ is well-defined and nonzero, then there exists in $S \cap W$ a connected set $\mathcal{G}$ of nontrivial starting triples whose closure in $S \cap W$ meets $\left\{\left(0, p^{\#}, q^{\#}\right) \in W \cap \mathcal{V}: g(p, q)=0\right\}$ and is not compact.

The proof of this fact follows closely the one of [15, Prop. 4.1] using Theorem 3.4 in place of [15, Theorem 3.2]. Loosely speaking, this proof uses the properties of the fixed point index and of the degree of a tangent vector field to obtain a contradiction with Lemma 4.2 (Compare also [7, Theorem 4.1]).
Step 2. As in Step 1 we assume that the maps $a, \mathfrak{f}, \mathfrak{g}$ and $\mathfrak{h}$ are $C^{1}$. Denote by $X$ the set of $T$-periodic triples of (3) and by $S$ the set of starting triples of the same equation, as above. Define the map $\Pi: X \rightarrow S$ by

$$
\Pi(\lambda, x, y)=\left(\lambda,\left.x\right|_{[-r, 0]},\left.y\right|_{[-r, 0]}\right)
$$

and observe that $\Pi$ is continuous, onto and, since $\mathfrak{f}, \mathfrak{g}$ and $\mathfrak{h}$ are smooth, it is also one to one. Furthermore, by the continuous dependence on data, $\Pi^{-1}: S \rightarrow X$ is continuous as well. Take

$$
S_{\Omega}=\{(\lambda, \varphi, \psi) \in S: \text { the solution of }(14) \text { is contained in } \Omega\}
$$

so that $X \cap \Omega$ and $S_{\Omega}$ correspond under the homeomorphism $\Pi: X \rightarrow S$. Thus, $S_{\Omega}$ is an open subset of $S$ and, consequently, we can find an open subset $W$ of $[0, \infty) \times \widetilde{M} \times \widetilde{N}$ such that $S \cap W=S_{\Omega}$. This implies, as in [15, Theorem 5.1], that

$$
\left\{(p, q) \in W_{\#}^{0}: g(p, q)=0\right\}=\left\{(p, q) \in \Omega_{M \times N}: g(p, q)=0\right\}
$$

The excision property of the degree of tangent vector fields yields

$$
\operatorname{deg}\left(g, W_{\#}^{0}\right)=\operatorname{deg}\left(g, \Omega_{M \times N}\right) \neq 0
$$

By Step 1 we deduce the existence of a connected set

$$
\Sigma \subseteq(S \cap W) \backslash\left\{\left(0, p^{\#}, q^{\#}\right) \in W: g(p, q)=0\right\}
$$

whose closure in $S \cap W$ meets $\left\{\left(0, p^{\#}, q^{\#}\right) \in W: g(p, q)=0\right\}$ and is not compact. Clearly, $\Gamma=\Pi^{-1}(\Sigma)$ satisfies the assertion.
Step 3. We now only need to remove the $C^{1}$-regularity assumption on the maps $a, \mathfrak{f}, \mathfrak{g}$ and $\mathfrak{h}$ replacing it with continuity. This is done by an approximation procedure that follows closely the one used in [15, Theorem 5.1]. For this reason we skip the details.

Remark 4.3. One can easily check that Theorem 4.1 implies both [3, Lemma $4.5]$ and [4, Lemma 3.5], albeit in the less general case of boundaryless manifolds, which are valid for a single differential equation of the form

$$
\dot{x}(t)=\lambda \mathfrak{f}(t, x(t), x(t-r)),
$$

where $\mathfrak{f}: \mathbb{R} \times M \times M \rightarrow \mathbb{R}^{k}$ is tangent to $M$. At the same time, Theorem 4.1 extends [15, Thm. 5.1] (see also Theorem 4.1 in [7]) that applies to the differential equations of the following type:

$$
\dot{y}(t)=a(t) \mathfrak{g}(y)+\lambda \mathfrak{h}(t, y(t), y(t-r)) .
$$

where $\mathfrak{g}: M \rightarrow \mathbb{R}^{k}$ and $\mathfrak{h}: \mathbb{R} \times M \times M \rightarrow \mathbb{R}^{k}$ are tangent to $M$.

## 5. Sunflower-like equation

In order to prove our main theorem, we look at how the results of the previous section apply to Eq. (2). Let us now recall the notion of $T$-periodic pair (or $T$-pair for brevity) for this equation and some related facts. A pair $(\lambda, y) \in$ $[0, \infty) \times C_{T}^{1}(\mathbb{R})$ is called a $T$-pair for (2) if $y$ is a $T$-periodic solution of (2). We say that a $T$-pair $(\lambda, y)$ is trivial if $y$ is constant and $\lambda=0$.

To study Eq. (2), we introduce a transformation that allows us to rewrite this model in an equivalent but easier to handle form. We need the following technical lemma whose proof is a standard ODE argument which we provide for the sake of completeness.

Lemma 5.1. Let $a: \mathbb{R} \rightarrow \mathbb{R}$ be as in (2) and such that $\not \subset \neq 0$. Then, there exists a unique T-periodic $C^{1}$ function $\sigma: \mathbb{R} \rightarrow \mathbb{R}$ for which

$$
\begin{equation*}
a(t)=\frac{\dot{\sigma}(t)}{\sigma(t)}-\sigma(t), \quad \text { for all } \quad t \in \mathbb{R} \tag{15}
\end{equation*}
$$

Clearly, $\sigma$ has constant sign so that, in particular $\phi \neq 0$.
As a direct consequence, we have that Eq. (2) can be rewritten as

$$
\begin{equation*}
\ddot{y}(t)=\left(\frac{\dot{\sigma}(t)}{\sigma(t)}-\sigma(t)\right) \dot{y}(t)+\lambda b(t) \phi(y(t), y(t-r)), \quad \lambda \geq 0 \tag{16}
\end{equation*}
$$

with $\sigma$ chosen as in Lemma 5.1.

Proof of Lemma 5.1. It is easy to verify by inspection that, for any $c \in \mathbb{R}$,

$$
\zeta(t):=e^{-\int_{0}^{t} a(s) d s}\left(c-\int_{0}^{t} e^{\int_{0}^{s} a(\ell) d \ell} d s\right)
$$

is a solution of equation

$$
\begin{equation*}
\dot{\zeta}(t)=-\zeta(t) a(t)-1, \tag{17}
\end{equation*}
$$

which corresponds to (15) under the transformation $\zeta(t)=1 / \sigma(t)$. Clearly, $\zeta(0)=c$. Taking

$$
c=\frac{\int_{0}^{T} e^{\int_{0}^{s} a(\ell) d \ell} d s}{e^{-T \phi}-1} e^{-T \phi}
$$

(recall that $\phi \neq 0$ ) we get $\zeta(0)=\zeta(T)$. Since the right-hand-side of (17) is $T$-periodic we obtain that $\zeta$ is $T$-periodic as well. In fact, the above is the only choice of $c$ for which $\zeta(0)=\zeta(T)$; thus (17) has a unique $T$-periodic solution.

We need to prove that the function $t \mapsto 1 / \zeta(t)$ is a $T$-periodic solution of (15). It is sufficient to show that $\zeta(t) \neq 0$ for all $t \in \mathbb{R}$. We consider the two possibilities $\phi>0$ and $\phi<0$ separately:
Case $\phi>0$. Clearly, $e^{-T \phi}<1$ so that, since $e^{-T \phi} \int_{0}^{t} e^{\int_{0}^{s} a(\ell) d \ell} d s>0$ we have $c<0$. Now, being $e^{-\int_{0}^{t} a(s) d s}>0$ for all $t \in \mathbb{R}$, we get $\zeta(t)<0$ for all $t$.
Case $\phi<\mathbf{0}$. In this case one has $e^{-T \phi}>1$, thus

$$
1<\frac{e^{-T \phi}}{e^{-T \not \phi}-1}
$$

Since $t \mapsto e^{-\int_{0}^{t} a(s) d s}$ is a positive function we have:

$$
\int_{0}^{t} e^{\int_{0}^{s} a(\ell) d \ell} d s<\int_{0}^{T} e^{\int_{0}^{s} a(\ell) d \ell} d s<\frac{e^{-T \not \subset}}{e^{T \phi}-1} \int_{0}^{T} e^{\int_{0}^{s} a(\ell) d \ell} d s
$$

so that $\zeta(t)>0$.
Thus, in both cases, we find a $T$-periodic solution of (15). The uniqueness, follows from the fact that if $t \mapsto \sigma(t)$ is a $T$-periodic solution of (15), hence defined for all $t \in \mathbb{R}$, then $\sigma(t) \neq 0$. Then, $t \mapsto 1 / \sigma(t)$ is a $T$-periodic solution of (17) which, as discussed above, is unique.

Remark 5.2. From the proof of Lemma 5.1 it follows that $\sigma$ has (constantly) the opposite sign of the average $\phi$. This fact has the obvious consequence that the signs of the averages of $\sigma$ and of $1 / \sigma$ coincide with $-\operatorname{sign}(\phi)$. Furthermore, if $b: \mathbb{R} \rightarrow \mathbb{R}$ is as in (2), one has that $b / \sigma$ has nonzero average and

$$
\operatorname{sign}\left(\frac{1}{T} \int_{0}^{T} \frac{b(t)}{\sigma(t)} \mathrm{d} t\right)=-\operatorname{sign}(\not \phi) \operatorname{sign}(b(0))
$$

For the average $\phi$ of $\sigma$ we can actually prove that $\phi=-\not \phi$ by the following simple argument that only uses Eq. (15):

$$
\not \subset=\frac{1}{T} \int_{0}^{T} a(t) \mathrm{d} t=\frac{1}{T} \int_{0}^{T} \frac{\dot{\sigma}(t)}{\sigma(t)} \mathrm{d} t-\frac{1}{T} \int_{0}^{T} \sigma(t) \mathrm{d} t=-\phi
$$

In fact,

$$
\int_{0}^{T} \frac{\dot{\sigma}(t)}{\sigma(t)} \mathrm{d} t=\ln (\sigma(T))-\ln (\sigma(0))=0
$$

because of the $T$-periodicity of $\sigma$.
To investigate Eq. (2) or, equivalently, (16) we follow the approach used in $[28, \S 5]$. Along this path we find convenient to treat a more general class of equations, i.e.

$$
\begin{equation*}
\ddot{y}(t)=\left(\frac{\dot{\gamma}(t)}{\gamma(t)}-\gamma(t) g(y(t))\right) \dot{y}(t)+\lambda f(t, y(t), y(t-r)), \quad \lambda \geq 0 \tag{18}
\end{equation*}
$$

where $f: \mathbb{R} \times \mathbb{R}^{2} \rightarrow \mathbb{R}$ is continuous and $T$-periodic in $t, \gamma: \mathbb{R} \rightarrow \mathbb{R}$ is $T$-periodic and nonzero, and $g: \mathbb{R} \rightarrow \mathbb{R}$ is $C^{1}$.

Introducing a new variable $x$, Eq. (18) can be equivalently rewritten in $\mathbb{R}^{2}$ (as in the so-called Liénard plane technique) as follows:

$$
\left\{\begin{array}{l}
\dot{x}(t)=\lambda f(t, y(t), y(t-r)) \gamma^{-1}(t),  \tag{19}\\
\dot{y}(t)=(x-G(y)) \gamma(t),
\end{array} \quad \lambda \geq 0\right.
$$

where $G(y)$ is a primitive of $g(y)$ and $\gamma$ plays the role of $\sigma$ in Lemma 5.1. Indeed, taking the derivative of the second equation in (19), we have

$$
\begin{aligned}
\ddot{y}(t) & =\dot{\gamma}(t)(x(t)-G(y(t)))+\gamma(t) \dot{x}(t)-g(y(t)) \dot{y}(t) \\
& =\frac{\dot{\gamma}(t)}{\gamma(t)} \dot{y}(t)-g(y(t)) \dot{y}(t)+\lambda f(t, y(t), y(t-r)) .
\end{aligned}
$$

By this relation, one can easily see that (19) is equivalent to (18). Because of this equivalence, Theorem 4.1 can be applied to (18):
Proposition 5.3. Let $f, g$ and $\gamma$ be as in (18), and let $\Omega \subseteq[0, \infty) \times C_{T}^{1}(\mathbb{R})$ be open. Define the open subset of $C_{T}(\mathbb{R} \times \mathbb{R})$

$$
\widehat{\Omega}:=\left\{(\lambda, \varphi, \psi) \in[0, \infty) \times C_{T}(\mathbb{R} \times \mathbb{R}):(\lambda, \varphi) \in \Omega\right\}
$$

and, according to the notation of Theorem 4.1,

$$
\widehat{\Omega}_{\mathbb{R}^{2}}=\{(\lambda, p, q) \in[0, \infty) \times \mathbb{R} \times \mathbb{R}:(\lambda, \widehat{p}, \widehat{q}) \in \widehat{\Omega}\} .
$$

Consider the vector field $\nu$ in $\mathbb{R}^{2}$, given by

$$
\nu(p, q):=(\bar{w}(q), p-G(q)),
$$

with $\bar{w}(q):=\frac{1}{T} \int_{0}^{T} f(t, q, q) \gamma^{-1}(t) \mathrm{d} t$. Assume that $\nu$ is admissible in $\Omega_{\mathbb{R}^{2}}$ for the degree and that $\operatorname{deg}\left(\nu, \Omega_{\mathbb{R}^{2}}\right) \neq 0$. Then, there exists a connected set of nontrivial $T$-pairs for (18) whose closure meets the set $\{(0, \widehat{p}) \in \Omega: \bar{w}(p)=0\}$ and, is not compact.

Proof. By Theorem 4.1, there exists a connected set $\Gamma$ of nontrivial $T$-triples for (19) whose closure meets the set

$$
\{(0, \widehat{p}, \widehat{q}) \in \widehat{\Omega}: \bar{w}(q)=0, p=G(q)\}
$$

and is not compact.

Observe that to any $(\lambda, y, z) \in \Gamma$ one can associate the nontrivial $T$-pair $(\lambda, y)$ for (18). In this way, one gets a connected set of nontrivial $T$-pairs for (18) whose closure meets the set $\{(0, \widehat{p}) \in \Omega: \bar{w}(p)=0\}$ and is not compact.

Example 5.4. Consider Eq. (18) with $\gamma(t)=\sin (t)+2$ and $g(y) \equiv 1$; that is:

$$
\begin{equation*}
\ddot{x}(t)=\left(\frac{\cos (t)}{\sin (t)+2}-(\sin (t)+2)\right) \dot{x}(t)+\lambda x(t-r) . \tag{20}
\end{equation*}
$$

Take $T=2 \pi$. Clearly, the average $\nRightarrow=2$ and, for any $q \in \mathbb{R}$,

$$
\bar{w}(q)=\frac{1}{2 \pi} \int_{0}^{2 \pi} \frac{q}{\sin (t)+2} d t=\frac{q}{\sqrt{3}} .
$$

Let $\Omega=[0, \infty) \times C_{T}^{1}(\mathbb{R})$. The vector field $\nu(p, q)=(q / \sqrt{3}, p-q)$ is clearly admissible in $\widehat{\Omega}_{\mathbb{R}^{2}}=\mathbb{R}^{2}$ and has degree 1. Then, by Proposition 5.3, there exists a connected set of nontrivial $2 \pi$-pairs for (20) whose closure meets the set

$$
\left\{(0, \widehat{p}) \in[0, \infty) \times C_{T}^{1}(\mathbb{R}): \bar{w}(p)=0\right\}
$$

and is not compact.
Remark 5.5. When $\gamma(t) \equiv 1$, the system of Eq. (19) reduces to

$$
\left\{\begin{array}{l}
\dot{x}(t)=\lambda f(t, y(t), y(t-r)), \\
\dot{y}(t)=(x-G(y)),
\end{array} \quad \lambda \geq 0,\right.
$$

which is equivalent to the equation

$$
\begin{equation*}
\ddot{y}(t)=-g(y(t)) \dot{y}(t)+\lambda f(t, y(t), y(t-r)) . \tag{21}
\end{equation*}
$$

in the particular case when $f(t, y(t), y(t-r))=f(y(t-r))$, Eq. (21) gives a so-called delayed Liénard equation (or Liénard sunflower-type equation) see, e.g., $[1,2,25,30,32-34]$. Clearly, Proposition 5.3 applies (for the non-delayed case, see [28]).

When $f$ is of the form $f(t, y(t), y(t-r))=b(t) \phi(y(t-r))$ with $b$ and $\phi$ as in (2), Proposition 5.3 combined with Lemma 5.1 implies the main result of the paper, Theorem 1.1, concerning Eq. (2), which we are now ready to prove.

Proof of Theorem 1.1. By Lemma 5.1 there exists a unique $T$-periodic function of constant sign $\sigma: \mathbb{R} \rightarrow \mathbb{R}$ such that $a(t)=\dot{\sigma}(t) / \sigma(t)-\sigma(t)$. Therefore, (2) can be written in the form (16).

Take $G(y)=y$. Then the maps $\bar{w}$ and $\nu$ of Proposition 5.3 become, respectively

$$
\bar{w}(q)=\frac{1}{T} \int_{0}^{T} \frac{b(t) \phi(q, q)}{\sigma(t)} \mathrm{d} t=\phi(q, q) \frac{1}{T} \int_{0}^{T} \frac{b(t)}{\sigma(t)} \mathrm{d} t
$$

and

$$
\nu(p, q)=(\bar{w}(q), p-q) .
$$

Let $\widehat{\Omega}_{\mathbb{R}^{2}}$ as in Proposition 5.3, with $\gamma=\sigma$. Since the average of $b / \sigma$ is nonzero (see Remark 5.2), one easily checks that

$$
\left|\operatorname{deg}\left(\nu, \widehat{\Omega}_{\mathbb{R}^{2}}\right)\right|=\left|-\operatorname{sign}\left(\frac{1}{T} \int_{0}^{T} \frac{b(t) \mathrm{d} t}{\sigma(t)}\right) \operatorname{deg}\left(w, W_{\Omega}\right)\right|=\left|\operatorname{deg}\left(w, W_{\Omega}\right)\right|
$$

Thus, $\operatorname{deg}\left(w, W_{\Omega}\right) \neq 0$ implies $\operatorname{deg}\left(\nu, \widehat{\Omega}_{\mathbb{R}^{2}}\right) \neq 0$. The assertion now follows from Proposition 5.3.

In the following example we consider the case of Eq. (2) when the perturbing term $\phi(y(t), y(t-r))=\sin (y(t-r))$, namely of the original sunflower equation but with time-periodic coefficients.

Example 5.6. (Sunflower-like equation) Consider the following scalar equation:

$$
\begin{equation*}
\ddot{x}(t)=a(t) \dot{x}(t)+\lambda b(t) \sin (x(t-r)) . \tag{22}
\end{equation*}
$$

where $a, b: \mathbb{R} \rightarrow \mathbb{R}$ are as in (2). Let $\Omega$ be the open subset of $[0, \infty) \times C_{T}^{1}(\mathbb{R})$ given by $\Omega=[0, \infty) \times C_{T}^{1}((-1,1))$, and let $W_{\Omega}$ be as in Theorem 1.1. Let $T=2 \pi$. One immediately checks that $\operatorname{deg}\left(w, W_{\Omega}\right)=1$, where

$$
w(p)=\frac{1}{2 \pi} \int_{0}^{2 \pi} \sin (p) \mathrm{d} t=\sin (p)
$$

By Theorem 1.1 there exists a connected set of nontrivial $T$-pairs for (2), whose closure meets the set $\{(0, \widehat{p}) \in \Omega: w(p)=0\}$ and is not compact.

## Acknowledgments

The authors have been supported by the Gruppo Nazionale per l'Analisi Matematica, la Probabilità e le loro Applicazioni (GNAMPA) of the Istituto Nazionale di Alta Matematica (INdAM).

## References

[1] Acosta, A., Lizana, M.: Hopf bifurcation for the equation $\ddot{x}(t)+f(x(t)) \dot{x}(t)+$ $g(x(t-r))=0$. Divulgaciones Matematicas. 13, 35-43 (2005)
[2] Balachandran, B., Kalmár-Nargy, T., Gilsinn, D.E.: (eds) Delay Differential Equations. Recent Advances and New Directions, Springer, New York (2009)
[3] Benevieri, P., Calamai, A., Furi, M., Pera, M.P.: Global branches of periodic solutions for forced delay differential equations on compact manifolds. J. Differ. Equ. 233(2), 404-416 (2007)
[4] Benevieri, P., Calamai, A., Furi, M., Pera, M.P.: On forced fast oscillations for delay differential equations on compact manifolds. J. Differ. Equ. 246(4), 13541362 (2009)
[5] Benevieri, P., Calamai, A., Furi, M., Pera, M.P.: Global continuation of periodic solutions for retarded functional differential equations on manifolds. Bound. Value Probl. 2013(21), 1-19 (2013)
[6] Bisconti, L.: Harmonic solutions to a class of differential-algebraic equations with separated variables. Electron. J. Differ. Equ. 2012(2), 1-15 (2012)
[7] Bisconti, L., Spadini, M.: Harmonic perturbations with delay of periodic separated variables differential equations. To appear in Topological Methods in Nonlinear Analysis
[8] Burton, T.A.: Liénard equations, delays, and harmless perturbations. Fixed Point Theory 5(2), 209-223 (2004)
[9] Burton, T.A.: Stability and periodic solutions of ordinary and functional differential equations. Dover Publ. Mineola N.Y. 2005. Originally published by Academic Press, Orlando, Fl (1985)
[10] Casal, A., Freedman, M.: A Poincaré-Lindstedt approach to bifurcation problems for differential-delay equations. IEEE Trans. Autom. Control 25(5), 967973 (1980)
[11] Erneux, T.: Applied Delay Differential Equations. Surveys and Tutorials in the Applied Mathematical Sciences, 3. Springer, New York (2009)
[12] Franca, M.: Private communication (2007)
[13] Furi, M., Pera, M.P.: A continuation principle for periodic solutions of forced motion equations on manifolds and applications to bifurcation theory. Pac. J. Math. 160, 219-244 (1993)
[14] Furi, M., Pera, M.P., Spadini, M.: The fixed point index of the Poincaré translation operator on differentiable manifolds. In: Brown, R.F., Furi, M., Górniewicz, L., Jiang, B. (eds) Handbook of topological fixed point theory. Springer-Verlag, The Netherlands (2005)
[15] Furi, M., Spadini, M.: Periodic perturbations with delay of autonomous differential equations on manifolds. Adv. Nonlinear Stud. 9(2), 263-276 (2009)
[16] Israelson, D., Johnson, A.: A theory of circumnutations in Helianthus annus. Physiol. Plant. 20, 957-976 (1967)
[17] Kuang, Y.: Delay differential equations with applications in population dynamics. In: Ames, W.F. (ed.) Mathematics in Science and Engineering, vol. 191. Academic Press, Inc., Boston, MA (1993)
[18] Lewicka, M., Spadini, M.: Branches of forced oscillations in degenerate systems of second order ODEs. Nonlinear Anal. 68, 2623-2628 (2008)
[19] Li, J.: Hopf bifurcation of the sunflower equation. Nonlinear Anal.: Real World Appl. 10(4), 2574-2580 (2009)
[20] Liu, L.P., Kalmár-Nagy, T.: High dimensional harmonic balance analysis for second-order delay-differential equations. J. Vib. Control 16(7-8), 11891208 (2010)
[21] Milnor, J.W.: Topology from the Differentiable Viewpoint. Univ. press of Virginia, Charlottesville (1965)
[22] MacDonald, N.: Harmonic balance in delay-differential equations. J. Sound Vib. 186(4), 649-656 (1995)
[23] Nussbaum, R.D.: The fixed point index and fixed points theorems. C.I.M.E. course on topological methods for ordinary differential equations. In: Furi, M., Zecca, P. (eds.) Lecture Notes in Math. vol. 1537, pp. 143-205. Springer Verlag, Berlin (1993)
[24] Oliva, W.M.: Functional differential equations on compact manifolds and an approximation theorem. J. Differ. Equ. 5, 483-496 (1969)
[25] Omari, P., Zanolin, F.: Periodic Solutions of Liénard Equations. Rendiconti del Seminario Matematico Della Università di Padova 72, 203-230 (1984)
[26] Somolinos, A.S.: Periodic solutions of the sunflower equation: $\ddot{x}+(a / r) \dot{x}+$ $(b / r) \sin (x(t-r))=0$. Q. Appl. Math. 35, 465-478 (1978)
[27] Smith, H.: An introduction to delay differential equations with applications to the life sciences. In: Marsden, J.E., Sirovich, L., Antman, S.S. (eds.) Texts in Applied Mathematics, vol. 57. Springer, New York (2011)
[28] Spadini, M.: Branches of harmonic solutions to periodically perturbed coupled differential equations on manifolds. Discret. Continuous Dyn. Syst. 15(3), 951964 (2006)
[29] Spadini, M.: Harmonic solutions to perturbations of periodic separated variables ODEs on manifolds. Electron. J. Differ. Equ. 2003(88), 11 (2003)
[30] Xu, J., Lu, Q.S.: Hopf Bifurcation of time-delay Liénard equations. Int. J. Bifurcation Chaos 9(5), 939-951 (1999)
[31] Wang, J., Jiang, W.: Hopf bifurcation analysis of two sunflower equations. Int. J. Biomath. 5(1), 15 (2012)
[32] Wei, J., Huang, Q.: Existence of periodic solutions for Liénard equations with finite delay. Chin. Sci. Bull. 42(14), 1145-1149 (1997)
[33] Zhang, B.: On the retarded Liénard equation. Proc. Am. Math. Soc. 115(3), 779785 (1992)
[34] Zhang, B.: Periodic solutions of the retarded Liénard equation. Annali di Matematica Pura Ed Applicata 172, 125-42 (1997)

Luca Bisconti
Dipartimento di Matematica e Informatica "U. Dini"
Università di Firenze
Via S. Marta 3, 50139
Florence
Italy
e-mail: luca.bisconti@unifi.it

## Marco Spadini

Dipartimento di Matematica e Informatica "U. Dini"
Università di Firenze
Via S. Marta 3, 50139
Florence
Italy
e-mail: marco.spadini@unifi.it

Received: 8 January 2015.
Accepted: 29 June 2015.

