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... l’arte di scriver storie sta nel saper tirar fuori da quel nulla che si è
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strizza ad un esame! Sono già passati 4 anni, ma lo ricordo come se fosse
ieri.
Per concludere il trittico dei supervisor, ringrazio il Prof. Demoulin per la
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impediti. Ma certi automatismi non li perdi mai. E quindi un gigantesco
grazie ad Ando, Torro e Mugno. In questi tre anni ci siamo laureati e
abbiamo iniziato a lavorare; qualcuno si è sposato e tutti siamo andati
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ragazza, scadendo nel banale di frasi fatte, trite e ritrite, è più semplice
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Abstract

A fast and reliable relight of aero engines burners is one of the most
critical points to ensure aircraft safety. The so-called altitude relight is
the process that allows the combustor to be re-ignited after a flame-out
during flight. Several expensive tests must be carried out to obtain the
required certifications, which makes important to fully understand the
problem of the flame onset. To speedup the design process, Computational
Fluid Dynamics established as valid alternative to the experiments to
investigate the complex phenomena involved in the ignition process.
In this work, a fully reactive Large Eddy Simulation of the ignition process
is attempted with the aim of validating the setup for future applications
within an advanced design process. In this line, a throughout validation
is carried out against some detailed experimental results of a lean spray
flame. At first, a non-reactive and reactive simulations are carried out
to validate the cold flow field and the stabilized flame structure. Then,
an ignition simulation is performed, from initial spark deposition up to
flame stabilization. The obtained results are extensively compared with
the available experimental data, showing that the employed simulation
setup can describe quite well the phenomena involved in the rig ignition.
However, this procedure does not allow to perform statistical studies,
such as the optimization of the igniter position. This issue is critical
since it can help to minimize the amount of energy required for ignition
and to increase the durability of the hardware. In fact, several spark
discharges must be simulated for each position, to account for different
realizations due to the turbulent flow field. Therefore, the previous Large
Eddy Simulation approach is not feasible in this scenario, due to the
excessive computational effort. In scientific literature, specific low-order
models were developed to provide an affordable estimation of the local
ignition probability. Due to the large amount of assumptions they clearly
sacrifice part of the accuracy and of the physical consistency, but the short
turnaround time makes them the first choice at low Technology Readiness
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Level. In this thesis, a low-order design model is implemented and used to
investigate the ignition probability of the same test rig simulated in detail,
showing that it can provide good results if a careful sensitivity study is
firstly conducted. This set of simulations represents a first attempt in
the scientific literature to carefully validate a low-order model using a
flow-field from LES and very accurate experimental data. Moreover, the
LES of the ignition process is used to further validate the model and
highlight its main shortcomings. To the best of the author knowledge,
such in-depth validation was not attempted so far.
The last step of the thesis concerns the development of a simulation
and post-processing methodology to investigate the primary breakup
of the spray in altitude relight conditions. Such activity is motivated
by the fundamental importance of spray initialization in full chamber
simulations. In fact, due to the very poor atomization quality and the
negligible evaporation process, the droplets ejected from the nozzle can
travel all along the combustion chamber and finally reach the combustor
walls. Under these conditions, the ignition tools already described might
fail if the spray is injected with a wrong distribution. Therefore, a
tentative approach to evaluate the spray size distribution is proposed
in the last section of this work. It is based on a run-time evaluation
of distributed variables such as liquid/gas density of interface or locally
defined variables as the curvature of the interface. In the present work, the
Eulerian Lagrangian Spray Atomization model is used as a basis to test
such technique. An academic planar prefilmer configuration is selected to
evaluate the accuracy of the post-processing, thanks to the availability of
experimental measurements in the proximity of the injector. The reported
results include a brief description of the simulated liquid structures, the
predicted Sauter Mean Diameter, the evolution of interface curvature and
a final proposal to derive the spray size distribution. The novelty of this
last section is mainly represented by the use of the interface curvature to
analyze and postprocess the primary breakup. At the best of the author
knowledge, this is the first time that such an approach is attempted to
an actual atomizing device.
Overall, the aim of this work is to validate and to develop a set of tools
to improve altitude relight design in aero engines. Although much work
is still needed, this thesis represent a first step towards the use of more
advanced numerical tools to optimize this process and to more easily meet
the required certifications.
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Introduction

Before introducing the problem of the ignition in aero engine, it is
worth recalling the most common architectures of burners, used in modern
turbofan. During the last decades, the main challenge related to combustor
design was the reduction of the pollutant emissions, in particular the
one of NOx. The most relevant mechanism of NOx production is the
so-called Zeldovich mechanism which has an exponential dependence from
temperature. It should be remembered that the maximum combustion
temperature is usually achieved for a mixture close to stoichiometry.
Hence, to avoid such condition, two main burner configurations have been
developed and are currently in use (Fig. 1):

• Rich Quench Lean (RQL) burners are characterized by a rich burning
primary zone close to the injector, which ensures a very stable flame
anchoring. The passage from rich to lean conditions is achieved
through the controlled introduction of air down the length of the
combustor, in order to produce a mixture rich of oxygen to complete
the combustion process. The rich zone ensures low NOx emissions
because of the low temperature and oxygen concentration, while the
sudden addition of secondary air moves the mixture towards a lean
combustion, which is again characterized by low pollutant emissions.
Anyway, it is really difficult to completely avoid the local creation of
stoichiometric conditions and therefore a particular attention must
to be devoted to make the quench as fast as possible.

• Lean burn combustors were originally designed for heavy-duty gas
turbines, where the reduction of NOx is achieved burning a mixture
with a low equivalence ratio. In lean conditions, the relatively low
temperature ensures the containment of the pollutant emissions.
Among lean burn combustion concepts, an established technique
to obtain an efficient mixing between air and fuel is the Lean Pre-
mixed Pre-vaporized system. This technology represents the actual
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2 Introduction

standard in ground-based gas turbines. Here, the fuel is completely
evaporated and homogeneously mixed with air before being injected
into the combustion chamber. However, the high operating pressure
of typical aero engine combustors, strongly increases the risk of
flashback, with excessive safety risks. Thus, in the aeronautical
context the attention moved to direct injection systems, called Lean
Direct Injection (LDI), where the liquid fuel is directly injected into
the combustion chamber.

Figure 1: Comparison between LDI and RQL combustor architecture [1].

The ignition of such devices is clearly subject to certifications: in the
Certification Specifications for Engines (CS-E) issued by the European
Union Aviation Safety Agency (EASA) the problem of altitude relight
in turbojet and turbofan engines is the object of a specific section (910).
It states that “the Engine constructor must recommend an envelope of
conditions for Engine relighting in flight, and must substantiate it by
appropriate tests or other evidence. The recommendation must state all
the conditions applicable, e.g., altitude, air speed, Engine windmilling
rotational speed, whether starter assistance is required, the recommended
drill”[2]. It is worth noting that the CS-E 910 been recently integrated
with some of the specifications from an Acceptable Means of Compliance
document that specifies how the certification must be issued. In short
it states that either “engine altitude testing or engine flight testing are
considered to be acceptable means of demonstrating compliance”[3] which
states that altitude testing are strictly required to certify the engine before
the entry into service.
The concept of envelope is introduced by the present certification: it
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is defined as the range of conditions in which the engine manufacturer
certifies that the engine can be relighted. A typical relight envelope of
an annular combustor is reported in Fig. 2: It is important to note that

Figure 2: Typical altitude relight curve of a annular combustor [4].

ground starting is always accomplished by making the compressor and
the turbine rotate with a starter device (which may differ among different
types of engine). Instead, the in-flight restart is usually achieved thanks to
the auto-rotation of the engine induced by the air flowing through the gas
turbine [5], called windmilling. This explains the need of specifying the
flight Mach number in the horizontal axis. Instead, the varying altitude
(vertical axis) substantiates the external conditions in terms of pressure
and temperature. As it will be shown later, the lower the pressure the
worst the atomization process. Similarly, a low temperature mitigates
the evaporation process providing less and less fuel vapour to intiate the
combustion.
According to the EASA [3], recent design trends such as the growth of the
Bypass Ratio may increase the air speed to ensure windmilling. Similarly,
the aforementioned LDI technology [6] and the interest towards alternative
fuels [7] may hinder the ignition process, possibly further reducing the area
of this envelope. Clearly, this not only depends on the combustor design,
but it is also affected by the global architecture of the machine which is
not discussed here for the sake of brevity. However, this brief overview of
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required certifications easily explains the interest on ignition by engine
manufacturer. In fact, a proper design of the combustion chamber, of the
liquid fuel injection system and or the ignition system are fundamental to
accomplish the required certification.

Aim of the work

It should be clear by now the primary importance of tools to improve
the design of the combustion chamber with respect to the altitude relight
performances. In this context, the use of numerical tools gained more
and more importance in the last years, as they reduce the time and
the costs needed to set up experiments. As already pointed out before,
experimental tests are still needed for the final certification of the engine,
but simulations represent nowadays an essential tool to speed-up the
design process. Moreover, they can help to gain a deeper insight on the
complex physical phenomena that may take place during the simulated
process which may also help in the design of a component. Hence, this
works aim at developing and validating numerical approaches to improve
the altitude relight performances. A large amount of numerical tools
could be considered to this purpose, although here the attention is limited
to the Computational Fluid Dynamic (CFD).

Outline of the thesis

A consistent part of this work is devoted to the study of the flame
development within the ignition under atmospheric conditions process. To
this purpose, two existing simulation techniques are tested and validated.
The obtained results show that they are ready to provide important
insights on the process of ignition under atmospheric conditions. But
once the the focus is shifted towards altitude relight, the approach used
to take the spray into account may not be reliable. Therefore, a novel
method to investigate the initial evolution of the liquid fuel inside the
combustion chamber is developed as well.
The thesis is structured as follows:

• Chapter 1 deals with the problem of the detailed simulation of the
ignition in gas turbines. At first, the main steps that lead to flame
relight are described, so that the reader may familiarize with all the
elements involved in such process. Then, the issue is tackled from a
numerical perspective, by highlighting the governing equations and
the models that are employed in this work.
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• Chapter 2 addresses a further step to be considered in the im-
provement of the ignition performances, namely the computation
of the ignition probability. In fact, the ignition in gas turbines is
not always successful and the first part of this chapter is devoted
to explain the the main sources of stochasticity and the possible
modes of failure. Keeping that in mind, the existing models to
compute the ignition probability are revised: even if many of them
are currently available, only one is selected for implementation in
this thesis. After that, some further explanations on this model are
provided along some details of its implementation into a commercial
software.

• Chapter 3 introduces the first test case studied in this work: it
consists of a lean spray flame operated under atmospheric conditions.
The models presented in the previous two chapters are applied and
validated against the large amount of experimental data available.
The reported results highlight that the employed tools are accurate
enough to be used during the design process, if atmospheric pressure
is of interest.

• Chapter 4 starts with a practical example to point out the impor-
tance of the atomization process under altitude relight conditions.
After this short statement, the phenomenology of the atomization
process is briefly described. Then, a recent publication is reviewed
to further stress the motivation of studying primary breakup when
the altitude relight is considered.

• Chapter 5 reports the development of a novel approach to post-
process primary breakup simulations. The aim of this chapter is
to propose an alternative method to analyze the atomization pro-
cess based on locally distributed variables. The validation of the
approach is carried out considering a prefilmer atomizer, demon-
strating that it may constitute a promising tool to improve altitude
relight simulations.

In the last chapter, some conclusions about this research are drawn along
with some recommendations for future works.





Chapter 1

Modelling the ignition process in

gas turbines

In this chapter, the problem of the detailed modelling of the ignition
process is discussed. The purpose is to show the set of equations and
models that are used in simulations, whereas the additional problem of
computing the ignition probability (that will be defined later) is left to
the next sections of this thesis.
At first, the phenomena involved in the forced ignition of spray flames are
briefly introduced. Some main steps are identified in scientific literature
and each one of them is shortly described.
Later, a first set of governing equations are presented: Navier-Stokes
Equations (NSE) are provided for a multi-species reacting flow, firstly
without including the spray and the ignition modelling. The direct solution
of these equations is not feasible and the filtering procedure is introduced
to move into more convenient LES framework.
The several unclosed terms and the additional source terms (used for the
combustion process, the spray and the spark) require a large modelling
effort. Therefore, a large attention is devoted to discuss these additional
models required for ignition simulations.
At the end of this chapter, the reader should have a clear picture of the
solved set of governing equations, to better appreciate the results of the
simulations presented in the following of this work.

7
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1.1 Forced ignition of spray flames

The term forced ignition is used to indicate the initiation and the
following establishment of the combustion process after that an external
source provides some initial amount of energy or radical species (or both)
[8]. Such external source may be an electrical or laser-induced spark, a
plasma jet or a heated surface. For the sake of brevity, the discussion
here is limited to spray ignition, but many fundamentals processes are
also the base for solid [9] and gaseous [10] fuels.
It is important not confuse the forced ignition with the so-called autoigni-
tion [11, 12]: it commonly refers to the process where the fuel or the
oxidizer (or both) are at such high initial temperature that chemical
reactions can start without any external source of energy. Instead, in
the forced ignition, the chemical composition is basically frozen before
the spark is released and only after that the combustion proceeds au-
tonomously (once that spark is removed).
The forced ignition is conventionally divided into three steps, involving
different time and spatial scales and physical processes [4, 8, 10]. The
boundaries between these stages are not uniquely defined, but they can
be roughly divided into:

• kernel generation,

• flame growth,

• burner-scale flame establishment.

These three phases are briefly described in the next sections, since they
are of interest in the present work. Another phase must be considered in
annular and linear combustors: the light-around. It consists of the flame
propagation from the first ignited burner up to the whole combustion
chamber and is clearly of interest of multiple burners only [8]. Such final
phase is not considered in this thesis and also its description is omitted
for the sake of brevity. Moreover, the ignition process is largely stochastic
due to many influencing parameters. In the next, the description is kept
as deterministic as possible, assuming that all the steps are successful. In
reality, might fail for many reasons, which are detailed in Ch. 2 where
the concept of ignition probability is introduced.

1.1.1 Kernel generation

The kernel generation is the first phase of ignition and it is one of the
fundamental problems in combustion [8]. A flammable mixture can be
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ignited if a enough energy is released to raise the temperature of a region,
with approximately the size of the laminar flame thickness, above the
adiabatic flame temperature [13]. The minimum ignition to accomplish
that is called Minimum Ignition Energy (MIE). If electrical sparks are
considered, they tend to last for a relatively long time (hundreds of µs
or ms) and the kernel may significantly interact with the flow before the
source of energy is stopped [14]. This introduces additional uncertainties
regarding spark modelling in simulations that are not fully addressed
yet. Conversely, laser-induced sparks have a shorter duration (usually
ns) and a smaller and more controlled kernel is generated when the laser
stops [15]. The main modelling issue resides in the generation of some
amount of plasma, which involves chemical species that are usually not
accounted in standard reaction mechanisms. This issue is usually tackled
by neglecting the plasma phase, as it will be shown later, although some
authors attempted to simulate this stage as well [16] in gaseous mixtures.
The spark deposition is usually followed by a shock wave [8], which is
normally not strong enough to cause autoignition, but can trigger the
breakup of droplets [17]. This is particularly interesting in altitude relight
conditions: in fact, as it will be shown in Ch. 4, a very poor atomization
quality must be expected and such shock wave may improve the ignition
performances. Shock waves and heat loss phenomena are not normally
included in simulations, which explains why a lower amount of energy
is normally used [18]. A successful ignition implies that enough energy
is provided to the flow to promote spray evaporation and initiate the
combustion. If so, after the deposition of energy, a small kernel of hot
gases will be found in the spark place, normally leading to the second
phase.

1.1.2 Flame growth

While most of the processes involved in the first stage of kernel
generation are usually overlooked, in technical simulations the flame
growth can be simulated with a greater confidence. In fact, the flame
growth is accomplished because the kernel has enough energy to vaporize
the surrounding droplets and promote the expansion of the combustion
process, that can take place thanks to the local high temperature. Under
laminar conditions, the flame propagation speed depends (in addition
to pressure and temperature) on the spray size distribution, the overall
equivalence ratio (comprising both the liquid and the vaporized fuel)
and the degree of pre-evaporation [8]. Under turbulent conditions, the
flame propagation is also strongly influenced by the turbulence, not only
because of the intrinsic effect of turbulence on the flame, but also because
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of its influence on local flow velocity, spray distribution and fluctuations
in gaseous mixture fraction [8]. Although rather common combustion
models are commonly used to model this stage, detailed analysis (e.g.,
[19]) revealed some peculiarities of the ignition process, that are normally
overlooked in studies of flame propagation. For instance, it is shown that
under the same equivalence ratio, the ignition propagation may be faster
if the mixture is composed by liquid only, due to the presence of very
small stoichiometric regions between droplets [19]. In fact, some of the
processes taking place at inter-droplet distance may strongly influence the
flame propagation, but their simulation is not feasible in current LES, as it
would require to finely discretize the space between droplets. In this thesis,
it is assumed that second stage is largely influenced by the turbulence
and therefore LES is already sufficient to provide a realistic prediction.
Anyway, the reader is warned that the use of a detailed chemistry or a
more refined modelling of the evaporation process, may strongly improve
this point.

1.1.3 Burner-scale flame establishment

The first two stages are extensively studied on a more fundamental
level, because of the very small scales involved [8]. This latter stage is
instead of interest in realistic configurations, characterized by complex flow
structures. Once that the kernel is generated and the flame is sufficiently
grown, it starts to interact with the underlying flow field, still largely
influenced by turbulent fluctuations but also by the mean flow motion.
In this last stage, it is fundamental that the flame moves in the right
direction: for instance, ignition is usually accomplished when the flame
reaches the inner recirculation zone, if present. Therefore, the convection
of the flame caused by the flow field is somehow more relevant than the
flame propagation itself [20]. Clearly, this last step is strongly dependent
on the geometrical configuration and will be widely discussed in Ch. 3
for the test case here considered.

1.2 Governing equations for a multi-species reacting
flow

It is worth introducing the governing equations that should be solved
while considering a reactive flow. First of all, it is worth recalling the
main assumptions [21]:

• the continuum hypothesis is valid;
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• the considered mixture is single-phase;

• the flow is not hyper-sonic;

• the radiative heat transfer can be neglected;

• the considered fluid is Newtonian;

• no external sources of mass, momentum, energy and species are
considered.

Under these assumptions, the governing equations can be introduced,
considering a multi-species reactive mixture. Compressible Navier-Stokes
equations are used for the conservation of mass, momentum, and energy,
as well as 1− nspec transport equations for the nspec species composing
the mixture [22]. These differential equations are usually supplemented
by an algebraic equation, namely the equation of state.
The continuity equation reads (Eq. 1.1):

∂ρ

∂t
+ ∇ · (ρU) = 0 (1.1)

ρ stands for the mixture density and U for the mixture velocity.
The momentum equation can be expressed as (Eq. 1.2):

∂ρU

∂t
+ ∇ · (ρUU) = −∇P + ∇ · τ + ρg (1.2)

Where P is the pressure and g the gravity vector. τ is the viscous stress
tensor (Eq. 1.3) where µ stands for the dynamic viscosity:

τ = µ

[(
∇U + ∇UT

)
− 2

3
(∇ ·U) I

]
(1.3)

The transport equation for the mass fraction Yk the k-th species reads
(Eq. 1.4):

∂ρYk
∂t

+ ∇ · (ρUYk) = −∇ · Jk + ω̇k for k = 1, 1− nspec (1.4)

Here, ω̇k is the reaction rate of the k-th species and Jk represents its
diffusion flux. In ANSYS Fluent® [23], it is modelled as (Eq. 1.5):

Jk = −ρDk,m∇Yk −Dk,th
∇T

T
(1.5)

Where Dk,m and Dk,th stand for the mass and the thermal diffusion
respectively. The first term in Eq. 1.5 accounts for the species diffusion
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due to the gradient in concentration. In ANSYS Fluent [23] a dilute
approximation or Fick’s law is applied to model such additional transport.
Conversely, the second term of Eq. 1.5 accounts for the so-called Soret
effect. The use of Eq. 1.5 may generate inconsistencies with mass conser-
vation related to the differential diffusion of the species. To avoid that,
an inert species (N2 in this case) is not transported across the domain

and its mass fraction is computed as YN2 = 1−
∑1−nspec
k=1 Yk

Finally, the energy equation reads (Eq. 1.6):

∂ρE

∂t
+ ∇ · [U (ρE + P )] = −∇ · q + ∇ · (τ ·U) + ω̇t (1.6)

Where E is the specific total energy defined as in Eq. 1.7 and ω̇t is the
heat of reaction, namely the heat-released by the reaction process.

E = h− P

ρ
+
U2

2
, h =

nspec∑
k=1

hkYk (1.7)

h stands for the sensible enthalpy (i.e. does not include the enthalpy of
formation) of the mixture that can be retrieved from the enthalpy of each
species and the mixture composition. Finally, the heat flux reads (Eq.
1.8):

q = −λ∇T +

nspec∑
k=1

hkYkJk (1.8)

Where λ is the thermal conductivity of the mixture. The first term
represents the heat diffusion expressed by the Fourier’s Law whereas
the second term is associated with the diffusion of species with different
enthalpies, which can be relevant in multi-species mixtures.

1.3 Filtering procedure

The direct solution of the equations presented so far is not feasible
in turbulent systems of technical interest. So far, LES represents to
most promising tool to investigate the phenomena involved in gas turbine
combustion. Regarding the ignition process, the need to simulate the
unsteady process of flame establishment rules out the use of steady RANS
simulations from the very beginning. Because of that, only the URANS
approach can be seen as a viable alternative, although the advantage in
terms of computational cost is less relevant. Moreover, if compared to LES,
RANS simulation cannot provide the same accuracy while dealing with
complex turbulent flows like the one present in gas turbine combustors.
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Therefore, the LES framework established as the current standard in
ignition simulations.
The aim of LES is to explicitly resolve the largest turbulent structures of
the flow field whereas the effect of the smallest ones is included through
models [22]. To this aim, a filtering procedure is applied which introduces
a scale separation between the resolved scales and modelled Sub-Grid
Scales (SGS) of the flow.
Filtering the φ(x) quantity consists in [22] (Eq. 1.9):

φ̄(x) =

∫
φ
(
x′
)
F
(
x− x′

)
dx′ (1.9)

where φ̄(x) is the resolved part, F (x− x′) is the filter and the non-
resolved part can be expressed as φ′(x) = φ(x) − φ̄(x). Although the
filtering process can be carried out on a temporal/spectral basis or on
physical space [21, 22], in ANSYS Fluent [23] only the latter is considered
and a box filter [22] is used (Eq. 1.10) based on the grid size ∆.

F (x) = F (x1, x2, x3) =

{
1/∆3 if |xi| ≤ ∆/2, i = 1, 2, 3

0 otherwise
(1.10)

where (x1, x2, x3) are the spatial coordinates of the location x. This filter
corresponds to an averaging over a cubic box of size ∆. As variable density
flows is considered, Favre-filtering operation (weighted by the density) is
preferred in this case (Eq. 1.11):

ρ̄φ̃(x) =

∫
ρφ
(
x′
)
F
(
x− x′

)
dx′ (1.11)

For the sake of brevity, such section was strongly simplified and the
reader interested into a detailed discussion about filtering procedure in
compressible flows is addressed to [21].

1.4 Governing equations in the LES framework

It is now of primary importance to introduce the governing equations
solved within the LES framework. It is worth to already introduce in the
equations the additional source terms employed in such work, in particular
the ones related to the interaction with the spray and with the spark,
even if their formulation will be explicated in the next sections.
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After the filtering process, the continuity equation reads (Eq. 1.12):

∂ρ̄

∂t
+ ∇ · (ρ̄Ũ) = Ṡmass (1.12)

Where Ṡmass is the filtered source term that accounts for the mass transfer
due to the evaporation of the spray.
The momentum equation can be written as Eq. 1.13:

∂ρ̄Ũ

∂t
+ ∇ · (ρ̄ŨŨ) =

−∇P + ∇ · τ + ρ̄g −∇ ·
(
ρ̄ŨU − ρ̄ŨŨ

)
+ Ṡmom

(1.13)

Ṡmom is the source term related to exchange of momentum with the
liquid phase due to the aerodynamic forces. The term associated with the
sub-grid Reynolds stress τ̄ sgs = ρ̄ŨU − ρ̄ŨŨ is not closed and must be
modeled.
After filtering, the conservation equation for the k-th species reads (Eq.
1.14):

∂ρ̄Ỹk
∂t

+ ∇ ·
(
ρ̄Ũ Ỹk

)
= −∇ · Jk

−∇ ·
(
ρ̄ŨYk − ρ̄Ũ Ỹk

)
+ ω̇k + Ṡspec,k for k = 1, 1− nspec

(1.14)

Similarly to the previous equations Ṡspec,k is used to account for the
evaporation from the liquid phase of the fuel species. The filtered diffusion
flux reads (Eq. 1.15):

Jk = −ρ̄Dk,m∇Ỹk −Dk,th
∇T̃

T̃
(1.15)

Also the unresolved species fluxes ρ̄ŨYk − ρ̄Ũ Ỹk and the filtered reaction
rate ω̇k must be modelled.
Finally, the filtered energy equation reads (Eq. 1.16):

∂ρ̄Ẽ

∂t
+ ∇ ·

(
ρ̄Ũ Ẽ + PU

)
=

−∇ · q̄ + ∇ ·
(
τ ·U

)
−∇ ·

(
ρ̄ŨE − ρ̄Ũ Ẽ

)
+ ω̇t + Ṡenergy

(1.16)

Ṡenergy is used to account for the heat transfer with the liquid phase and
the energy released by the spark. The filtered heat flux is expressed as
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(Eq. 1.17):

q̄ = −λ∇T̃ + ρ̄

nspec∑
k=1

h̃kỸkJk (1.17)

Similarly to the previous equation, the unresolved heat flux ρ̄ŨE − ρ̄Ũ Ẽ
and the filtered heat of reaction ω̇t must be modelled. A simple approach
is employed for the remaining unclosed term τ ·U = τ ·Ũ and PU = P Ũ .

1.5 Turbulence Modelling

According to the Boussinesq assumption, the sub-grid Reynolds stres
tensor arising from the filtering procedure can be recast as:

τ̄ sgs −
I

3
τ̄ sgs = µsgs

(
∇Ũ + ∇ŨT

)
(1.18)

In this work, the Wall-Adapting Local Eddy-viscosity (WALE) model [24]
is used to model the turbulent sub-grid viscosity µsgs.

µsgs = ρ̄ (Cw∆)2

(
SdS

T
d

)3/2(
S̄S̄T

)5/2
+
(
SdS

T
d

)5/4 (1.19)

Where Cw = 0.325 in ANSYS Fluent [23] and ∆ is the grid size. Sd and
S̄ are the traceless symmetric part of the square of the velocity gradient
tensor and the deformation tensor of the resolved field respectively [24].
Although similar to the Smagorinsky-Lilly [25], the WALE model provides
the correct wall asymptotic behavior for wall bounded flows and returns
a zero turbulent viscosity for laminar shear flows, allowing the correct
treatment of laminar zones in the domain [24].
Finally, the remaining unclosed fluxes are modelled in ANSYS Fluent [23]
as: (

ρ̄ŨE − ρ̄Ũ Ẽ
)

= −µsgsCp
Prsgs

∇T̃ (1.20)

and: (
ρ̄ŨYk − ρ̄Ũ Ỹk

)
= − µsgs

Scsgs
∇Ỹk (1.21)

Where Cp is the specific heat at constant pressure of the mixture, Prsgs
and Scsgs are the sub-grid Prandtl and Schmidt number respectively.



16 1. Modelling the ignition process in gas turbines

1.6 Combustion modelling

After the filtering procedure of the governing equations shown in the
previous sections, two terms still need to be closed, namely the filtered
reaction rate ω̇k in the species transport equation and the filtered heat-
release ω̇t in the energy equation. Turbulent combustion models were
developed to tackle this issue but it is beyond the scope of this work
to review all the proposed models (the interested reader is addressed to
specific literature [22, 26]).

1.6.1 Thickened Flame Model

In this work, the Thickened Flame Model (TFM) (also known as
Artificially Thickened Flame (ATF) model) is adopted. This model was
derived for fully premixed flames [27] and then extended to partially
premixed and non-premixed ones [28]. The main idea behind the TFM
model is to artificially thicken the flame front in order to be able to resolve
it on the LES grid. From the dimensional analysis conducted by [29], the
laminar flame speed sl and the laminar flame thickness δl are proportional
to:

sl ∝
√
Dthω̇ δl ∝

√
Dth
ω̇

(1.22)

It is possible to artificially thicken the flame, preserving the correct laminar
flame speed, by increasing the thermal diffusivity Dth and reducing the
reaction rate ω̇ by a factor F = N∆/δl:

sl ∝
√
FDth

ω̇

F → sTFMl ∝
√
Dthω̇ = sl

δl ∝
√
FDth
ω̇
F

→ δTFMl ∝ F
√
Dth
ω̇

= Fδl
(1.23)

The parameter N identifies the number of points in the flame while the
superscript TFM indicates the thickened state. For a sufficiently large
thickening factor F , the flame front is resolved over the LES grid (Fig.
1.1). The choice of F is a function of the grid size and the laminar flame
thickness [23].
The thickening from δl to δTFMl causes a significant change in the inter-
action between the chemistry and turbulence [27]. In fact, the Damköler
number Da, which represents the ratio between the turbulent τt and
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Figure 1.1: Sketch of thickened flame approach concept (adapted from
[22]).

chemistry τc time scale, changes as:

Da =
τt
τc

=
lt
u′
sl
δl

→ DaTFM =
lt
u′
sTFMl

δTFMl

=
Da

F (1.24)

Because of that, the eddies smaller than δTFMl do not properly interact
with the flame, reducing the wrinkling caused by the turbulence (Fig.
1.2). This could lead to an erroneous reduction of the reaction rate due to
the underestimation of the flame surface. In order to mitigate this issue,

Figure 1.2: Flame/turbulence interaction: reference non-thickened flame
(left) and thickened flame with F = 5 (right) [22]

Dth and ω̇ can be multiplied by an efficiency function E . By recasting
Eq. 1.23, it can be shown that laminar flame speed is enhanced by the



18 1. Modelling the ignition process in gas turbines

introduction of E , whereas the initial thickening is preserved:

sTFMl ∝ Esl δTFMl ∝ Fδl (1.25)

The efficiency function identifies the ratio between the wrinkling factor of
the non-thickened flame and the thickened one:

E =
Ξ(δl)

Ξ(δTFMl )
(1.26)

Several formulations were proposed in the literature for E . One of the
most used is the one of Charlette [30, 31]:

Ξ(δl) =

(
1 +min

[
∆

δl
,Γ

(
∆

δl
,
u′∆
sl
, Re∆e

)
u′∆
sl

])β
(1.27)

with β the exponent parameter, u′∆ the characteristic turbulent velocity
at the filter scale ∆ and Γ a function that mimics the unresolved strain
rate. The second E formulation was proposed by Colin et al. [27]:

Ξ(δl) = 1 + α(Ret)Γ

(
∆

δl
,
u′∆
sl

)
u′∆
sl

(1.28)

with α a parameter depending on the turbulent Reynolds number. In this
work, the second formulation is chosen for the reactive simulations.
Additionally, the thickening procedure introduces another issue in the
regions far from the flame where erroneous heat transfer may occur due
to the artificially enhanced thermal diffusivity. Therefore, the flame is
dynamically thickened only in a narrow band around the reaction zone
employing a sensor factor [28]. In ANSYS Fluent such sensor factor S is
defined as [23]:

S = tanh

(
β∗

|R̄|
max(|R̄|)

)
(1.29)

with |R̄| the spatially filtered absolute value of the reaction rate, max(|R̄|)
is its maximum value of in the domain and β∗ = 10. As a result S ranges
from unity in the band around the flame to zero outside.
Finally, the thermal diffusivity reads:

Deff = DthE [1 + (F − 1)S] +Dth,sgs(1− S) (1.30)

where Dth and Dth,sgs is the laminar and turbulent thermal diffusivity
respectively. As reported in Fig. 1.3, away from the flame S is set equal
to zero so the diffusivity assumes the non-thickened value (Dth +Dth,sgs).
Conversely, in a narrow band around the flame S is set equal to 1.0 so the
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diffusivity is enhanced by a factor EF . In the end, it is worth pointing

Figure 1.3: Schematic representation of the dynamically thickening
procedure [32].

out the modified form used for the chemical source terms in the species
equations (Eq. 1.14) and in the energy equation (Eq. 1.16):

˜̇ω∗k =
E˜̇ωk
F

˜̇ω∗t =
E ˜̇ωt
F (1.31)

In this work ˜̇ωk is computed as a laminar reaction rate using the filtered
values of temperature and species concentrations.

1.6.2 Reaction mechanism

The oxidation of hydrocarbon molecules normally involves several
intermediate species and reactions. So-called reaction mechanisms are
available to describe this process at a numerical level, with a different num-
ber of species and reactions, that ultimately depends on the application
and the required accuracy. Clearly, a larger number of species normally
implies a higher accuracy of the mechanism but, by using the governing
equations shown in Sec. 1.4, a transport equation should be solved for
each one of these. Moreover, the the presence of a large number of species
also introduces the need of an implicit solution of the chemical source
terms. In this way, the computational effort could rapidly be prohibitive
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if LES is used. To tackle this issue, a two-step mechanism with six species
called 2S C7H16 DP [33] is selected here. This mechanism was obtained
in [33] following the methodology presented in [34] and involves six species
(C7H16, O2, H2O, CO, CO2 and N2) and two reactions:

2C7H16 + 15O2 → 14CO + 16H2O (1.32)

CO + 1/2O2 ↔ CO2 (1.33)

The forward reaction rates exploit the Arrhenius formulation:

kf,1 = A1f1(φ)e(−Ea1/RT ) [C7H16]nf [O2]nO2,1 (1.34)

kf,2 = A2f2(φ)e(−Ea2/RT ) [C0]nCO [O2]nO2,2 (1.35)

where A is the pre-exponential factor, Ea the activation energy and n
the reaction exponents. The employed values for these constants are
summarized in Tab. 1.1.

Reaction 1 Reaction 2

Pre-exponential factor 1.4 × 1011 5.0 × 109

Activation energy 29000 cal/mol 21000 cal/mol

Reaction exponents
nf = 0.6
nO2,1 = 0.9

nCO = 1
nO2,2 = 0.5

Table 1.1: Coefficients of the reduced scheme 2S C7H16 DP.

The functions f1(φ) and f2(φ) are the pre-exponential adjustments, al-
ready proposed by [35] and [36], whose purpose is to recover the correct
laminar flame speed in rich mixtures [34]. Their formulation is not re-
ported here for the sake of brevity and the interested reader is addressed
to the original reference [33]. This mechanism is now compared against
a more detailed mechanism proposed in [37] that involves 106 species
and 1791 reactions, hereafter referred as POLIMI. It should be pointed
out that such mechanism can not be considered detailed as well, but it
represents a good candidate to test the performance of 2S C7H16 DP .
The freeflame application of the CANTERA [38] suite is used to simulate
a 1D freely-propagating flat flame with the aforementioned mechanisms.
In Fig. 1.4 the comparison in terms of laminar flame speed is reported
for the two mechanisms, showing that the global one is fairly capable of
reproducing the correct speed in the range of φ of interest, for the given
temperature and pressure (471 K and 101325 Pa). Moreover, in Fig. 1.5
a comparison in terms of species concentrations is reported for the two
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Figure 1.4: Laminar flame speed comparison at 300 K and 101325 Pa
between 2S C7H16 DP global mechanism and POLIMI.

mechanism at φ = 0.61 (which corresponds to the nominal conditions of
the investigated test case). Two main zones can be identified:

• a first zone where the oxidation of the n-heptane takes place until
it is completely consumed (close to the maximum of CO);

• a second one where the CO is slowly oxidized into CO2.

A good agreement is obtained with the POLIMI mechanism in terms of
species concentrations (Fig. 1.5). To further assess the validity of the
reduced mechanism, an additional comparison in terms of heat-release
rate and temperature is reported in Fig. 1.6. Again, a fair agreement
can be pointed out, suggesting that the global reaction mechanism can
be effectively used to describe the flame under the specified operating
conditions.

1.6.3 OH concentration for experimental comparison

One of the most used techniques to investigate the flame structure
is the OH-PLIF. In this method, images are taken of the intermediate
radical OH concentration. A common way to compare against simulation
consists in showing both numerical and experimental distributions of OH.
Unluckily, the OH radical is not present in the employed mechanism
and another strategies must be adopted to retrieve its concentration. To
tackle this issue, in this work the Partial Equilibrium Assumption (PEA)
is used to evaluate it without introducing additional and time-consuming
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Figure 1.5: Species comparison at φ = 0.61, 300 K and 101325 Pa
between 2S C7H16 DP global mechanism and POLIMI.

Figure 1.6: Heat-release and temperature comparison at φ = 0.61, 300 K
and 101325 Pa between 2S C7H16 DP global mechanism and POLIMI.
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transport equations.
The approach here reported is used in [23] to evaluate the OH radical
concentration in the Zeldovich NOx formation mechanism. The molar
concentrations O and OH are computed as:

[O] = 36.64T 1/2[O2]1/2e−27123/T (1.36)

[OH] = 2.129× 102T−0.57e−4595/T [O]1/2[H2O]1/2 (1.37)

Fig. 1.7 shows the O and OH mole fractions for the two mechanism: Even

Figure 1.7: Comparison of O and OH mole fraction POLIMI and PEA
based on two-step mechanism 2S C7H16 DP.

if the initial peak in radical concentration is not reproduced by the PEA,
it successfully recovers the correct concentration in the post flame, where
the temperature is high. Although not ideal, PEA is used in Ch. 3 to
compare against the experimental OH-PLIF: a strong underestimation
of the OH radical must be expected close to the flame front, whereas a
more accurate prediction should be recovered far from it. Anyway, such
simplifications is necessary for a fair comparison with the experimental
data. As an alternative, while the heat-release ω̇t of Eq. 1.16) can beused
to identify the flame front, but it does not recover the OH distribution
after the flame, largely impairing the comparison.
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1.7 Spray modelling

In this set of simulations, the gaseous phase is treated as a continuum
whereas the dispersed liquid phase is tracked with a specific set of equations
in a Lagrangian framework. The dispersed and carrier phase influence
each other through momentum, mass and energy transfers. On the one
hand, the source terms acting on the gas phase are constructed by taking
into account the particles within the considered computational cell. On
the other hand, the forces acting on the single liquid particle are obtained
by interpolation of the gas phase variables at the particle location.
In this work, a two way coupling approach is considered and the primary
breakup is not modelled (this point will become critical in Ch. 4). The
collision between particles and the the secondary breakup are neglected
as well, since they are believed to play a minor role in the considered case.
Hence, the droplet evolution is described by the following equations:

DXp

Dt
= up (1.38)

Dmpup

Dt
= F ext

p (1.39)

Dmp

Dt
= ṁp (1.40)

Dmphp
Dt

= Φ̇p (1.41)

where Xp, up, mp and hp are the position vector, the velocity vector,
the mass and the sensible enthalpy of p-th particle respectively. In these
equations the source terms are represented by the external forces acting on
the particle F ext

p , the evaporation rate ṁp and of the enthalpy variation

due to evaporation and heat transfer Φ̇p. Specific Lagrangian sub-models
are then used to model them.
In this work, the only external forces F ext

p considered are the gravity and
the drag. In particular, the non-deformable drag law by Morsi et al. [39]
is used to evaluate the drag coefficient.
The well-known Spalding law [40] with the Ambramzon-Sirignano correc-
tion [41] is used to model the evaporation process. The main assumptions
of the model are:

• the temperature of the droplet is homogeneous.

• the relative velocity between the droplet and the surrounding gas is
zero (this one will be removed later).
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• the behavior of the gas phase is quasi-steady (time derivative are
neglected in the gaseous phase).

• the fuel vapor is in saturation conditions on the droplet surface
(equilibrium assumption).

• the droplet is spherical (spherical assumption).

For the sake of clarity, hereafter the eulerian quantity are reported without
filtering, although it is clearly applied in the LES framework. Under these
assumptions, the evaporation rate can be expressed as:

dmp

dt
= −Shπdp[ρDF ] ln(BM + 1) (1.42)

with the Sherwood number Sh equal to 2 (in the quiescent case) and the
Spalding transfer number BM :

BM =
YF,p − YF,∞

1− YF,p
(1.43)

YF,p is the mass fraction of fuel close to the droplet surface, based on
the assumption of phase equilibrium, whereas YF,∞ is the mass fraction
found in the surrounding volume far from the droplet (usually assumed
equal to the cell value in computations).
The temperature evolution instead can be retrieved through the following
expression:

dTP
dt

=
1

mpCp,l
(ṁPLv(Tp)− λπNudp(Tp − T∞)

ln(BT + 1)

BT
) (1.44)

In Equation 1.44, Lv(Tp) is the latent heat of vaporization, Nu is the
Nusselt number and BT is temperature Spalding transfer number. For
BT two expressions are used:

BT =

{
BM if Le = 1

(1 +BM )
1

LeF − 1 if Le 6= 1
(1.45)

where Le is the Lewis number. In this work a Le 6= 1 is adopted.
In common applications, a relative velocity is always present between
the two phases, which is in contrast with the second assumptions of
the Spalding model. Therefore, in [42] a correction is introduced on the
Sherwood Sh and the Nusselt Nu number in Eq. 1.42 and 1.44 respectively.
Such modification allows to take into account the enhancement of the
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evaporation due to the convection:

Sh = 2 + 0.55Re1/2
p Sc

1/3
F (1.46)

Nu = 2 + 0.55Re1/2
p Pr1/3 (1.47)

ScF is the Schmidt number of the fuel and Pr the Prandtl number. Rep
is the particle Reynolds number, defined as:

Rep =
ρgdp|U −Up|

µg
(1.48)

where |U − Up| is the relative velocity among phases. The Abramzon-
Sirignano correction [41] introduces a further modification into the Sh
and Nu definitions to take into account for the boundary layer around
the droplet aiming at a more accurate evaluation of the mass and the
thermal fluxes:

Sh∗ = 2 +
Sh− 2

FM
(1.49)

Nu∗ = 2 +
Nu− 2

FT
(1.50)

with

FM = (1 +BM )0.7 ln(1 +BM )

BM
(1.51)

FT = (1 +BT )0.7 ln(1 +BT )

BT
(1.52)

Finally Eq. 1.42 and Eq. 1.44 read:

ṁp = −Sh∗πdp[ρDF ] ln(BM + 1) (1.53)

dTP
dt

=
1

mpCp,l
(ṁPLv(Tp)− λπNu∗dp(Tp − T∞)

ln(BT + 1)

BT
) (1.54)

As suggested in [43] and [33] the evaporation model must be corrected to
take into account the artificial increase of the diffusivity introduced by
the TFM:

dmP

dt
= −Sh∗πdp[ρDF ] ln(BM + 1)

1

F (1.55)

dTP
dt

=
1

mpCp,l
(ṁPLv(Tp)− λπNu∗dp(Tp − T∞)

ln(BT + 1)

BT

1

F ) (1.56)

The correction is not implemented in the solver by default, even if it is
necessary to correctly predict the evaporation rate when F 6= 1. Therefore,
Eq. 1.55 and Eq. 1.56 are implemented through User Defined Functions
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(UDF) and used to model the evaporation process. To validate this new
implementation, the experimental data reported in [44] are employed (471
K and 100 kPa). Fig. 1.8 shows the d2-law and temperature evolution
of a single droplet in a quiescent environment. For a better comparison
the default evaporation law of ANSYS Fluent [23, 45] is also reported.
The implemented model instead is referred as Abramzon-Sirignano in the
legend. Both laws are able to fit well the experimental data.

Figure 1.8: Evaporation rate and droplet temperature of a single droplet
in a quiescent surrounding environment (non-thickened case, F = 1).

Fig. 1.9 reports the same comparison with F = 10. With the standard
model, the droplet immediately reaches the boiling temperature due to
the artificially increased diffusivity. Therefore, its evaporation rate is
strongly overestimated. Conversely, the custom UDF ensures the proper
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evaporation rate to be recovered.

Figure 1.9: Evaporation rate and droplet temperature of a single droplet
in a quiescent surrounding environment (thickened case, F = 10).

1.8 Spark modelling

In this work, the Energy Deposition (ED) model is used to describe
the laser spark [46]. In the ED model, the spark is mimicked by adding an
explicit source term in the energy equation, characterized by a Gaussian
shape in space and time and letting the LES solver explicitly compute the
generation of the initial kernel. To avoid reaching a too high temperature
and strong discontinuities in the resolved equations, the deposited energy
is smoothed in space and time with respect to the actual spark duration
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and size (Fig. 1.10). This is due to the impossibility to model the plasma
with a reduced kinetic scheme that includes simplified thermodynamic
and transport properties. The volumetric source term Q̇ added to the

Figure 1.10: Sketch of radial power distribution for a real spark and for
the ED model at a given time step.

energy equation (in Ṡenergy) is defined as a Gaussian distribution in space
and time:

Q̇(r, t) =
Ei

4π2σtσ3
s

e
− 1

2
( r
σs

)2
e
− 1

2
(
t−t0
σt

)2
(1.57)

where Ei represents the transmitted energy to the mixture. In [47] it is
explained that only the 10% of the generated energy is actually transferred
to the flow due to the losses generated by the shock wave expansion and
the radiative effects. Clearly, this must be taken into account while setting
the deposited energy Ei by the ED model, which is entirely transmitted
to the flow. The r term is the distance from the spark center while t0
identifies the time when the power density reaches its maximum. Two
additional parameters, σs and σt, are introduced to manage the size and
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the duration of the spark:

σs =
∆s

a
, σt =

∆t

a
(1.58)

∆s and ∆t are the characteristic size and duration of the spark. The
constant a is set equal to 4

√
ln 10 to obtain 98% of the deposited energy

in ∆3
s∆t [46]. Particular attention must be paid to ∆s, as it does not

represent the size of the spark but it is rather chosen to obtain a maximum
fixed temperature close to the spark position in absence of any heat losses:

Tmax ≈
1

ρ0cp

∫ +∞

−∞
Q̇(r = 0)dt+ T0 =

1

ρCp

Ei
(2π)3/2σ3

s

+ T0 (1.59)

where T0 and ρ are the initial temperature and density of the unburnt
gas. Therefore, ∆s can be estimated as:

∆s =

√
a

π
3

√
Ei

ρ0Cp(Tk,max − T0)
(1.60)

Particular attention must be paid when the ED model is used together
with the TFM model. At first, the ED model starts the energy deposition
and the local temperature rises. Over a certain temperature, the finite rate
chemistry actually starts to generate combustion products and initiate
the flame kernel. If the flame thickening was activated from the very
beginning, a non-physical dispersion of heat may lead to ignition failure.
Therefore, the thickening is not applied during the first instants of the
energy deposition, but starts after a while, when the initial flame is
actually produced. In this work, the triggering criterion is based on the
mass fraction of CO2:

maxYCO2 = 0.99YCO2,equil (1.61)

Therefore, the thickening starts when the maximum value of CO2 mass
fraction in the domain reaches the 99% of the equilibrium value under
chemical equilibrium conditions. A similar approach was originally pro-
posed by Barré [32, 48] and further applied in [18, 49], using a different
threshold in the mass fraction of the reaction products (90% of the equi-
librium one, rather than 99%). In this work, the choice of an higher value
is motivated by the will of delaying as much as possible the enhancement
of heat dissipation caused by the TFM, that may lead to early kernel
quenching. Clearly, this choice could potentially influence the outcome of
the spark and further work should be addressed to prove the robustness
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of the selected threshold value. Moreover, in the cited works two different
grids were used for the two stages (before and after the TFM activation)
and the flow field from the first one was interpolated onto the second
one with a coarser resolution. This procedure is not retained here for
the sake of simplicity and to avoid introducing additional errors with the
interpolation procedure. As an additional constraint, if the condition of
Eq. 1.61 is not met after certain time, the simulation is set to start the
thickening anyway to correctly simulate the flame propagation in the LES
framework and to take into account the sub-grid effects on combustion.
It is worth pointing out that this was not the case of the simulation
presented in the next.

1.9 Conclusions to Chapter 1

In this chapter, the problem of modelling ignition in spray flames was
discussed. The governing equations were presented for a multi-species
reacting flow. Since the direct solution of these equations is not feasible,
the filtering procedure was introduced in the LES framework. After that,
the closure of some unclosed terms due to turbulence was shown and later
the models used for combustion, spray and energy deposition modelling
were discussed.





Chapter 2

Ignition probability computation

In this chapter, the problem of computing the ignition probability is
introduced. While the approach presented in Ch. 1 represents a useful
tool to achieve a better understanding of the ignition process from a
physical point of view, the direct use of reactive LES to compute the
ignition probability is not feasible.
Therefore, several low-order models were proposed, in the attempt of
predicting the ignition probability with numerical tools. At the beginning
of this chapter, the concept of ignition probability is discussed, followed
by a short literature survey to analyze the different approaches available
in literature to compute it. Later, the SPHINTIR model is analysed in
greater detail, as it represents the tool employed in this thesis.

2.1 The concept of ignition probability

In Ch. 1 the different phases of ignition were introduced naively
assuming that it will always be successful. This is not true at all! In
fact, ignition in gas turbines is rather a statistical phenomenon than a
deterministic one. Therefore, it is now important to describe how the
ignition can fail.
Three general modes of failure were identified in scientific literature that
are strictly related to the different stages of ignition [8] pointed out in
Ch. 1.
The first one is called first or short mode of ignition failure and is referred
to premature extinction of the flame right after the kernel generation.
This can normally be traced back to the slowness of the process that
allows the kernel to expand. For instance, it may be caused by a too weak
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spark or by an excessive local stretch.
The second or long mode of ignition failure characterizes the second phase
of flame growth [8]. In fact, if the flame growth is prematurely stopped,
then the ignition of the whole combustor will fail. A first cause of failure,
may be the heat losses due to the evaporation of the spray or to the heat
transfer to the surrounding cold fluid. Also the aerodynamic quenching
and the fuel starvation may concur to hinder the flame. Such mode of
failure is more common than the previous one, as usually the spark is
powerful enough to always generate the kernel.
The last mode is referred as third mode of ignition failure and is related to
the third phase of the ignition process [8]. In this case, after the successful
growth, a certain part of combustor is filled by the flame when it suddenly
blows off. This mode seems specific of recirculating flows and may be
related to non-satisfying conditions inside the inner recirculation zone.
Therefore, under similar conditions, releasing the spark in one point does
not exclusively results in a successful event neither in a failed one, but
there is a probability of success. This is due to some stochasticity sources
that are summarized [8] in:

• the variation in the energy released by the spark;

• the inhomogeneity of the spray, in terms of droplet size and spatial
distribution, temperature, etc.;

• the fluctuations in the mixture fraction and in strain rate due to
turbulence;

• the additional fluctuations induced by the flame propagation within
the combustion chamber.

All of these phenomena are relevant to determine the ignition outcome.
Therefore, it makes sense to define the ignition probability Pign as the
ratio between the number of successful ignition attempts and the overall
number of attempts (both successful and failed).

Pign =
nsucc

nsucc + nfail
(2.1)

Several definitions can then be attributed to successful ignition: in ex-
periments or actual combustors, it may corresponds to the successful
onset of the flame within a defined timeframe or after a certain number
of sparks [4]. Similarly, in academic experiments the successful ignition
involves the successful onset of the flame after a single spark deposition
(multiple events are not considered). Clearly, Pign represents a very useful
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information during the initial design stages along with the time required
to complete the flame stabilization.
In scientific literature, also the the probability of generating the kernel is
normally introduced. However, in the investigated test case such proba-
bility is estimated to be always one, which explains why this point is not
further discussed at this stage.

2.2 Ignition probability with reactive LES

Before introducing the available models to compute ignition probability
in gas turbine combustors, it is worth pointing out why such reduced or
low-order models are needed. In fact, one could argue that also a full LES
approach could be used to compute ignition probability, if a sufficient
numbers of attempts are simulated under different initial conditions.
For instance, in [50] and in [51] an approach based on brute force LES is
attempted: the results shown are very promising but the computational
effort of 1.5 M CPU hours for 20 spark attempts in each of the 3 selected
locations (60 sparks in total, 25000 CPU hours each) [51] is still excessive
in early design stages, although the proposed approach could be considered
for final validation. Recently, an efficient approach based on high-fidelity
hot-flow LES and tabulated chemistry was presented in [52]. A look-up
table is generated using a homogeneous reactor for the kernel ignition
stage, whereas a flamelet progress variable approach is used for the flame
propagation stage. The two different look-up tables are then combined
linearly and several LES of the ignition process are performed. The
ignition probability is computed as a function of the operating conditions
and the kernel characteristics using an uncertainty quantification analysis.
In [52], to simulate 803 ignition events approximately 1 M CPU hours
were used, leading to a CPU cost of roughly 1200 hours for a single spark
discharge.

2.3 Review of existing ignition probability models

If a even lower computational effort is desired, ignition models based
on a single simulation (either RANS or LES) of the non-reactive flow
field before ignition [8] were proposed. The common idea behind these
models is to provide a very fast estimation of the ignition probability for
a particular spark location by introducing relevant assumptions, at the
expense of a lower physical consistency. In the next, some of this model
are summarized.
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2.3.1 SPHINTIR

The Stochastic Particle INTegrator for HIgh-altitude Relight (SPHIN-
TIR) model, firstly presented in [20], was extensively validated and used
to investigate the ignition probability in many configurations, including:

• a methane turbulent counterflow flame [20];

• methane bluff-body flames (non-premixed [20] and premixed [53]);

• a methane non-premixed swirling flame [54];

• methane non-premixed multiple-burners (linearly-arranged [55] and
annular [56]);

• a n-heptane swirling spray flame [20];

• a liquid fuelled lean-burn industrial combustor under sub-atmospheric
conditions [57].

This method is based on the stochastic tracking of Lagrangian particles,
called flame particles, that mimic the displacement of the flame by being
transported through the computational domain. To this purpose, a
specific Langevin equation is used. Cells visited by the flame particles
are considered ignited and can emit a new flame particle to simulate
the propagation of the flame. Moreover, flame quenching is introduced
using a criterion based on the Karlovitz number Ka, which can lead to
the particle removal from the domain. The ignition probability is finally
computed taking into account the size of the domain portion visited by
the flame particle.
Since this model is also used in the present thesis, a throughout description
is not carried out in this section and will be addressed later.

2.3.2 I-CRIT-LES

In [58] the I-CRIT-LES model is introduced. The main idea, is to
build a set of successive deterministic criteria to be evaluated on a single
non-reacting flow realization obtained by LES. Therefore, the ignition
process is divided into a series of successive phases of finite and unknown
duration. Each of these phases represent a specific mechanism and is
characterized by an ad hoc criterion that must be fullfilled to continue
with the ignition process. If not met, the ignition attempt is considered
failed.
Instantaneous local flow properties from of a non-reactive LES are used
to feed the model. Starting from a certain time step with an associated
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flow field, five consecutive conditions are evaluated for each point under
investigation.

1. mixture fraction and spray distribution in the chamber: in order to
let the ignition even start, a local ignitable mixture must be present
at spark location. A simple condition on the total equivalence ratio
(gas and liquid) φ0 is introduced:

φlow0 ≤ φ0 ≤ φhigh0 (2.2)

where φlow0 and φhigh0 are the low and high flammability limits.
Although this limits are influenced by the characteristics of the
spray, these were not considered in [58].

2. Energy deposition and generation of the kernel: after that ignition
is triggered it leads to complex reaction processes. If the energy is
sufficient, the deposition leads to the creation of a small pocket of hot
gas with a temperature higher than a certain ignition temperature
Tign. The second criterion reads:

T (tcc) ≥ Tign (2.3)

where T (tcc) is the temperature at the time when the liquid reaches
saturation tcc. This criterion requires the knowledge of the temporal
evolution of gas temperature. Some assumptions are made to express
such criterion with in a more convenient form, but they are not
reported here for the sake of brevity.

3. Growth and convection of the flame: in this phase, if the vaporization
time is smaller than the heat diffusion time, the hot gas kernel may
turn into a growing flame, whose size increases at a speed dependent
by the local curvature of the flame and characteristic scales involved.
Conversely, if combustion is not strong enough, the heat release is
not sufficient to compensate the cooling of the gas and the kernel
quenches. Therefore, the third criterion reads:

τvap + τcomb ≤ τdiff (2.4)

τvap, τcomb and τdiff are the timescales related to vaporization,
combustion and diffusion. Combustion can be sustained if the
droplet can evaporate and burn before the heat is diffused away
from the kernel. The full definintion of such timescales can be found
in [58].
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4. Wall quenching: the interaction of the generated kernel with combus-
tor walls is now considered. A so-called quenching layer is defined,
at a certain distance from the wall, where the kernel cannot be
sustained. Anyway, depending on local velocity, it is possible that
the kernel leaves this region before being completely quenched. Also,
a kernel generated anywhere else, may enter in this region and sub-
sequently be quenched. Therefore, three independent scenarios are
identified under this criterion. In the first one, the kernel generated
within this layer must fulfill a sub-criterion based on the velocity
component normal to the wall to survive. If it is not met, the
ignition fails. Conversely, the flame might be transported inside this
layer: this represent the second sub-criterion and is summarized by
a condition based on wall distance and local velocity. Thirdly, if the
kernel is sufficiently far from the wall, it will always survive to this
stage.

5. Upstream flame propagation: the propagation of the flame towards
the nozzle is known to be one of the main mechanism that eventually
lead to flame onset. More accurate approaches are presented later,
but they are characterized by a larger consumption of resources. In
I-CRIT-LES a rather simple criterion is used instead: although not
very accurate, it allows to limit the overall computational effort of
the model. It is fulfilled if the turbulent flame speed ST is larger
than the mean flow velocity in the injector direction U , thus:

U − ST ≤ 0 (2.5)

For the equation used to evaluate ST , the intersted reader is ad-
dressed to [58].

All of this five criteria must be met in order to ensure a successful ignition.
Therefore, at each of the LES snapshots considered, the local ignition
probability will either be 0 or 1. Finally, the ignition probability map is
built by an ensemble average of the one obtained wuth the independent
snapshots.
In [58], the I-CRIT-LES model was tested on two academic configurations
([59] and [14]) and on the MERCATO configuration by ONERA [60, 61].

2.3.3 MIST

The Model for Ignition STatistics (MIST) was originally presented in
[62] and further developed in [18]. Similarly to SPHINTIR, also this model
is based on the tracking of the flame growth, although a presence PDF is
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used rather than Lagrangian particles. In fact, the starting point of the
model consist in the idea that ignition probability is mainly influenced
by two factors: the temporal evolution of the kernel and its possible
quenching.
The temporal evolution of the kernel is evaluated with the presence PDF
Ppres(x, t), that represent the probability of finding a kernel in a certain
position x at a given time t. Ppres(x, t) is build assuming the a gaussian
distribution for the velocity close to the kernel position, where the mean
value is the mean velocity from LES and the variance is related to the
RMS. Therefore, similarly to SPHINTIR, the velocity field of the non-
reactive case is used to compute the displacement and the expansion of
the kernel.
If only the presence PDF was used, no information about quenching and
flammability would be introduced in the model. Therefore, Ppres(x, t)
is conditioned by the local Karlovitz number and by the flammability
factor. A throughout study about the statistical distribution to be used
for the flammability factor is carried out in [62], but it is not reported
here for the sake of brevity. Finally, the conditioned kernel presence PDF
is integrated into space and time to obtain the ignition probability. To
this aim, the final radius of the PDF is evaluated to distinguish among
failed and successful ignition events.
The model was recently adapted to two-phase flows in [18]. The pres-
ence of the spray is considered by introducing the liquid phase into the
flammability factor. Moreover, the tracking of the Ppres(x, t) was slightly
modified compared to [62].
This approach was validated on gaseous swirling premixed/non-premixed
flames [62] and on a spray swirling flame [18]. Moreover, in [18] the
optimization of the spark plug position for an actual combustor was
attempted showing very promising results.

2.3.4 LIMIT

The Lagrangian Ignition Map using Inverse Time (LIMIT) model
was recently presented in [63]. This model is similar to the SPHINTIR
model, except for the time integration which is performed backward in
time to obtain the ignition probability. In fact, if in the SPHINTIR model
an initial spark location is assumed and the flame evolution is tracked
with a Lagrangian approach, here a final ignitable region is defined and
Lagrangian entities are tracked backward in time to find the possible
initial locations of the spark. As an advantage, all the sparking locations
are evaluated in a single run. Moreover, the a priori definition of the final
(initial from the LIMIT point of view) ignitable region allows to explore
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only the successful paths, thus avoiding to track particles to locations that
will certainly fail. This last point also represent one of the shortcomings
of the model, since it requires the prior knowledge of the ignitable region.
Also in this case a non-reactive simulation of the burner is needed to
initially feed the model. At first, the ignitable region must be identified:
in [63] this is done using the flammability limits, but also the set of
methods used in [58] could be employed. Secondly, a certain number of
Lagrangian particles are randomly initiated in this volume and the virtual
flame is propagated backwards in time. To this aim, a particle momentum
equation is used, where the velocity vector is randomized and reversed
compared to the one of the cold-flow solution. Also the flame speed is
taken into account to determine the velocity of the flame propagation.
Similarly to SPHINTIR, each cell is initialized in an unburnt state. If a
cell is visited by a particle during the simulation, it switches to a burnt
state. At the end of the simulation, the burnt cells would be all the cells
connected to the ignitable region that lead to a successful ignition.
A rather complex strategy is also implemented to clone or remove particles
in order to enhance the model convergence and keep low the computational
effort. For further details, the reader is addressed to [63].
The validation of the model was carried out on a lifted methane jet
flame and finally employed to investigate the ignition of a supersonic
flameholder.

2.3.5 A PSR based method

In [64] and [65] a model based on Perfectly Stirred Reactors (PSR)
is introduced. Conversely to the other methods presented so far, in this
model a lot of effort is put to obtain a detailed description of the chemical
phenomena that follows the spark deposition. In fact, the kernel evolution
is simulated using a PSR, which allows to simulate in detail the chemical
kinetics involved. This model was specifically studied and validated on a
sunken fire igniter for gas turbine combustors and at the present day it
has not been used to simulate the whole flame propagation. Moreover,
some data from related experiments is used as an input for the unknown
variables of the model.
At first, a air/plasma reaction mechanism is used to describe the plasma
kernel evolution without considering the fuel. This assumption is moti-
vated by the absence of fuel close to the wall where the spark is discharged.
The resulting high-temperature ionized gas is employed to initialize the
PSR simulation. Even during this stage, no fuel is still added until a
certain transit time is reached. In this way, the passage of the kernel
through the non flammable region close to the wall is mimicked. Finally,
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in a third stage a hydrocarbon-air reaction mechanism is considered for
the following kernel evolution. Here a flammable mixture is added with
a constant mass flow rate, estimated from the experiments. Also the
expansion of the kernel is computed from experiments and the associated
increase in mass is included by enlarging the PSR to keep the pressure
constant. Randomness is introduced by allowing perturbations to the
PSR inflow temperature, the transit time and the equivalence ratio.

2.3.6 More models

In the previous sections only the more relevant models were described.
It is worth noting that also other models were presented in scientific
literature, but a detailed is not undertaken in this manuscript. For the
interested reader, an even more detailed review of ignition probability
models can be found in [62].

2.3.7 Final comments on ignition probability models

An attempt of classification was introduced in Esclapez Ph. D. thesis
[62], where ignition were divided into:

• pointwise flow characteristics models: include all the models that
attempt to compute the ignition probability relying only on the local
flow properties only. They are usually more accurate to evaluate
the fate of the kernel right after the discharge of the spark, but they
are not effective/designed to describe the flame propagate across
the combustion chamber.

• Trajectory based models: they are build to recover the flame dis-
placement and growth within the the combustor. In these models,
the phenomena related to energy deposition and kernel formation
are considered less relevant and larger attention is devoted to the
subsequent phases of flame propagation.

According to [62], only I-CRIT-LES completely falls in the pointwise
based models but also the PSR based model proposed by Sforzo et al.
[64, 65] can be filed in this category. Instead, the remaining ones can
be included in the second group: the wider diffusion of trajectory based
models, confirmed by the larger amount of published works, suggests that
they are probably more effective in describing the relevant mechanisms of
ignition in gas turbine combustors.
This is in agreement with the common idea that in practical geometries,
the main mechanism to obtain a successful ignition is the convection of the
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spark kernel in the IRZ, that eventually leads to flame stabilization [66].
Because of this, all the phenomena that immediately follow the initial
deposition (i.e., the kernel generation phase [8]) can be overlooked, while
the following displacement of the kernel is assumed to be more relevant.
Since the LIMIT model was presented quite recently, it was not evaluated
for implementation within this Ph. D. Only the MIST and SPHINTIR
models were considered for the present work. One constrain that one
should consider, is the platform where the model must be implemented.
In order to exploit the commercial CFD solver ANSYS Fluent [23] to
investigate ignition process, the SPHINTIR approach was selected because
of the easier implementation. In fact, the existing Lagrangian framework
was used for the tracking of the flame particles. Moreover, the frozen flow
field required by the model, can easily be interpolate if it is obtained with
the same solver. In the next sections more details about the SPHINTIR
approach are provided.

2.4 Detailed description of the SPHINTIR model

In the present work, the original version of the SPHINTIR model
presented by Neophytou et al. [20] was considered and implemented. The
reader interested in a complete overview of all the successive developments
of the approach is referred to [20, 55, 56, 57].
As anticipated in the introduction, Lagrangian particles called flame
particles are employed to track the flame growth. The tracking of the
particles is performed using flow data from a non-reactive simulation,
referred from now on as base solution. To compute the ignition probability,
the fraction of the domain visited by the flame particles is considered.
The following steps can be identified (Fig. 2.1):

1. interpolation of the flow field: a specific mesh is used to interpolate
the data from the base solution and track the flame particles. The
set of variables required by the model includes the velocity, the
mixture fraction, the Sauter Mean Diameter SMD or d32 and the
evaporation rate. At the beginning, all the cells composing the
domain are set to the unburnt state and they will eventually be
ignited during the simulation (switching to the burnt state). It
is important to mention that a specific mesh can be used, which
can represent only a specific region of the domain, to reduce the
computational effort.

2. Initialization of the spark volume: a certain spark volume is defined
by the user and used to initialize the kernel propagation. In this
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Figure 2.1: Steps of ignition probability computation.

work, an initial spherical shape is chosen, characterized by a radius
rsp. Here the mixture is assumed to be already ignited and the
preliminary stages of energy deposition and kernel generation are
overlooked. It is clear that the amount of energy released by the
spark could affect such initial volume, but this relationship is not
straightforward as it is probably a complex function of local flow
variables. To obtain the local ignition probability, several simulations
are performed using the same position of the spark while, to compute
the ignition probability map, several spark locations are tested.

3. Flame particles injection: all the cells that overlap the initial spark
volume are set to burnt state. They can now release a new flame par-
ticle: velocity and mixture fraction are randomly initialized accord-
ing to a Gaussian distribution for the velocity and a β-distribution
for the mixture fraction (using the mean and the RMS of mixture
velocity from the base solution).

4. Flame particles tracking: particles are tracked inside the domain
using a Langevin equation (Eq. 2.6). The variation of velocity in
the i-th direction of the p-th particle is given by:

dUp = −
(

1

2
+

3

4
C0

)
ωp
(
Up − Ũ

)
dt+ (C0εpdt)

1
2 Np (2.6)

where Up is the velocity of the tracked particle at the previous
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time step dt and Ũ is the mean velocity from the base solution
interpolated onto the new grid. C0 is a constant assumed equal to
2.0 and Np is a normally distributed variable (with mean zero and
variance unity) [20]. εp and ωp represent the turbulent dissipation
and the inverse turbulent timescale at particle location respectively.
Therefore, particles are convected by the flow and undergo a ran-
dom walk which allow to include the dispersion due to turbulent
fluctuations. Flame particles are also characterized by an overall
mixture fraction ξp (both liquid and gaseous fuel are considered),
whose variation is provided by the following equation:

dξp = −1

2
Cξωp

(
ξp − ξ̃

)
dt+ (1− ξp)

Γ̄

ρ̄
dt (2.7)

where ξ̃ is the mean overall mixture fraction, Γ̄ is the evaporation
rate and ρ̄ is the mean density retrieved from the base solution.
Cξ is a constant set equal to 2.0 [20]. During the tracking of the
particles they can visit cells in the unburnt state: in this case, the
visited cell is set to the burnt state and emits a new flame particle.
Note that cells set to the burnt state can not emit a new flame
particle. The amount of emitted particles is a function of the mesh
size ∆, which leads to a non-intuitive dependency of this parameter
on the ignition probability map, as discussed in Ch. 3.

5. Particle extinction: at the end of each time step, a criterion based
on the Karlovitz number of the particle Kap is evaluated to assess if
particle extinguishes. If Kap > Kacrit the flame particle is removed
(note that Kacrit is set by the user and represent one the key
parameters of the model [20]). Kap is defined as:

Kap = 0.157

[
ν

(
u′p
)3

Lturb,p

] 1
2

1

S2
L,p

(2.8)

where ν is the laminar kinematic viscosity of the mixture, u′p the
turbulent velocity fluctuation, Lturb,p the turbulent length scale and
SL,p the laminar flame speed (that should be estimated including
the presence of liquid droplets). Compared to [20], here a simpler
approach is used to compute laminar flame speed SL,p, following
the work of [67] and [19]. In fact, the effect of liquid droplets on
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flame propagation is included with a rather simple equation:

SL,p = Dth

[
Ω d2

32 Dth
Λeff

+
D2
th

S2
L,g

]− 1
2

(2.9)

where Ω is the fraction of liquid fuel over the entire fuel mass
retrieved from the base simulation. Dth and Λeff stand for the
thermal diffusivity of the mixture and the effective evaporation
constant. Finally, SL,g represents the laminar flame speed computed
using ξp and assuming the fuel to be completely evaporated. The
reader interested in a comprehensive review about laminar flame
propagation in sprays or droplet interaction with the ignition kernel
is addressed to [19] and [68] respectively.

6. Final computation of the ignition probability: once that a spark
event is completed, the ratio between the burnt cells and the overall
number of cells is evaluated, defining the ignition progress factor
πign = nburnt/(nburnt + nunburnt). If πign > πign,crit the ignition
event can be considered successful. It is worth pointing out that
no general rule is defined to choose πign,crit, as it is strongly de-
pendent on the case and the domain under investigation. In the
end, the ignition probability Pign is computed as the ratio between
the number of successful spark events and the overall number of
attempts.

In this way, the model can take into account the effects of mean and fluc-
tuating velocity on flame propagation, the stochastic effect of turbulence
and the local extinction due to high turbulent strain rate [20].
Additional details about the implementation of the present model within
the ANSYS Fluent framework are provided in Appendix 1.

2.5 Conclusions to Chapter 2

In this section, the definition of ignition probability and the issue of
computing it were addressed. At first, the opportunity of directly compute
the ignition probability using fully reactive LES was ruled out due to the
very large computational effort required. Although it can be useful for
final tests, its application is still too expensive during the initial phases
of combustor design.
That said, a review of recent ignition probability models was carried out
in the attempt of providing to the reader a clear picture of the existing
alternatives. In the same section, a comparison among them was reported,
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stating the reasons that lead to the choice of SPHINTIR for the present
thesis.
Finally, the SPHINTIR approach was described in greater detail in order to
fully justify the results reported in the next of this work. The SPHINTIR
approach is based on the Lagrangian tracking of the flame front, which
is approximated by particles called flame particles. Their displacement
accounts for the turbulent transport of the ignition kernel and an extinction
criterion is used, based on the mixture fraction.



Chapter 3

KIAI-CORIA lean spray flame

The numerical approaches presented before are now employed to in-
vestigate the ignition performances of a laboratory scale combustor. The
KIAI-CORIA spray flame was considered in this work and the first section
is devoted to describe the rig, the available experimental data and the
numerical work already available on it. Then, some details are provided
about the strategies employed in the simulations, including numerical
methods, different meshes and setup of the models.
The main part of the chapter is composed by the discussion of the results:
it starts from a non-reactive LES, continues through the reactive one and
ends with the two ignition simulations. The non-reactive simulation is
reported to highlight the main flow features and was also used to feed
the ignition probability model. In fact, the time-averaged flow field from
this simulation was the base simulation for SPHINTIR. Therefore, a
detailed validation against experiments was performed to evaluate both
the numerical setup and the quality of the results.
After that, the reactive simulation of the stabilized flame is shown, start-
ing from a brief description of the flame structure. Also in this case,
an accurate comparison against the experimental data was carried out,
pointing out that the overall behaviour of the flame is quite well recovered.
Finally, the two ignition simulations are discussed, starting from the de-
tailed one. The path from spark deposition to full flame establishment was
studied and compared against experimental data. Due to the stochasticity
of the phenomenon, a rigorous comparison was not possible, but some
interesting conclusions about flame development are made anyway. In-
stead, the results provided by the SPHINTIR model allowed a consistent
comparison in terms of ignition probability map: a good agreement is
shown, after a careful tuning of the model.

47
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Some of the results presented in this chapter are also part of a master
thesis carried out by Matteo Amerighi [69] under the supervision of the
author.

3.1 Investigated experimental rig

The experimental rig under investigation is the so-called KIAI-CORIA
burner, built in the course of the Knowledge for Ignition, Acoustics and
Instabilities (KIAI) EC funded project. In this thesis, the single-injector
confined test-bench presented in [15, 18, 49, 70] fuelled with liquid n-
heptane was simulated (Fig. 3.1). It is worth mentioning that other

Figure 3.1: Left: render of the KIAI-Spray burner. Right: picture of the
burner during the PDA measurements. [5]

configurations were developed and tested so far including:

• methane-fuelled swirled confined single-burner (both premixed and
non-premixed) [54, 71]

• methane-fuelled swirled confined multi-burner [48, 72]

• liquid-fuelled non-swirled non-confined single-burner [73, 74, 75, 76,
77]

• liquid-fuelled swirled confined multi-burner [70, 78]
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(a) Radial swirler (b) atomizer (c) Sketch of injection
system

Figure 3.2: Injection system of KIAI-Spray burner [5].

A throughout review of these works is beyond the scope of this thesis and
the interested reader is addressed in the mentioned references.
The combustion chamber 3.1 has a square section of 100 × 100 mm2, a
height of 260 mm and is confined by four quartz windows (78 mm × 228
mm) that provide a full optical access for the non-intrusive measurements.
A convergent section is mounted on the top to avoid flow recirculation.
The rig was operated at atmospheric pressure.
A plenum feeded with preheated air at 416±3 K the radial swirler (Fig.
3.2(a)), characterized by a swirl number of 0.76 and composed by 18
rectangular channels (6 mm × 8 mm) inclined at 45◦. The preheating of
air was finely tuned to avoid the formation of a liquid film on the windows.
The outlet of the swirler has an inner diameter of 10 mm, while the outer
is 20 mm large.
The injection of liquid was performed using a simplex pressure atomizer

Figure 3.3: Shadowgraphy image in the KIAI-Spray burner showing
primary and secondary atomization above the simplex atomizer [5].
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(Danfoss, 1.46 kg/h, 80◦ hollow-cone) represented in Fig. 3.2(b) that
discharged the fuel at an estimated temperature of 350 K. Mass flow
controllers were used to guarantee a constant global equivalence ratio
φG = 0.61.
The simplex atomizer is mounted at the centre of the swirler as reported in
Fig. 3.2(c). Fig. 3.3 illustrates the liquid issued by the atomizer: at first,
the liquid sheet is destabilized and ligaments are generated within the first
2 mm (primary atomization, see Ch. 4). Then, secondary atomization
occurs and all the liquid structures are converted into spherical droplets
within 4 mm. The operating conditions are summarized in Tab. 3.1. The

Parameter Value

Operating pressure 1 atm
Air mass flow rate 8.2 g/s
Air temperature 416 ± 3 K

Fuel n-heptane
Fuel mass flow rate 0.33 g/s
Fuel temperature ≈350 K
atomizer pressure 8 bar

Cone angle 80◦ hollow cone
Swirl number 0.76

Equivalence ratio 0.61

Table 3.1: Summary of the operating conditions [5].

reader interested in additional details about the experimental configuration
is addressed to [5].
In this rig, most of the flow features that can be found in an actual engine
combustors are already present. The main limitations from a technical
perspective are related to the ambient pressure used for experiments, the
absence of cooling features and the single-sector configuration. Anyway,
these shortcomings are widely surpassed by the large amount of detailed
experimental data, which makes it an ideal candidate for validation
purposes, as shown in the next.

3.1.1 Diagnostic and Post-processing

Tab. 3.2 lists all the diagnostics techniques used and the respectively
measured quantities.
Phase Doppler Anemometry (PDA) [79] was used under non-reacting
and reacting conditions with the aim of measuring the droplet velocity
and size distribution. The procedure is based on the scattering of a
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Measured quantity Technique Flow conditions

Fuel droplet size PDA NR & R
Fuel droplet velocity PDA NR & R

Air velocity PDA NR & R
Air velocity HS-PIV NR

Mixture fraction Toluene-PLIF NR
Flame structure OH-PLIF R
Kernel evolution HS-Visualization I

Ignition probability Probability map I
Chamber pressure Pressure sensor I

Table 3.2: Classification of the experimental techniques used, indicating
the measured quantity and the flow conditions. Flow conditions are: NR

(non-reactive), R (reactive) and I (ignition).

light interference pattern by the object to measure (droplets in this case).
Such measurements were not carried out within the first 10 mm from the
injector, due to the presence of very dense spray. It is worth mentioning
that PDA was used to measure the velocity of the carrier phase as well,
seeding the inflow with very small olive oil droplets.
Also High-Speed Particle Image Velocimetry (HS-PIV) [80] was used to
measure the velocity of the carrier phase under non-reacting conditions.
It is based on the paired imaging of a seeded flow, illuminated by two
laser pulses at two instants of known time interval. The displacement
of the particles from one image to one other were used to compute the
velocity vector on the measurement plane.
Planar Laser Induced Fluorescence on Toluene (Toluene-PLIF) [81] was
used to measure the local vapour mixture formation under non-reacting
conditions. The objective of this technique is to estimate locally the
amount of fuel vapor in the chamber. Later, this can be translated into
local equivalence ratio or mixture fraction. N-heptane is not a fluorescent
molecule, therefore the fuel was mixed with a certain amount of toluene
(2%) characterized by a similar evaporation rates. As soon as it is in-
jected in the chamber, the liquid mixture started evaporating. Then, the
concentration of toluene was detected with laser induced fluorescence.
Finally, n-heptane concentration was calculated under the hypothesis of
conservation of the toluene-to-heptane molar fraction ratio between liquid
and vapour.
Planar Laser Induced Fluorescence on OH (OH-PLIF) [82] was used to
characterize the stabilised flame structure and stabilisation points. In
fact, the OH molecule was used as a tracer for the combustion process.
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Similarly, High-Speed (HS) Visualisations of the spontaneous flame emis-
sion were recorded with an high speed camera to characterize the ignition
process.
Finally, the ignition probability was measured to understand how the
sparking position and the local flow properties influence the ignition pro-
cess. The mixture was ignited using a laser-induced spark, with the benefit
of the lack of electrodes and the ability of trigger the spark anywhere in
the domain. The ignition probability was measured in several points of a
3D mesh performing 30 ignition trials each. The mixture has ignited by
focusing a 532 nm laser beam, generated at 10 Hz by a Nd:YAG laser, in
the selected location. The amount of energy deposited by the laser was
estimated to be around 405 mJ. After a successful ignition event, the wall
temperature was monitored and a successive ignition test was allowed only
when decreased below 387 K. The reader interested in additional details
about the experimental configuration and the diagnostics techniques is
addressed to [5].
The first outcome of this set of measurements is the possibility of finely
characterize the non-reactive flow prior to ignition. In [5] a detailed
description of this field is carried out, starting from the identification of
the main flow structures thanks to PDA and HS-PIV results. Moreover,
the data from PDA are analyzed, showing the spray evolution within the
chamber and allowing a deeper understanding of the equivalence ratio
map obtained with Toluene-PLIF.
The ignition probability map and the measurements about the cold-flow
provide a nice overview of the flow parameters that facilitate or hinder
ignition. Transitory kernel generation and flame growth observation are
also made in [5], using the images acquired with HS-Visualization. For
instance, kernel images are compared for several position slightly after the
spark discharge, to better understand the initial shape and its interaction
with the turbulent flow field.
Moreover, it is shown that the very first stage of kernel generation is
always accomplished with such setup and the ignition may fail only during
the second stage and the third stage. That said, a classification of the
main mechanism of ignition success or failure is attempted in [15] More
details will be provided in the next, while comparing the experimental
data against the ignition results.
Finally, OH-PLIF alongside PDA acquisitions of the stabilized flame
allow a better comprehension of the reactive flow that follows the ignition
process.
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3.1.2 Previous numerical works about the KIAI-CORIA
burner

To the best of the author knowledge, the specific configuration here
studied was previously object of one numerical campaign only, namely
the one of the Ph.D. thesis of Collin-Bastiani [18]. The AVBP LES
solver developed at CERFACS and IFPEN was used to simulate the
KIAI-CORIA rig. Turbulent sub-grid stresses were modeled using the
SIGMA model [83] and a Lagrangian approach was chosen for the spray
description: sub-models for drag and evaporation were used, whereas
the injection was modelled with FIM-UR approach to mimic a simplex
pressure atomizer, following the setup already employed in [73].
The n-heptane fuel oxidation was described using an Analytically Reduced
Chemistry (ARC) derived from a skeletal mechanism [84] comprising 25
transported species, 27 species in Quasi-Steady State Approximation and
210 irreversible reactions [15, 49]. The use the ARC reaction mechanism,
instead of the less complex two-step mechanism employed in this thesis,
allowed a more effective description of the ignition process, although
the computational effort was strongly increased since the reaction rates
could not be solved explicitly anymore. No turbulent combustion closure
was employed and the reaction rates in Eq. 1.14 were considered as
non-filtered. This was made possible thanks to the very refined meshes
employed to simulate the stabilized flame and the ignition process. Finally,
the ED model was used to initiate the flame kernel.
A good agreement in the prediction of the gaseous velocity and of spray
distribution, as well as of the overall flame shape, was shown. Moreover,
reactive LES was used as a complimentary tool to analyze the ignition
failure and success mechanism. As an example, one of the successful
ignition events in [18] is reported in Fig. 3.4 The reader interested in

Figure 3.4: Numerical integrated heat release during ignition sequence
(adapted from [18]).

more details about this numerical work is addressed in the mentioned
references. It is worth pointing out that such simulation setup represents
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the current state of the art in the scientific context, but many numerical
choices would not be sustainable in an industrial one, because of the huge
computational cost associated. Although the simulations presented in
this thesis also required a significant amount of computational resources,
they are nowadays affordable by an engine manufacturer thanks to the
evolution of High Performance Computing infrastructures.

3.2 Setup of the simulations

The simulations were carried out with the methodologies presented in
Ch. 1 and 2. From now on, they will be referred as follows:

• NR-LES : LES of the non-reactive flow field (with spray injection);

• R-LES : reactive LES;

• I-LES : detailed LES of the ignition process;

• I-PROB : set of simulations to compute the ignition probability map
using the SPHINTIR model.

All the simulations performed within this chapter were carried out with
the commercial solver ANSYS Fluent.

3.2.1 NR-LES, R-LES, I-LES

A sketch of the numerical domain and prescribed boundary conditions
is given in Fig. 3.5. There the spatial coordinates used in the post
processing are also defined: z-coordinate is employed to indicate the axial
distance from the swirler, whereas the radial distance is marked with
r-coordinate. For convenience, the origin of the reference frame is set in
the centre of the domain where the liquid injector is mounted and particle
are initiated. The numerical domain included all the components of the
experimental rig from the air plenum up to the convergent discharge
section. All the other parts were not considered in the simulations.
A constant mass flow rate of air equal to 0.0082 kg/s was specified at the
inlet marked in red. The temperature of the incoming flow was set to 416
K according to the experimental setup. No artificial turbulence generator
was used as most of the instabilities are believed to be generated through
the swirler. A constant pressure was prescribed at the outlet which was
also treated as non-reflecting for acoustic waves (blue in Fig. 3.5). All
the remaining surfaces are representative of solid walls, so the non-slip
condition was imposed. The walls far from the flame were considered as
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Figure 3.5: Numerical domain and grid for LES.

adiabatic, whereas a specified temperature was set for the ones which
mostly interact with the flame. Therefore, the swirler was set to 416 K,
assuming that it reached the temperature of the incoming airflow (the
swirler was not cooled in experiments). Conversely, the temperature
of the walls of the combustion chamber was selected based on the flow
conditions. In the NR-LES and the I-LES simulations, it was set according
to the temperature reached by experimental sensor after each ignition
test, namely 387 K. Instead, it was set to 1000 K in the R-LES according
to [15, 49].
To track liquid dispersion inside the combustion chamber, a coupled
Eulerian-Lagrangian formulation was adopted to represent the spray
dynamics and gas-liquid interactions (Ch. 1). All the phenomena related
to the primary breakup of the spray are overlooked in this approach
and the particles are directly injected at at z, r = 0.0 mm following a
Rosin-Rammler distribution [85]:

1−Q = exp− (D/X)q (3.1)

SMD

X
=
[
Γ
(

1− 1

q

)]−1

(3.2)

A Sauter Mean Diameter (SMD) of 30 µm was imposed with a dispersion
parameter q = 2.5 following the work of Shum-Kivan [86]. The injection
velocity of 27 m/s was instead derived from correlations [85]. The initial
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temperature of the fuel is set at 350 K according to the experimental
estimations.
It is important to note that such injection setup was chosen in [86] thanks
to the detailed experimental results that allowed a fair guess of the SMD
and of the cone angle of the spray. As it will be shown later, it provides
quite a good agreement with the experimental data, that again were used
to validate it. This short remark would like to emphasize the help provided
by the experimental spray measurements in liquid injection setup. When
not available (Ch. 4), the situation changes dramatically!
Three fully unstructured meshes were generated for the simulations. Fig.
3.6 shows a slice of the mesh for all cases with a magnification in the flame
stabilization zone. The NR-LES mesh is the coarsest one as only the

(a) NR-LES (b) R-LES (c) I-LES

Figure 3.6: Meshes used for NR-LES (a), R-LES (b) and I-LES (c).

turbulent mixing process takes place in this simulation and the minimum
cell size is around 0.4 mm inside the swirler and in the jet region. A larger
size was adopted out of it, because no relevant phenomena takes place
elsewhere. A layer of 12 prisms adjacent to solid walls was created in the
initial attempt of well-resolving the turbulent eddies close to the wall.
In the reactive simulations (R-LES and I-LES) an additional refinement
inside the swirler and in flame region was applied to better resolve the
flame structure and to place more points within the thickened flame front.
Moreover, in the I-LES a refinement in the spark position was introduced,
which is necessary to capture the kernel evolution. At the same time, a
finer mesh was used in the ORZ where kernel development may take place
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as highlighted in [15]. In these two simulations, only 3 layers of prisms
were created at wall: this was possible by the generally smaller size of the
mesh that already resulted in a better discretization of the eddies close to
the wall. This was also done to reduce the computational effort, assuming
that the heat transfer is not so relevant in this case.
In all the presented meshes, the cells gradually increase in size up to
the discharge zone, since here there is no need to resolve in detail the
flow structures. Moreover, bigger cells result in a numerical damping of
pressure fluctuations reflected on the outlet patch.
Clearly, not all the models presented in Ch. 1 were used in all the simula-
tions: Tab. 3.3 summarizes the models employed in each case.

Simulation Turbulence Spray Combustion Spark

NR-LES • • ◦ ◦
R-LES • • • ◦
I-LES • • • •

Table 3.3: Summary of the models employed for each simulation.

As already stated in Ch. 1, LES was chosen for its superior performance
in representing swirling flows compared to RANS and because of the need
of carrying out unsteady simulations. However, RANS solutions were still
used to initialize the NR-LES and the R-LES cases, whereas the I-LES
was directly started mapping the flow field from NR-LES. In LES, the
WALE [24] sub-grid scale model was used to model the unclosed terms of
the Reynolds stress tensor.
Lagrangian sub-models were adopted for the spray particles displacement,
heating and evaporation. No secondary breakup was introduced as it is
believed to have a minor impact on the solution due to the relatively low
Weber number of the injector. The non-deformable drag law by Morsi
[39] was applied to introduce the mutual effect of momentum exchange
between the continuous and the dispersed phase. Under the assumption of
uniform temperature inside the droplet [41], evaporation was modelled as
explained in Ch. 1 using data from [87] for the thermo-physical properties
of n-heptane.
The turbulent sub-grid combustion model were used in reactive simula-
tions only. The TFM was adopted as specified in Ch. 1. Regarding the
efficiency function, the formulation by Colin et al. [27] was used as it is
already implemented in ANSYS Fluent [23]. The laminar flame speed and
thickness necessary to feed the model were computed with CANTERA
[38] employing the 2-step reaction mechanism used in the simulations.
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In the I-LES simulation, the ED model implemented with UDF and shown
in Ch. 1 was used. The control parameters are summarized in Tab. 3.4.
The spark position was selected in the ORZ based on the experimental

ED parameter Value

Energy Ei 25 mJ
Duration ∆t 100 µs

Sphere diameter ∆s 8 mm
Spark position x = 40 mm and z = 30 mm

Table 3.4: ED setup.

ignition probability map due to the high ignition probability (over 80 %).
A pressure-based solver was used and the SIMPLEC algorithm was em-
ployed for pressure-velocity coupling. Spatial discretisation was treated
with Green-Gauss node-based method method for the gradients, Second
Order for the pressure, Bounded Central Differencing for the momentum
and Second-Order Upwind for all the other equations. A Bounded Second-
Order Implicit formulation was used for time. A constant time step of
8× 10−6 s was chosen for the NR-LES whereas 1 × 10−06 s was used in
R-LES and I-LES. The computational cost of the I-LES was about 100k
CPU hours on 400 cores (Intel® Xeon® CoreTM Bronze 3204).

3.2.2 I-PROB

The specific domain employed for the computation of ignition prob-
ability is illustrated in Fig. 3.7. It consists only of a small part of the
domain used for the LES simulations, including only the regions of flame
propagation and stabilization. A large part of the combustion chamber
and the whole swirler were not modelled. This choice allowed a further
reduction of the computational effort required.
A uniform hexahedral mesh was used to track the flame particles, using
a constant physical time step of 0.2 ms for a maximum simulated time
of 60 ms for a single ignition event. SL,g was computed as a function of
ξp with the POLIMI reaction mechanism [37] using Cantera [38] at the
experimental temperature and pressure. A uniform value of Lturb,p = 1.0
mm was assumed in this case.
To obtain a single ignition probability map shown in the next section, 6000
simulations were carried out: 120 evenly spaced spark locations (marked
in Fig. 3.7 with red dots) were tested for 50 times each one. About 1000
CPU hours were requested to compute a single ignition probability map
on a desktop PC equipped with Intel® CoreTM i7-7800X.
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Figure 3.7: Numerical domain used to compute ignition probability and
investigated spark positions.

3.3 NR-LES results

A throughout validation of the NR-LES is quite useful, not only to
validate the employed setup, but also because the results were directly
used to feed the SPHINTIR model and to initialize the I-LES before the
spark was released (although the mesh was changed). The simulation was
initialized with a preliminary RANS, but such results are not reported here
for the sake of brevity. After that, a certain time interval was simulated
in LES to flush the initialization, before starting to collect the statistics
shown in the next paragraphs.

3.3.1 Gaseous flow dynamics

The time-averaged and the instantaneous flow field of the axial velocity
are reported in Fig. 3.8. Three main zones can be identified: the Inner
Recirculation Zone (IRZ), the Swirled Jet Zone (SJZ) and the Outer
Recirculation Zone (ORZ). The iso-line uaxial = 0 in Fig. 3.8 drawn in
white separates each zone. The presence of the IRZ is justified by the
swirl number larger than 0.6 but, compared to actual combustors, the
IRZ is less pronounced and quite smaller than the ORZ [5]. Thanks to
the presence of the convergent section at the outlet, the IRZ is confined
to the vicinity of the nozzle (not shown in Fig. 3.8). The reverse flow
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Figure 3.8: Contour of the NR-LES axial velocity flow field. Top:
time-averaged field with uaxial = 0 iso-line. Bottom: instantaneous field
with the dotted lines that represent the six experimental stages considered.
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in the IRZ has a typical bottle-neck shape caused by the radial velocity,
with very thin cross-section at the low axial positions, whereas it gets
wider downstream.
To validate the flow field against experiments, time-averaged velocity
profiles for different z-coordinates are reported and compared with data
from PDA (Fig. 3.9). The six axial stages used to draw the lines are
highlighted in Fig. 3.8 for the sake of clarity. Also in this case, the

(a) Mean axial velocity (b) Mean tangential velocity

Figure 3.9: Comparison between numerical and experimental data at
different heights for mean axial (a) and tangential (b) velocity.

presence of the IRZ and the ORZ, characterized by a negative axial
velocity, can be easily pointed out. A very high axial velocity in the
SJZ can be observed at z = 10 mm, which gradually fades for higher
z-coordinates. A good agreement with the experimental data can be
pointed out: a proper evaluation of the velocity flow field is fundamental
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to correctly describe the trajectory of the flame during the third phase,
both in the I-LES and in the I-PROB simulations.
Instead, a key parameter for the flame growth is the local turbulence
intensity. Therefore, gaseous velocity fluctuations are presented in Fig.
3.10 in terms of RMS. An overall good agreement can be pointed out,
thanks to the use of LES which allows to resolve a large part of the
turbulent kinetic energy spectrum (i.e., the grid is fine enough to capture
the larger turbulent fluctuations). The fluctuations are larger in the jet
region, whereas they decrease in the IRZ and almost vanish in the ORZ.
At z = 45 mm the mesh is coarser so the comparison with the experiment
is not as good as in the upstream stages. The velocity fluctuations are

(a) RMS axial velocity (b) RMS tangential velocity

Figure 3.10: Comparison between numerical and experimental data at
different heights for RMS axial (a) and tangential (b) velocity.
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very important in the ignition process, as they can provide fresh gases to
sustain the flame kernel, but also promote the diffusion of heat away from
it. A proper prediction is therefore fundamental for the I-LES. Moreover,
in the SPHINTIR model they are used to account for the random motions
of the kernel and therefore they must be well estimated. Finally, such
comparison also implies that the mesh size is fine enough to capture most
of the turbulent eddies registered experimentally. Therefore, no mesh
sensitivity was carried out at this stage, also considering the relevant
amount of computational resources needed for this kind of simulations.

3.3.2 Liquid fuel dynamics

The presence of liquid droplets is of paramount importance in deter-
mining the outcome of an ignition attempt [8]. In fact, the generated
kernel must be sufficiently strong to survive despite the latent heat ab-
sorbed by droplet vaporization. However, the vaporization of fuel is also
necessary to sustain and stabilize the flame. Therefore, a proper prediction
of spray distribution is extremely important for the outcome of ignition
simulations.
The comparison between experimental and numerical data in terms of
SMD is shown in Fig. 3.11 (points are plotted only if the SMD computa-
tion is based on more than 1500 droplets). For a consistent comparison
againts experimental data, spray statistics were also collected circum-
ferentially as well as averaged in time. It is important to note that the
same procedure was not applied to gaseous phase velocity data, that are
just averaged in time and collected over a line. A proper prediction of
the SMD is recovered in the ORZ (large r-coordinate), while a slight
under-prediction can be noticed close to the axis (r = 0.0 mm). On the
one hand, it can be concluded that spray SMD was correctly initialized,
as suggested by the overall good agreement in the ORZ and in the SJZ.
The poly-dispersion in these two regions is shown in Fig. 3.12(a) and
3.12(b) where the droplet size distribution is reported for two of the three
points shown in Fig. 3.15. On the other hand, the under-estimation of
the SMD in the IRZ (Fig. 3.12(c)) might be due to a poor representation
of fuel droplet convection caused by the recirculation zone. Based on
these observations, the description of the SMD distribution by NR-LES
is globally acceptable at all the considered stages.
The experimental data are further exploited considering the liquid phase
velocity to validate the liquid injection setup. Such input is not consid-
ered in SPHINTIR, although it might be relevant for R-LES and I-LES
simulations. It is worth pointing out that the spray is mostly composed by
small droplets with a low Stokes number. Therefore they rapidly achieve
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Figure 3.11: Comparison between numerical prediction and experimental
data in term of SMD at different heights.

(a) ORZ (b) SJZ (c) IRZ

Figure 3.12: Comparison between experimental and LES normalized
distribution of droplet diameter at three points highlighted in Fig. 3.15.

(a) PORZ : r = 15 mm,z = 25 mm , (b) PSJZ : r = 15 mm,z = 15 mm ,
(c) PIRZ : r = 15 mm,z = 5 mm
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the velocity of the gas phase that, if well predicted, will provide a good
agreement also in terms of liquid phase velocity. Four mean profiles are
reported in Fig. 3.13 for two classes of droplet diameter: dp ∈ [0; 10] µm
and dp ∈ [40; 50] µ. Only a small under-estimation can be pointed for the

(a) dp ∈ [0; 10] µm (b) dp ∈ [40; 50] µm

Figure 3.13: Comparison between numerical and experimental data at
different heights for mean axial droplet velocity. (a) dp ∈ [0; 10] µm. (b)

dp ∈ [40; 50] µm.

bigger droplets at all the considered heights.

3.3.3 Equivalence ratio

Obviously, the local amount of fuel (i.e., mixture fraction, equivalence
ratio) is critical in ignition, as it determines the possibility to translate
the energy deposited by the spark into actual flame propagation.
In Fig. 3.14 the mean equivalence ratio is shown both with and without
the liquid contribution. The shaded area on the experimental side is not
quantitatively reliable, due to the large presence of droplets that does
not guarantee a proper measurement with the Toluene-PLIF technique
(see [5] for further discussion on this controversial point). Thanks to
the decent agreement shown for velocity and droplet distribution, also
the prediction of the equivalence ratio is quite good. In particular, as
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Figure 3.14: Contour of the NR mean equivalence ratio (excluding and
including spray) and experimental map adapted from [5].

verified experimentally, in the ORZ the φg is slightly larger than the
global equivalence ratio of the chamber (φglobal = 0.61) due to the higher
presence of liquid droplets and fuel vapor recirculation. Conversely in the
IRZ and SJZ it is leaner because of the lower residence time of droplets
that does not allow their complete evaporation. Therefore, in these two
zones a less favorable condition for the ignition of the mixture must be
accounted.
By including the fuel droplets, it is possible to identify the cone angle
of the spray (80◦, as per nominal value of the nozzle) and the global
equivalence ratio. The high value of φtot near the injector is caused by
a high presence of fuel droplets, as reported in Fig. 3.15. In fact, in
these zones, the liquid volume fraction is over 10−4 and only downstream
reaches the value of 10−6.
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Figure 3.15: Contour of the NR-LES mean liquid volume fraction. The
two iso-lines (10−4 and 10−6) and the three points (PIRZ ,PSJZ ,PORZ)

used in Fig. 3.12 are reported.

3.4 R-LES results

The R-LES simulation was used to investigate the capability of the
chosen reaction mechanism and combustion model to reproduce the struc-
ture of the stabilized lifted M-shape spray flame. Also in this case, an
extensive validation against the available experimental data was carried
out, in order to validate the setup for the I-LES simulation. In the next,
the focus is firstly devoted to the description of the velocity field and of
the liquid distribution. After that, the flame structure is analysed showing
a proper prediction of the features observed experimentally.

3.4.1 Flow dynamics and liquid fuel distribution

Fig. 3.16 shows the instantaneous temperature field: the fresh air that
is injected from the swirler, rapidly undergoes to a strong heating due to
the combustion taking place. The presence of large eddies, with strong
temperature gradients, again corroborate the use of LES for turbulent
combustion. In fact, the temperature field has a huge role in droplet
evaporation and it must be properly recovered. For instance, a certain
entrainment of hot gases can be seen in the IRZ, which supposedly has
a strong interaction with the spray. It is worth pointing out that the
presence of very hot gases in the IRZ as in Fig. 3.16 was observed only
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occasionally.
Four z-coordinates are also plotted which correspond to the ones used
in Fig. 3.17 to compare the mean velocity field with the experimental
data. The main characteristics of a swirling flow remain clearly visible

Figure 3.16: Contour of the R-LES instantaneous temperature field with
the four dotted lines for the experimental comparison.

also the reactive simulation. In fact, the presence of the IRZ, the ORZ
and the SJZ can be still pointed out (Fig. 3.17). The combustion process
induces some modifications in the flow field: due to the reduction of the
density, the maximum value of the mean axial velocity is greater than
under non-reactive conditions (for instance, a peak above 45 m/s can be
pointed out at low z-coordinates). Here, the minimum velocity in the
IRZ is slightly underestimated by the CFD as well as the maximum peak
of velocity in the SJZ. As it will be shown later, it may be due to an
underprediction of the flame lift, which may cause an excessive blockage
of the air flowing out of the swirler. Conversely, a quite good agreement
is obtained for the tangential velocity.
The presence of the flame also induce an higher unsteadiness of the flow
field with respect to the NR-LES. In fact, the velocity RMS for the same
four coordinates are characterized by an higher intensity, as reported in
Fig. 3.18. Despite the general underestimation of the mean axial velocity,
the LES well predicts the magnitude of the velocity fluctuations thanks
to the mesh refinement operated in the flame region.
In Fig. 3.19 the SMD is compared with the experimental data for the four
z-coordinates shown in Fig. 3.11. As already done under non-reactive
conditions, data are plotted only if the SMD calculation is based on more



3.4 R-LES results 69

(a) Mean axial velocity (b) Mean tangential velocity

Figure 3.17: Comparison between numerical and experimental data at
different heights for mean axial (a) and tangential (b) velocity.
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(a) RMS axial velocity (b) RMS radial velocity

Figure 3.18: Comparison between numerical and experimental data at
different heights for RMS axial (a) and tangential (b) velocity.

Figure 3.19: Comparison between numerical prediction and experimental
data in term of SMD at different heights.
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than 1500 droplets. A decent agreement can be pointed out also in this
simulation. While the global SMD is mostly correct, the simulation also
succeed in catching the evolution of the curve, which progressively becomes
more and more flat. This is probably due to the faster evaporation of
the smaller droplets that do not survive up to the higher stages. Also
in this case, a certain underestimation in the IRZ can be pointed out.
The instantaneous distribution of the DPM coloured by their mass is

(a) DPM mass (b) DPM temperature

Figure 3.20: Instantaneous of DPM mass (a) and temperature (b).

reported in Fig. 3.20(a). It is important to highlight how some particles
successfully cross the flame region and eventually reach the combustor
wall. No film accumulation was observed in the experiments and in fact
their mass is very low. As illustrated in Fig. 3.20(b), downstream the
injector the droplets fastly reach the boiling temperature which involves
a significant increase in the evaporation rate with respect to the NR-LES
simulation.
To this aim, a comparison in terms of evaporation rate is shown in Fig.
3.21. This highlights how the presence of the flame shifts the evaporation
zone upstream, closer to the injector.
For further validation, the mean velocity for the liquid phase is reported in
Fig. 3.22 for the dp ∈ [0; 10] µm and the dp ∈ [40; 50] µm classes size: the
agreement is quite good for both classes. Smaller droplets already reach a
high velocity at the first stage: because of the lower Stokes number they
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(a) Non Reactive (b) Reactive

Figure 3.21: Contour of the instantaneous evaporation rate for the (a)
NR-LES and the (b) R-LES simulations.

(a) dp ∈ [0; 10] µm (b) dp ∈ [40; 50] µm

Figure 3.22: Comparison between numerical and experimental data at
different heights for the mean axial velocity. (a) dp ∈ [0; 10] µm. (b)

dp ∈ [40; 50] µm.
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promptly achieve the gaseous phase velocity. Conversely, the larger class
needs more time to adapt to the carrier phase velocity as it continues to
increase downstream.

3.4.2 Flame structure

In the KIAI-spray burner a typical lifted M-shape spray flame was
observed. In the experiments, the OH-PLIF technique allowed to visualize
a section of the flame as shown in Fig. 3.23(a). Even if the shape of the
flame can be identified quite well with this image, a quantitative measure
of the OH mass fraction cannot be constructed. From a numerical per-
spective, the analysis of the flame structure was carried out by directly
showing the mass fraction of the OH radical. As reported in Ch. 1, YOH is
not transported and it is not included in the reaction mechanism. There-
fore, the strategy shown in Sec. 1.6.3 based on the partial equilibrium
assumption was employed. For instance, one instaneuous distribution of
OH is reported in Fig. 3.23(b). Here, five main zones were highlighted: a

(a) Experimental (b) R-LES

Figure 3.23: Comparison between experimental OH-PLIF image (a)
adapted from [5] and instantaneous OH field from LES (b)

first zone immediately downstream the atomizer, where some pockets of
OH can recirculate due to the IRZ. The intermittent presence of OH in
this area was documented also in the experiments and can be associated
with random reductions in the flame length. In the experimental picture,
also the spray is visible due to the measurement technique employed. A
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second zone is indicated, which follows the trajectory of the droplets and
of the swirling jet. Here, the fresh mixture (dark regions) separates the
IRZ from the ORZ. The third zone outlines flame front, where a strong
gradient of OH indicates the area where reactions take place. Ideally, two
flame fronts may be identified, an inner and an outer one, depending on
the recirculation zone they are in contact with. A lower mass fraction of
OH is found in the fourth zone, where it is progressively oxidized. In this
zone the temperature is quite high, because the combustion process is
mostly finished and the cooling of the windows is not relevant. The IRZ
and the ORZ (fifth zone) allow the flame to be sustained be providing
hot burnt gases to the flame front.
A more reliable representation of the flame front is displayed in Fig. 3.24
where the heat release is plotted (both instantaneous and time-averaged).
Such data is not directly available from experiments: therefore only the
comparison in terms of OH was possible to validate the numerical flame
shape. In Fig. 3.24(a) a snapshot of heat release distribution is shown,

(a) Instantaneous (b) Mean

Figure 3.24: Contour of the heat of reaction per unit of volume: (a)
instantaneous field and (b) mean field.

that allows to identify the actual position of the flame front. A very strong
unsteadiness can be pointed out: the large eddies issued by the swirling
flow strongly interact with the combustion process, further justifying the
need of using LES for a proper prediction.
The lifted M-shape of the flame is even more evident in Fig. 3.24(b),
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where the time-averaged heat release is shown. The large fluctuations
seen in the previous picture, are identified by the large thickness of the
time average reaction zone.
Finally, in Fig. 3.25 the mean OH fields are reported for experiments and
CFD. Again, no quantitive scaling is attempted because such information
is not available from experiments, therefore normalized contours were
plotted. A decent agreement can be pointed out, although a general

(a) Experimental (b) LES

Figure 3.25: Comparison between mean experimental OH-PLIF image (a)
and mean OH field from LES (b). The blue and red dotted lines show the

experimental sections used in Fig. 3.26 and Fig. 3.27 respectively.

underestimation of the flame height is recovered. In particular, a deeper
entrainment of the OH radical inside the IRZ is obtained with the simu-
lation. In Fig. 3.26 the difference between experimental and numerical
prediction is plotted over the red dotted line of Fig. 3.25. It can be
noticed that the OH concentration is shifted downstream in the CFD
simulation. This is consistent with the non optimal estimation of the
size of the IRZ highlighted before. At the present day it is not clear
what generates such discrepancies, even if the setup of the combustion
model and the employed reaction mechanism must be held accountable,
considering the very good prediction of the flow field obtained in the
NR-LES.
The height of the flame seems to be slightly overestimated in the whole
domain: in fact, a steeper production of OH is also recovered in the
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Figure 3.26: Normalized vertical profile (red line in Fig. 3.25(a)) of mean
OH mass fraction from experiments and R-LES.

the upper part of the M-shape. This may be due to the very simplified
approach used to model chemistry. A more detailed mechanism was em-
ployed in [49], obtaining a more precise description of the flame shape. In

(a) (b)

Figure 3.27: Normalized horizontal profiles (blue lines in Fig. 3.25(b)) of
mean OH mass fraction from experiments and LES results. (a) Profile at

z = 20 mm. (b) Profile at z = 40 mm.

the end, two normalized horizontal profiles are reported in Fig. 3.27 from
the blue dotted lines seen in Fig. 3.25(b). Two stages were drawn, in the
attempt of quantitatively assess the differences in the flame shape. Again,
the underestimation of the height in the IRZ is quite evident although a
the flame width is better estimated by the computation. This probably
relates with a better prediction of velocity obtained in the ORZ and in
the SJZ.
It can be argued that the comparison against the experimental OH dis-
tribution could also be undertaken using the heat release data. In fact,
this leads to a quite satisfactory comparison when instantaneous images
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are considered since the experimental OH concentration mostly coincides
with the peak regions of the numerical heat release (see Fig. 1.6 and 1.7).
However, if time-averaged quantities are considered, then the situation
is quite different: by comparing the mean heat release from CFD (Fig.
3.24(b)) and mean OH from experiments (Fig. 3.25(a)) the agreement
is all but good, since the heat release fails to identify the amount of OH
that is not oxidized after the flame front and that recirculates with the
other hot gases in the IRZ and the ORZ. Conversely, the use OH mass
fraction, predicted by the equilibrium assumption (Sec. 1.6.3), leads to a
more decent comparison in terms of time-averaged quantities, even if it
may fail to correctly identify the peaks in the instantaneous images. As
an alternative, the two approaches could be coupled to further improve
the physical consistency of such comparison, but this was not attempted
in this thesis.

3.5 I-LES results

Due to the large computational effort required, only one simulation
was carried out in this work. To select the spark location, the experimental
ignition probability map (Fig. 3.28) was exploited as in [49].
The swirling flow and the equivalence ratio distribution are the two
main parameters that influence the ignition probability map. As already
observed in Sec. 3.3.3, the ignition is really hard in the IRZ due to
the very low equivalence ratio. Similarly, ignition is rarely accomplished
starting from the SJZ, since the kernel is transported far from the flame
region and rapidly quenched. Instead, the ignition probability increases
moving towards the combustors walls and the ORZ. In this work, the point
located at r = 40 mm and z = 30 mm was chosen, since it presents a very
large ignition probability (Pign ∼ 80%). Therefore, the most probable
outcome of the ignition simulation is the successful establishment of the
flame, rather than a failed spark attempt. Moreover, the good agreement
shown in the non-reactive flow field (NR-LES) should guarantee that the
ignition process will follow the same path observed in the experiments,
provided that the combustion is modelled properly.

3.5.1 Overview of the ignition sequence

In Fig. 3.29 and Fig. 3.30 the simulated ignition process is displayed
from the initial energy deposition (t = 0.0 ms) up to the final stabilization
of the flame (t = 28.5 ms). To this aim, instantaneous iso-surfaces of heat
release are reported colored by local temperature.
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Figure 3.28: Experimental ignition probability map [49].

At the beginning, the kernel has a spherical shape around the spark
position. It should be reminded that the source term added in the energy
equation has a Gaussian shape in space and time, but it is not visible
here because a single iso-surface is drawn. Although simulated, the actual
spark discharge and combustion initiation is not described in detail at
this stage. In fact, the reaction mechanism employed is not suitable to
mimic the complex plasma generation process that takes place after an
actual spark discharge.
Within the first 4.0 ms, the kernel/flame grows and starts to be wrinkled
by turbulence, losing the initial spherical shape. These initial stages are
crucial for ignition success since the heat dissipation may undermine its
expansion.
After 6.0 ms the flame is sufficiently large to survive closer to the SJZ,
where a large presence of droplets may hinders its development. In
fact, while the ORZ presents favorable conditions for flame development,
the successful ignition requires the combustion to take place also in the
proximity of the SJZ where the flame actually stabilizes.
From t = 8.0 ms to t = 14.0 ms, the flame propagation follows the
same trend discussed above: it continues to expand close to the wall in a
clockwise direction (see top view in Fig. 3.30) following the tangential
velocity imposed by the swirling flow. Moreover, the inner surface of the
flame attaches to the SJZ, promoting the vaporization of droplets, which
in turn further helps the flame propagation.
At t = 16.0 ms, the flame front touches the bottom of the combustion
chamber, whereas at t = 20 ms it reaches the opposite wall. At this point,
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Figure 3.29: Ignition sequence: the flame front is visualized using an
iso-surface of heat release at 1.08 J/(m3s) colored by temperature (lateral

view).
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Figure 3.30: Ignition sequence: the flame front is visualized using an
iso-surface of heat release at 108 J/(m3s) colored by temperature (top

view).
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flame extinction is very unlikely because a very large part of the combustor
is already ignited. Moreover, the flame is successfully penetrated inside
the IRZ which ensures an even faster evaporation of the spray.
Later in the sequence up to 28.5 ms, the chamber is fully ignited. All
the walls are reached mostly following the swirling motion in a clockwise
direction, but also moving upstream in anti-clockwise direction thanks to
the higher temperature and equivalence ratio (due to larger evaporation)
which enhance flame speed propagation.

3.5.2 Comparison with experimental ignition sequence

Now that the predicted ignition sequence was described, a qualitative
comparison against experimental data can be attempted. Fig. 3.31 (top)
shows the experimental high-speed images of the flame kernel development
extracted from [18] whereas the at the bottom the numerical sequence is
illustrated. Clearly, the same ignition location was used in both cases.

Figure 3.31: (Top): Experimental spontaneous flame emission sequence
extracted from [18]. (Bottom): iso-surface of heat release at 108 J/(m3s)

colored by temperature during ignition sequence. Dimension of
visualization boxes are 98 mm × 98 mm.

A delay of 5 ms was added to the numerical data, to allow a better com-
parison by trying to match the initial shape and dimension of the flame in
the first image available from experiments. The kernel incubation strongly
depends on the local turbulence, which may slow down the flame growth
due to the thermal dissipation. In fact, the local turbulent timescale
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is likely in the order of ms (for instance, considering the outer swirler
diameter of 20 mm and the maximum RMS of axial velocity of 20 m/s,
one gets 1.0 ms). However, also the local equivalence ratio and the amount
of spray close to the ignition point are quite relevant in this stage. These
two quantities are related to even longer timescales such as the one of
the recirculation inside the ORZ and of the swirling flow instabilities. A
statistical analysis would be required to shed some light on this point, as
it is likely that a numerical spark slightly delayed or anticipated, could
have reduced or increased such initial discrepancy.
Once that such delay is added, all the successive steps seem to be well
reproduced by the LES, at least in the lateral view here displayed. In fact,
the time interval between kernel growth and distortions are correctly catch
by the simulation, especially if a certain random variation is accounted
due to the turbulent flow.
In [5, 15] a classification of the main mechanism of ignition failure/success
is attempted, based on many experimental observations (Fig. 3.32). The
upper row displays the five ignition scenarios, whereas the bottom on one
is dedicated to the failure modes. Both successful and failure paths are
specific of the considered rig.
Plain blue arrows indicate the initial kernel displacement until a consid-
erable volume is ignited. In the successful cases, dashed green arrows
describe how developed kernel approaches the injector to complete the
ignition of the single-injector.

Figure 3.32: Sketch of different observed (a) ignition and (b) extinction
scenarios (adapted from [15]).

It is out of the scope of this review to mention all the ignition and ex-
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tinction mechanisms shown in [5, 15], even if it is worth discussing briefly
the ignition mechanism labelled as IC in Fig. 3.32. In [5] this ignition
mechanism is referred as long-ORZ-growth ignition mode and it is very
common since it takes place in the majority of the burner (blue circles on
RHS of Fig. 3.33. Usually the smooth and slightly deformed kernel starts

Figure 3.33: Left: mean ignition delay time. Right: Regions of the
chamber attributed to the different ignition mechanisms (adapted from

[5]).

rotating and it is captured by the flow motion inside the ORZ. Then, the
flame evolves quiescently traversing the entire ORZ close to the wall and
encountering the spray from the bottom. Finally, the flame is then lifted
by the air jet to complete the injector ignition (green dashed arrows).
This main characteristics of this path are quite similar to the ones de-
scribed in the previous section (Fig. 3.29 and Fig. 3.30), further validating
the predicted ignition process.

3.5.3 Flame kernel growth and convection

In the previous sections the mechanisms that lead to flame stabilization
were highlighted. In this section, the focus is devoted to describe more
accurately two instantaneous snapshots, particularly relevant in the flame
development. The maximum temperature in the domain, after reaching a
peak above 3000 K due to the external energy supplied by the spark, starts
decreasing because of the lean conditions where the spark is deposited.
After a few ms (oscillations are probably due to turbulent interactions),
the maximum temperature starts to increase again and stabilizes around
a constant value of 2500 K. In fact, at 6 ms the flame reaches the SJZ.
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(a)

(b)

Figure 3.34: Temporal evolution of the maximum temperature inside the
domain (a) and the integral of the heat release (b). The red and blue

circles identify the time step at 6 ms and 12 ms respectively.
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Although the presence of liquid spray may locally quench it, in other
parts it is likely to meet an equivalence ratio close to stoichiometric,
which provides such local high temperature. Moreover, at the same time
step the integral of the heat of reaction starts to grow faster, probably
implying that the flame has reached a critical size that allows it to further
expand in the chamber. The same time step is considered in Fig. 3.35(a),

(a) (b)

Figure 3.35: (a) Contour of the instantaneous axial velocity on a
longitudinal section with an iso-line uaxial = 0 m/s and an iso-surface of

the heat release (108 J/(m3s)) colored by black at t = 6 ms. (b)
Instantaneous total equivalence ratio on a cross section with the same
iso-surface of heat release (108 J/(m3s)) colored by black t = 6 ms.

where the instantaneous axial velocity field is reported with the flame
kernel drawn in black. The figure shows the kernel reaching the SJZ,
after the initial development inside the ORZ. The left part of the kernel
(Fig. 3.35(a)) is likely the one with higher temperature due to the larger
equivalence ratio. Fig. 3.35(b) reports the local equivalence ratio field
view from top: again the IRZ is leaner than the ORZ. Moreover, there are
several spots between these two regions with an equivalence ratio larger
than the nominal one φglobal = 0.61.
In Fig. 3.34 another important step of the kernel development is pointed
out with a blue circle. At 12 ms the flame front covers roughly a quarter of
the ORZ and touches the spray from below. Moreover, it can be observed
that part of it reaches the IRZ and starts to be convected downstream.
Fig. 3.36 reports the same iso-surface of heat release colored with the
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tangential and axial velocity. The tangential velocity shows how the
kernel evolution follows the swirling flow and it mostly propagates in the
clockwise direction. As can be observed in Fig. 3.34, at t = 12 ms (blue
dot) the maximum temperature in the domain is now constant, whereas
the integral of heat of reaction further increase due to growth of the flame
which reaches more and more locations in the domain.

(a) Tangential velocity (b) Axial velocity

Figure 3.36: Top view of flame kernel visualization (heat release
iso-surface at 108 J/(m3s)) at t = 12 ms colored by: (a) tangential

velocity and (b) axial velocity.

3.6 I-PROB results

In this section, the SPHINTIR model developed in [20] and imple-
mented in ANSYS Fluent is employed to compute the ignition probability
of the KIAI-CORIA burner. The validation of the non-reactive flow field
(base simulation hereafter) was carried out in Sec. 3.3 showing that a
very good agreement with the experimental data. Therefore, here only
the performances of the model mentioned above are evaluated, due to
the high quality data used to feed it. At first the ignition probability
map is discussed and compared to the experimental data. Then, a sensi-
tivity analysis is carried out to highlight the effect of the several tuning
parameters, which constitute the main drawback of the model. Finally, a
comparison in terms of flame propagation is attempted using the I-LES
data.
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3.6.1 Ignition probability map

In Fig. 3.37 a comparison between the ignition probability map mea-
sured experimentally and computed numerically is shown. The agreement
can be considered quite satisfactory since similar trends can be identified
in both the experimental and the numerical map. In fact, a larger ignition
probability is recovered in the ORZ, where ignition is favoured by the
slightly richer conditions and low velocity. Conversely, ignition is almost
impossible in the IRZ and in a large part of the SJZ. Here, compared to

Figure 3.37: Ignition probability map comparison between experiments
(left) and CFD (right) using baseline setup.

the esperiments the ignition model strongly underestimates Pign. This
is probably due to the time averaging of the base flow field. The large
u′p in this region in conjunction with a low equivalence ratio results in
a Ka that exceeds the particle extinction threshold Kacrit. In reality
pockets of rich mixture intermittently occur which would lead to some
successful ignition events. Fig. 3.38 shows some typical snapshots from
the NR-LES where such a rich pockets are seen. There is also a small
region with Pign 6= 0 right above the injector in the experimental mea-
surements that is not recovered by the model. This is probably due to
a poor prediction of the local equivalence ratio in the base simulation,
where the distribution and evaporation of the really dense spray are not
properly simulated by the Lagrangian approach. Finally, higher Pign is
predicted in the ORZ: despite the absolute value of ignition probability
being slightly overestimated by the numerical model, the global shape
of the zone is correctly identified, representing sufficient information to
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Figure 3.38: Instantaneous independent snapshots of equivalence ratio
with black iso-line at φ = 1.
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potentially improve the design of the combustion chamber. Based on the
author experience, the results shown in Fig. 3.37 already make a useful
contribution in the design process.
In this computation, a critical Karlovitz number Kacrit = 1.5 was as-
sumed, with an initial spark radius rsp = 2.0 mm and a critical ignition
progress factor πign,crit = 0.4. The employed mesh is composed by hexa-
hedral elements characterized by a size dx = 2.0 mm. The choice of these
parameters is the result of a sensitivity which is discussed next.

3.6.2 Sensitivity to main tuning parameters

In order to obtain the numerical ignition probability map shown in
Fig. 3.37, a sensitivity to the main tuning parameters was performed.
For the sake of clarity, the baseline configuration is the one presented
above (πign,crit = 0.4, Kacrit = 1.5, rsp = 2.0 mm, dx = 2.0 mm) and
the sensitivity was carried out modifying one parameter at the time, as
reported in Tab. 3.5.

Param. Investigated values Other parameters

Kacrit 0.5, 1.0, 1.5, 2.0
πign,crit = 0.25, rsp = 2.0 mm,

dx = 2.0 mm

πign,crit 0.25, 0.40, 0.55, 0.70
Kacrit = 1.5, rsp = 2.0 mm,

dx = 2.0 mm

rsp 2.0, 4.0
πign,crit = 0.4, Kacrit = 1.5,

dx = 2.0 mm

dx 1.35, 2.0
πign,crit = 0.4, Kacrit = 1.5,

rsp = 2 mm

Table 3.5: Investigated parameters (in bold the one chosen as baseline).

3.6.2.1 Critical Karlovitz number

Following Neophytou et al. [20] Kacrit = 1.5 must be chosen for
perfectly premixed flames, whereas an exact value cannot be identified for
partially premixed flames. Still in [20] and [55], Kacrit = 1.5 is also used
successfully for non-premixed flames fueled with n-heptane and methane,
whereas in [57] and [54] higher values (i.e., 3.0 and 7.0) are used. In this
study a strong influence of the value chosen for Kacrit can be seen from
Fig. 3.39.
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Figure 3.39: Sensitivity to Kacrit.
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In the sensitivity illustrated in Fig. 3.39, an initial value of 1.5 was tested,
verifying that it can properly represent the area with higher ignition
probability (note that πign,crit = 0.25 was used to draw these figures).
The use of Kacrit = 2.0 does not particularly affect the final result, but
the previous value is preferred as the global shape of the area with high
ignition probability seems better predicted. Lower values of Kacrit do not
allow flame particle propagation: the region with non-negligible ignition
probability is reduced to a small portion of the ORZ with Kacrit = 1.0,
while no successful ignition events are registered using Kacrit = 0.5.

3.6.2.2 Critical ignition progress factor

πign,crit is strongly case dependent and aims at representing the
experimental evidence that once a significant part of the combustor is
ignited, the ignition event will be successful [20]. Therefore, it is dependent
on the volume of the established flame as well as the domain included in
the simulation.
From Fig. 3.40 a certain effect of the chosen value of πign,crit can be
pointed out. In Fig. 3.41 the predicted temporal evolution of πign
for r = 35.0 mm and z = 15.0 mm is shown: while some sparks fail
immediately after the deposition, leading to πign ∼ 0.0, in some of
the remaining events a lower propagation speed can be pointed out,
that eventually leads to a lower final πign (below 0.40, marked in red).
Such value of πign is not believed to be enough to completely ignite the
combustion chamber, therefore πign,crit = 0.25 should not be considered
in this case. On the contrary, it can be pointed out that πign,crit = 0.40
successfully selects ignition events that could eventually lead to ignite the
most of the domain (marked in yellow and green in Fig. 3.41). The same
conclusion can also be drawn for πign,crit = 0.55, which provides similar
results to πign,crit = 0.40 (see Fig. 3.40). Instead, if πign,crit = 0.70
is considered, a globally lower ignition probability is predicted: from
Fig. 3.41 it can be seen that the simulation time of 60 ms affects this
prediction, considering successful only the ignition events marked in
green and potentially excluding some successful ignition events with a
lower propagation speed (marked in yellow). In this case, the output
of the simulation is dependent on the simulated time, which potentially
constitutes another tuning parameter. Therefore, πign,crit = 0.40 was
chosen for the baseline setup which should produce the same ignition
probability map even if a longer simulation time was considered.
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Figure 3.40: Sensitivity to πign,crit.
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Figure 3.41: Temporal evolution of πign for r = 35.0 mm and z = 15.0
mm, analysis of different πign,crit.

3.6.2.3 Mesh size

The role of the grid spacing in the SPHINTIR grid was extensively dis-
cussed in [20], where also some requirements on ∆ and dt were introduced.
The aim of this section is only to demonstrate the another drawback
of the present model: while in CFD a finer grid is usually associated
with a more accurate result, this is not the case with the approach under
investigation. In Fig. 3.42 a comparison is shown between two different
mesh size, showing that better results can be obtained with a coarser
mesh. This should not be considered a mistake, but a consequence of the
random initialization and tracking of the flame particles. As discussed in
[20], by adopting the same initial spark size (rsp) a larger number of flame
particles is injected, creating more flame particles per unit of volume,
i.e., a larger flame particles density. Therefore, the higher the number of
particles in the combustor, the higher the number of particles capable
of successfully propagate the flame. As shown in Fig. 3.43, a reduced
mesh size leads to many similar ignition events, each one characterized
by a similar development in time. On the contrary, a larger grid spacing
provides a more random development of the initial kernel.

3.6.2.4 Spark radius

Experimentally, a nominal spark size of approximately 1.0− 2.0 mm is
reported by [49]. However, since in the present model the aspects related
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Figure 3.42: Sensitivity to dx.

Figure 3.43: Temporal evolution of πign for r = 35.0 mm and z = 15.0
mm, analysis of different dx.
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to initial kernel development are overlooked, the size and the shape of
the spark represent two parameters that have to be set by the user.
Considering that a laser-induced spark was employed in the experiments
[70], only a spherical shape was considered in the course of this work. In
Fig. 3.44 two sizes are compared. Only small differences can be seen in

Figure 3.44: Sensitivity to rsp.

the contours, but a globally higher ignition probability can be noticed
for the case with a larger spark radius. This is clearly due to a larger
number of particles initialized for each location, creating a better chance
to survive and finally ignite all the combustion chamber.
To overcome this issue as well as the one related to grid size, an energy
criterion could be proposed, in order to distribute the same amount of
energy deposited by the spark over a larger number of flame particles. To
the best of the author knowledge, this approach was not attempted so far.

3.7 Comparison between I-LES and I-PROB results

In Fig. 3.45 the evolution of the flame front predicted by the I-LES
and I-PROB approaches is reported. The baseline setup is considered for
the SPHINTIR model and the spark position selected is the one used for
the I-LES simulation. It should be pointed out that several realization
were available from the ignition probability model and only one was
selected here to compare the outcome of the two simulations. As already
done in the paragraphs above, for I-LES an iso-surface of heat-release is
used, coloured by temperature (left). The heat release is not available in
SPHINTIR and the ignited region is displayed with a volume render of
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the cells marked as burnt (the colour is not relevant in this case).
A similar flame behaviour is predicted by the two approaches, in particular
regarding the propagation in clockwise direction following the swirling
motion. In all the considered time steps, the volume occupied by the
flame is similar as well as the area newly ignited from the previous instant.
Clearly, some effects are lost in the SPHINTIR approach, like the wall-
quenching at 10.0 and 15.0 ms. Similarly, the anti-clockwise propagation
of the flame (visible since 15.0 ms), due to the mass and heat diffusion
rather than kernel convection, is not captured.
Anyway, this final comparison suggests that the SPHINTIR approach can
be used to estimate the also the flame trajectory with sufficient accuracy.
Moreover, it allows to estimate the time required to complete the ignition
and reach certain parts of the combustor. Finally, such comparison further
proves the importance of the transport of the kernel due to the underlying
velocity flow field, rather than flame propagation itself.
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Figure 3.45: Comparison of flame propagation between I-LES (left) and
I-PROB (right) simulations.
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3.8 Conclusions to Chapter 3

In this chapter the KIAI-CORIA rig was simulated using the modelling
approaches presented in Ch. 1 and 2. At first, the investigated test rig
was described with a particular focus on the experimental techniques used
and the data available to validate the CFD simulations. Later, the only
numerical work available on such test case was briefly revised.
A section is then dedicated to present the numerical setup employed
for the simulations, concerning both the set of LES and the low-order
model SPHINTIR. Finally, the obtained results were described in detail,
providing an extensive validation of each simulation that was carried out.
After this chapter, it can be concluded that the techniques employed
to characterize the ignition process performed sufficiently well on the
considered test case, providing a quite accurate results in terms of flame
propagation, ignition sequence and ignition probability. All of these input
might be useful in an industrial design process, to improve the ignition
performances of the burner.
The main simplifications of the considered rig must also be considered.
With respect to a potential study of an actual combustor, favourable con-
ditions were considered in terms of temperature and pressure. Moreover,
the BCs for the spray tracking were quite easily deduced from previous
works that followed the experimental data. In the next chapter, a rather
different test case is considered, from which the need of an accurate model
to predict the spray size distribution after primary breakup is justified.



Chapter 4

The importance of spray under

altitude relight conditions

The aim of this chapter is to help the reader understand the shift
of focus towards the primary breakup that will be carried out in the
last chapter of this manuscript. The set of approaches described in Ch.
1 and Ch. 2 are valuable tools to simulate the ignition process under
atmospheric conditions, which may strongly differ from the ones of tech-
nical relevance. In fact, as already pointed out in the introduction, the
main reason of understanding ignition is related to the improvement of
the altitude relight performances. It means that far lower pressure and
temperature should be considered, slightly changing the relevance of the
several factors affecting the ignition process.
The amount of numerical and experimental studies on this topic is small:
to the best of the author knowledge, the experimental studies of altitude
relight are limited to [6, 88, 89], whereas it as been faced numerically only
in [90] using reactive LES and in in [57] with SPHINTIR. As correctly
pointed out in [90], almost no evaporation takes place and droplets are free
to travel everywhere in the combustion chamber. Therefore, most of the
liquid reaches the confinement of the burner and may form a liquid film
over the spark plug, strongly influencing the outcome of the energy deposi-
tion process. The trajectory of droplets can still be studied effectively with
the Lagrangian approach presented in Ch. 1, although some issues may
rise from their initialization. A practical example is provided at this point:
a test case experimentally studied at KIT, capable of reproducing alti-
tude relight conditions is introduced. Compared to the previous chapter,
such test case is more interesting from a technical perspective, although
the limited optical accessibility and the lower amount of measurements
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available led towards the use of the KIAI-CORIA rig for the previous
assessments. In this case, two Stress-Blended Eddy Simulations (SBES)
were carried out, but a throughout validation was not possible as in Ch.
3. Despite that, some results in terms of spray distribution are shown,
highlighting the disruptive effect of the spray initial conditions under
altitude relight conditions. In this case, a numerical misprediction of the
trajectory of the droplets may fundamentally alter the predicted ignition
performances. To avoid this kind of issues, a deeper knowledge of how
dispersed spray is formed under altitude relight conditions is required,
as well as a numerical approach to estimate the initial conditions of the
spray.
Motivated by that, the primary breakup process is briefly described in
the next of this chapter. The main aim is to provide the reader with the
necessary understanding of the physics of the primary breakup to fully
comprehend its relevance under altitude relight conditions.
Finally, to further support the present analysis, a recent and extremely
relevant experimental publication is reviewed, aiming at illustrating the
difficulties of spray breakup when altitude relight conditions are consid-
ered.

4.1 The initialization of spray in altitude relight sim-
ulations

In this section, a very brief description of one of the activities carried
out within the Soot Processes and Radiation in Aeronautical innovative
combustors (SOPRANO) project is provided, aiming at showing the im-
portance of the liquid injection under altitude relight conditions. In fact,
two different strategies for liquid injection were compared, underlying a
very different distribution of liquid close to the spark location.
Several details about the experimental apparatus and the setup of the
simulation were omitted for the sake of brevity. Moreover, the operating
conditions and the simulations results were normalized, since some parts
of the hardware were provided by Avio Aero - A GE aviation business,
that requires the maximum confidentiality in sharing the data. For the
same reason, many geometrical features were blanked.
Despite these limitations, the purpose of the discussion still holds: un-
der altitude relight conditions, the low evaporation rate requires a very
accurate estimation of the initial conditions of the spray, if a correct
distribution of liquid fuel must be retrieved.
Although many ignition measurements were already available during the
writing of this thesis, it was decided not to attempt the simulation of
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this rig with the approaches presented in the first part of the thesis. As
it will be shown later, this was due to strong uncertainties in liquid fuel
injection that were cleared only recently.

4.1.1 ISCAR rig description

A detailed description of the Ignition in Sub atmospheric Conditions-
Altitude Relight (ISCAR) rig configuration and available measurements
can be found in [91, 92, 93, 94, 95]. It is worth specifying that such
rig was built during a previous project, but it was updated and reused
during SOPRANO for a new set of measurements. Hereby, only the main
features of the rig are discussed for the sake of clarity. A sketch of the rig
is reported in Fig. 4.1.

Figure 4.1: Sketch of the ISCAR rig (adapted from [95]).

The rig is capable of reproducing altitude relight conditions, both in terms
of pressure (up to 0.4 bar) and temperature (about -20°C). In the studied
configuration, it is equipped with an air swirler, a fuel injector and a
spark plug provided by Avio Aero - A GE aviation business, in order
to increase the technical relevance within the aforementioned European
project. Except from these parts, the rig consists of a box-shaped com-
bustion chamber with dilution holes to mimic a RQL combustor.
The optical access is granted by a quartz window placed on one side.
The fuel employed is kerosene and the injection temperature is estimated
to be slightly below the one of the room due to the fuel pipes being
exposed to the cold air during the experimental trial. In this way, it is
possible to replicate the ignition process under more relevant operating
conditions if compared to the KIAI-CORIA test case shown in Ch. 3. In
this work, the considered pressure is 0.43 bar, whereas the temperature of
the injected air is well below -10°C (the exact value can not be disclosed
for confidentiality issues).
Additional details about the experimental techniques and the measure-
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ments are not reported here for the sake of brevity. Moreover, the
experimental data cited will be the subject of a future publication by KIT
and will be part of the Ph. D. thesis of Martinos A. D.

4.1.2 Numerical setup and domain

The simulations shown in the next were performed within the frame-
work of the SOPRANO project, along with other activities not presented
in this thesis. As already explained in Ch. 3, RANS is not precise when
a swirling flows in a combustion chamber is considered. In this case, a
wall resolved LES would be unfeasible due to the very large number of
elements required to properly reproduce the boundary layer, considering
the extension of the rig. Therefore, a hybrid RANS-LES approach named
SBES was employed. Such approach was proposed by Frank and Menter
[96] as further development of the Detached Eddy Simulation model. As
other hybrid models, it is based on a dynamic blend between RANS and
LES closures for the eddy viscosity:

vSBESt = fs · vRANSt + (1− fs) · vLESt (4.1)

The shielding function fs is adopted to prevent the use of LES sub-grid
model in the unresolved boundary layers, whereas a RANS approach
is preferred. Thus, a lower mesh resolution was needed, allowing to
consistently reduce the required computational effort. Concerning the
RANS part, a k-ω Shear Stress Transport (SST) model was adopted,
whereas a WALE sub-grid scale model was employed in the LES portion.
No reactive simulations were carried out: therefore, compared to the set
of equations shown in Ch. 1, no energy equations were solved here for
the gaseous and liquid phase, considering that a very low temperature
variation takes place (both the air and the spray are cold). Moreover, the
evaporation of liquid particles was not considered: this seems to be in
contrast with the scope of the work, considering that the local equivalence
ratio is listed as one of the most influencing factor for gas turbine ignition
[85]. Even though, some considerations on the operating conditions under
investigation should be carried out first. In fact, considering the operating
conditions, it is possible to calculate the maximum gaseous equivalence
ratio that can be achieved locally. Such maximum equivalence ratio,
corresponds to the value under saturation conditions which depends on:

• gas phase temperature,

• pressure,

• liquid fuel composition.
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First of all, fuel saturation pressure can be computed for a given tem-
perature: in this case the n-decane Antoine Law from NIST repository
[87] was considered. The saturation pressure of the fuel represents the
maximum partial pressure of vapor that can be found in the combustor.
Therefore, the associated equivalence ratio can be computed as a function
of temperature (Fig. 4.2). In this case, a maximum equivalence ratio of

Figure 4.2: Maximum equivalence ratio as a function of temperature
under the pressure investigated experimentally. N-decane is considered.

approximately 0.01 is found for a temperature below 260 K, which does
not have any effect on the kernel generation.
Thus, the concentration of vapor fuel prior to spark discharge is negligible
in the considered case, whereas far more important is the liquid spray
distribution close the spark plug [68]. Moreover, from an experimental
point of view, several spark attempts are normally required to observe a
successful ignition event. These may promote liquid fuel evaporation and
recirculation within the IRZ, increasing the ignition probability. Sadly,
the simulation of a pair of consecutive spark attempts is not feasible,
due to the long interval between the two (from a numerical perspective).
Therefore, liquid evaporation was overlooked, which also provides the
following advantages in terms of computational effort:

• it is not necessary to solve a separate transport equation for vapor
fuel;

• the energy equations for gas phase and particles are not solved (due
to the limited temperature range, large variations in thermophysical
properties are not expected).
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Because of the excessive computational effort, also the liquid film formation
was not considered in the simulations. Therefore, the particles were simply
removed from the domain once they hit a wall.
Under these assumptions, only continuity and momentum equations were
solved along with the equations dedicated to turbulence modelling for the
carrier phase. Similarly, only the momentum equation was considered
for the dispersed one. This strongly reduces the computational effort,
allowing a finer mesh to be used for a better resolution of the turbulent
eddies.
That said, a sketch of the numerical domain is reported in Fig. 4.3(a).
Prescribed mass flow was specified at all the domain inlets, according to
the mass flow split measured experimentally. No velocity perturbations
were imposed, as most of the turbulence is generated through the swirler
and the dilution holes. Moreover, no velocity fluctuations were used at
the inlet for spark coolant. Static pressure was imposed at the outlet
while all the walls are set as no-slip (including the liner spark marked in
green in Fig. 4.3(a)).

(a) Numerical domain (b) Mesh

Figure 4.3: Numerical domain and mesh used for computation on ISCAR
rig.

In this work, the mesh size was determined scaling down the one used
in [97]. In fact, the present rig consists in a larger and scaled version
of the apparatus experimentally and numerically investigated by the
University of Florence UNIFI. In [97], thanks to the detailed unsteady
PIV measurements carried out on the non-reactive flow field, it was
possible to determine that the employed mesh was sufficiently fine to
resolve most of the turbulent structures observed experimentally. In fact,
a correct match in terms of mean and RMS profile of velocity in the
jet was obtained. Therefore, no additional discussion on the flow field
resolution and sizing was carried out here. The resulting mesh is reported
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in Fig. 4.3(b).

4.1.3 Brief description of the numerical findings

As already mentioned before, two strategies for liquid injection were
compared:

• inj-1 : the droplets were injected following a Rosin-Rammler distri-
bution (as in Ch. 3) with an SMD derived from an experimental
correlation [98] and a certain spread parameter based upon internal
experience. This approach does not require experimental data and
it was used several times in similar works [45];

• inj-2 : a Rosin-Rammler distribution was retained, but the SMD and
the spread parameter q were selected based on precise experimental
data, available from KIT (and not yet published). This approach,
although not always possible, leads to a more accurate injection of
the spray.

The resulting spray size distributions are compared in Fig. 4.4. It can

Figure 4.4: Comparison between the two first injection employed and the
revised one thanks to experimental data: probability density function.

be observed that a larger amount of small droplets are injected in inj-2,
whereas the distribution of inj-1 is wider and shifted towards larger di-
ameters. Therefore, the particles injected through inj-2 are more likely
to follow the gaseous flow field.
In Fig. 4.5 the mass flow rate of the droplets reaching the liner equipped
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Figure 4.5: Comparison between the two first injection employed and the
revised one thanks to experimental data: mass distribution.

with the spark (marked in green in Fig. 4.3(a)) is reported. The black
arrow indicates the position of the swirler, whereas the small circle the one
of the spark. A very different distribution can be pointed out between the
two injection strategies: in inj-1, most of the liquid hits the wall very close
to the spark, whereas in inj-2 it follows more closely the trajectory of the
swirling jet. From an ignition perspective, this difference may strongly
alter the thickness of the liquid film which is formed over the considered
liner, with a huge impact on the spark discharge. However, it is worth
pointing out again that film formation was not strictly investigated here
and the mass distribution is only referred to the droplets that reached
the wall before being removed.
In Fig. 4.6 the same comparison is carried out in terms of SMD, showing
the large difference between the two cases considered. In fact, the larger
droplets of inj-1 may have a very different behaviour in terms of rebound-
ing or sticking to the surface.

Figure 4.6: Comparison between the two first injection employed and the
revised one thanks to experimental data: SMD distribution.

The outcome of this introduction is now clear: if no experimental data
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were available, inj-1 would have been used, probably leading to a very
poor representation of the liquid distribution in the chamber and close to
the wall.
That said, the approaches presented in Ch. 1 and Ch. 2 were not tested
on this rig. Instead, the focus is now shifted on a tentative approach to
prevent the use of experimental correlations and best practices to set up
the initial conditions of the spray. Prior to that, a brief description of
primary breakup is provided in the next section.

4.2 Characteristics of sprays and atomization

The atomization is the fundamental process that leads to the pro-
duction of a spray (a population of droplets) starting from a coherent
structure of liquid. Lefebvre [85] defined the atomization as “the process
in which a liquid jet or sheet is disintegrated by the kinetic energy of
the liquid itself or by the interaction with the high velocity gas stream”.
Before focusing on the description of the atomization process, it is worth
introducing the characteristic numbers employed for the description of
the sprays.
One of the most relevant quantity within this context is the liquid volume
fraction αl:

αl =

∑N
k=1 Vd,k

V
=
Vl
V

(4.2)

where Vd,k stands for the volume of the k-th droplet, N for the number
of droplets considered and Vl for the generic volume of the liquid. All
of these quantities are referred to the control volume V . The so-called
Stokes number Stp is defined as:

Stp =
τp
τg

(4.3)

where τp refers to a characteristic time for the dynamics of a generic
particle (in this scenario represented by a droplet of liquid) and τg to a
characteristic time for the carrier phase in which the particle is transported.
For instance if Stp << 1 the time-scale of the dispersed phase is much
smaller than the one of the carrier phase, and the droplets are practically
transported by the gaseous phase.
It is now possible to introduce a first classification between the regimes
which guide the phase to phase interaction, as shown in Fig. 4.7. Here,
the following regimes may be identified:

• αl < 10−6: the droplets are transported by the continous phase
without affecting it (one way coupling).



108 4. The importance of spray under altitude relight conditions

Figure 4.7: Classification of the regimes between the dispersed phase and
the carrier one, adapted from [99].

• 10−6 < αl < 10−3: the mutual effects are now relevant (two way
coupling) but αl is still low and the spray can still be considered as
diluted. Therefore the sub-models developed for an isolated droplet
(see Ch. 1) can still be used.

• αl > 10−3: the spray is dense and a four way coupling must be
considered.

From a modelling point of view, a two-way coupling is normally used
when a Lagrangian tracking is adopted as in Ch. 3.
While αl and Stp are useful numbers to characterize the spray, the
breakup process requires the definition of non-dimensional number to
distinguish different breakup regimes. The breakup process takes place
because the magnitude of the disruptive forces exceeds the one of the
consolidating. For instance, the aerodynamic drag promotes a distortion
of the droplet, whereas the surface tension tries to stabilize it in a spherical
shape. This ratio of disruptive and consolidating forces is described by
the dimensionless Weber number We:

We =
ρgU

2
relL

σ
(4.4)

where L is a characteristic length (e.g., the droplet diameter, the diameter
of the liquid jet or the thickness of the prefilmer), Urel is the relative
velocity between phases and σ the surface tension.
Another relevant characteristic number is the Reynolds number Re, rep-
resenting the ratio between the inertial and the viscous forces acting on



4.2 Characteristics of sprays and atomization 109

the atomizing liquid:

Re =
ρg|Urel|L

µg
(4.5)

µg and ρg are the dynamic viscosity and the density of the gas phase.
Finally the Ohnesorge number Oh represents the ratio between the viscos-
ity contribution inside the liquid phase and the aerodynamic and surface
tension forces:

Oh =

√
We

Re
(4.6)

The atomization process can be considered as if composed by two consecu-
tive steps: the first one is the primary breakup, which indicates the initial
disruption of liquid close to the injection point and its fragmentation into
smaller entities that will eventually reshape into spherical droplets. The
second one is the secondary breakup, which involves a further separation
of the droplets into smaller ones. A brief description of the first stage is

Figure 4.8: Sketch of the two steps of breakup. Adapted from [100].

reported next.

4.2.1 Primary breakup

The primary breakup occurs close to the injector exit and consists in
the initial fragmentation of the coherent structures of liquid into smaller
entities of any shape. The geometry of the injection system is therefore
extremely relevant as it will be observed later. From a general point of
view, the primary breakup starts with the unstable growth of deformations
on the liquid interface that disrupt the initial shape of the liquid flowing
out from the injector. Subsequently, the formations of smaller liquid
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fragments takes place, characterized by a variable size, dependent on
the initial energy of the liquid flow. However, a general theory is not
available to describe the primary breakup and each class of atomizers
must be characterized individually. In the following, a brief description
of the primary breakup mechanisms for liquid jets and liquid sheets is
provided. Anyway, a comprehensive discussion of this topic is beyond
the purpose of this section and the interested reader is addressed to the
specific literature [85, 101].

4.2.1.1 Liquid jets

Several studies were performed regarding the atomization of round jets.
Here, only the classification suggested by Reitz [102] is considered, where
different breakup regimes were distinguished. In Fig. 4.9, the liquid core
length LBU is reported against the injection velocity UL. Five breakup
mechanisms are identified [101]:

• dripping regime (A): droplets are directly emitted from the nozzle
exit and a liquid column is not formed. In this case, the injection
velocity is negligible.

• Rayleigh regime (B): the liquid flows out of the injector as a coher-
ent column. A single axisymmetric perturbation appears, with a
wavelength similar to the jet diameter. Droplets are detached from
the jet when the amplitude of the perturbation becomes equal to
the jet radius and their diameter is roughly 1.89 times the one of
the jet.

• First wind-induced regime (C): stronger perturbations evolve on the
jet interface. Here, the droplets production is not well organized as
in the previous case, but it is still axisymmetric and their diameter
is still close to the one of the jet.

• Second wind-induced regime (D): the perturbations now grow faster,
immediately after the ejection fo the liquid from the orifice. The
shape of the column is now chaotic and two primary breakup mech-
anisms can be observed all along the jet: near the nozzle small
droplets are peeled off the interface whereas downstream the re-
maining liquid flow breaks up into large liquid fragments.

• Prompt atomization regime (E): it is the most relevant in technical
applications. It is characterized by a complete liquid disruption that
occurs immediately at the nozzle exit. It produces droplets with an
average diameter much smaller than the jet one.



4.2 Characteristics of sprays and atomization 111

Figure 4.9: Cylindrical jet length as function of injection velocity (top)
and examples of visualizations (bottom). Adapted from [102].
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This kind of configuration is typical for the injection of fuel in the au-
tomotive sector. In the modern aero engine combustors a prefilmer
configuration is normally preferred, that presents similarities with the
liquid sheet atomization described in the nex section.

4.2.1.2 Liquid sheets

A wide range of injection systems exploit the discharge of liquid in the
form of a liquid sheet. This can have a flat shape, a conical one or even
annular, depending on the injector geometry. The sheet fragmentation
depends on the relative velocity between the phases. As long as there is
not an air stream (i.e., Ug = 0), the liquid sheet converges down to a point,
where it coalesces. If the velocity of the liquid increases, some effects
related to the turbulence appear and some perforations in the liquid sheet
are generated. However, these phenomena are not accompanied by any
drop formation and cannot be labeled as breakup.
By adding an high-speed gas stream, a significant shear stress is generated
with the liquid sheet leading to the formation of longitudinal and transverse
waves, that quickly grow and end in sheet disintegration. The different
regimes that may occur in this configuration can be summarized as:

Figure 4.10: Air-assisted flat breakup of a liquid sheet: left, cellular
breakup and right, stretched streamwise ligament regime. Adapted from

[101].

• cellular breakup regimes (Fig 4.10, left): a low velocity ratio Ug/Ul
is present between the two phases and the sheet oscillation results
in a mix of sinusoidal and dilational waves with low amplitude.
Both spanwise and streamwise ligaments generate liquid cellular
structures which finally disintegrate into droplets.
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• Stretched streamwise ligament regimes (Fig 4.10, right): now stream-
wise ligaments predominate over the spanwise ones. The liquid is
subject to strong lateral oscillations, which are the cause of a higher
spray angle. A shorter breakup length is also recovered.

• Prompt atomization: if the ratio Ug/Ul is high enough, the breakup
takes place close to the nozzle tip and the liquid sheet is not even
formed.

A more detailed discussion on this topic can be found in [101].
To conclude, the main quantities that play a primary role in primary
atomization are:

• the relative velocity between phases;

• the injector geometry;

• the properties of the liquid phase;

• the properties of the gas phase.

As reported in Fig 4.8, primary breakup is usually followed by a second
stage of atomization, referred as secondary breakup. This topic is not
covered in the present manuscript and the reader interested in a further
reading is addressed to specific literature [85, 103].
In the next section, the role of the primary breakup in altitude relight
conditions is stressed out by describing the effect of ambient pressure on
the atomization process of a prefilmer airblast atomizer.

4.3 The primary breakup under altitude relight con-
ditions

The relevance of the primary breakup in the simulation of turbulent
spray flames was already discussed extensively in a recent thesis of our
research group [100]. For the sake of brevity, the discussion is here lim-
ited to the altitude relight conditions. The work recently published by
Chaussonnet et al. [104] sheds a light on the effect of pressure on the atom-
ization process. The experimental test case is a planar prefilming airblast
atomizer already experimentally studied at the Institut für Thermische
Strömungsmaschines (ITS) of the Karlsruhe Institute of Technology (KIT)
[98, 105, 106, 107].
A sketch of the test section is reported in Fig. 4.11. The geometry consists
of a planar wing-shaped prefilmer where the liquid is supplied through
a cavity on one side of the prefilmer body. The injection is performed
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Figure 4.11: Experimental setup of the prefilmer for the KIT atomizer:
side view (top) and top view (bottom). Adapted from [107].
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using 50 equidistant distributed holes, forming a thin film of liquid that
homogeneously wets the surface up to the atomizing edge. Here, the liquid
accumulates and creates a reservoir that feeds the atomization process,
whereas the air flows around the wing-shaped geometry on both sides.
Available measurements include particle and ligament tracking as well as
Laser Doppler Anemometry. But, above all, the shadowgraphy technique
was used to acquire information about the amount of liquid accumulation
at the prefilming edge and collect statistics about the generated droplets
and ligaments. A Depth of Field (DoF) correction was employed to prop-
erly estimate the object sizes.
Such work represent a unique experimental data-set on prefilmer systems
with detailed information about the evolution of the atomization process
in the near injection region and about the droplet population generated
in the downstream zone.
After many works under atmospheric conditions [98, 105, 106, 107], in
[104] the prefilmer was installed on a pressurized rig and measurements
were carried out up to 7 bar. Clearly, the higher pressure also produces an
increase in air density, which in turn increases the We and Re numbers
introduced in the previous section. Because of that, a faster atomization is
observed (Fig. 4.12). On the left, the operating pressure was set to 3 bar,

Figure 4.12: Effect of pressure and velocity variation on primary
atomization. Adapted from [104].

whereas it was increased to 5 bar in the central column and finally raised
up to 7 bar. In the two rows two gas phase velocities were considered (40
and 80 m/s) which are also relevant for the present discussion.
During the normal in-flight operation of an aircraft, an absolute pressure
of 7 bar is easily overcame inside the combustion chamber (e.g., 13.5 bar
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in [108] under cruise conditions) and the spray behaviour will be more
similar to the one illustrated in the pictures on the right. It is easy to
imagine that such tiny droplets mostly follow the gaseous phase, due
to the very low inertia. Moreover, they will quickly evaporate because
of the high temperature of the gas phase due to the heating inside the
compressor and the presence of the flame. In a simulation the spray
will soon be converted into vapour, playing only a marginal role in the
final result (although this influence might be relevant for some specific
quantities [100]).
A lower and lower pressure strongly affects the quality of the atomization:
at 3 bar, larger droplets can be observed and the primary atomization
lasts longer. As a consequence of that, larger droplets will be created,
with their own inertia and a minor tendency to follow the gasesous phase.
Therefore, they will likely conserve the initial momentum acquired during
the breakup process. Moreover, several different breakup mechanisms will
take place, probably widening the spray size distribution from very large
droplets, generated by the direct breakup of ligaments, and very small
ones, for istance from bag breakup (see Ch. 5 for this distinction). This
condition is clearly more difficult to be simulated and requires a major
care in the setup of the initial conditions of the lagrangian spray.
The effect of velocity is clearly similar, because of the increase in the We
and Re number. This is also relevant in the present discussion, consid-
ering that flame blow off also progressively reduces the rotation speed
of the turbine which in turn decreases the amount of air provided by
the compressor. Therefore, moving from standard cruise conditions to
altitude relight, also the speed of the air inside the combustor is expected
to decrease.
In Fig. 4.13, the variation of SMD with respect to pressure and velocity of
the gas phase is reported. In the plot, also the fuel load was varied because
of some limitations in the experimental setup. Clearly, a strong effect
of both quantities can be pointed out. With the blue rhombus, the best
condition (in terms of atomization quality) is underlined: a SMD around
55 µm was observed in this case. Based on the operating conditions
reported in [108], an even higher pressure can be expected during cruise,
with an even lower average size of the droplets. Conversely, with the red
circle the worst atmospheric case is highlighted, characterized by a lower
velocity of the gaseous phase and 1 bar of operating pressure. The SMD
rises up to 160 µm, providing a totally different SMD if compared to the
blue rhombus.
In [107], this last point was considered as representative of altitude relight
conditions, but in reality a further pressure decrease up to 0.4 bar can
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Figure 4.13: Effect of pressure and velocity variation on primary
atomization. Blue rhombus: operating point similar to cruise conditions.
Red circle: low pressure and velocity as in altitude relight. Adapted [104].

be achieved [109]. Therefore, very large droplets must be expected and
evaporation will be negligible because of the very low temperature. As
highlighted in the initial section of this chapter, the correct initialization of
liquid particles will be of fundamental importance to track their trajectory
and understand their interaction with the spark plug.

4.4 Conclusions to Chapter 4

In this chapter, the importance of spray during altitude relight was
highlighted starting with a test case recently studied within the SOPRANO
project. Many details were omitted for the sake of brevity, but the
main outcome of the presented simulation should be quite clear: under
altitude relight conditions, the poor atomization quality and the negligible
evaporation process underline the need of proper initial conditions for
spray injection. Such initial conditions are the result of the primary
breakup process that was briefly described in the following section of
this chapter. In the end, recent experimental data from a prefilming
airblast atomizer were used to assess the large influence of the operating
pressure on the atomization quality. Also in this case, the need of a
reliable tool to estimate the droplet size distribution of the spray after the
primary atomization was highlighted, leading to the numerical procedure
illustrated in the next chapter.





Chapter 5

A novel technique to post-process

primary breakup simulations

In the present chapter, a novel technique to determine the spray size
distribution after primary breakup is presented. This activity is motivated
by the need of retrieving accurate initial conditions for the spray to be
used in altitude relight simulations, as depicted in Ch. 4. To this aim,
the Eulerian-Lagrangian Spray Atomization (ELSA) model is used and
some commenents on its improvement are provided in the chapter.
Some of the variables available in the solver were used to estimate the
characteristics of the spray. Such variable are the liquid volume fraction,
the density of liquid/gas interface and the interface curvature. At first,
the ratio between the transported liquid volume fraction and density of
interface is used to compute the SMD over some planes, in the attempt of
monitoring the progress of the atomization process. Secondly, the interface
distribution per classes of curvature is introduced: such distribution is
used to provide a further analysis of the breakup process. Finally, this
two information are combined in the attempt of extracting the Number
Density Function (NDF) of the spray at a specific distance from the
injection, with the aim of using it in simulations like the one reported in
Ch. 4.
The novel approach was validated exploiting the experimental data from
the test case presented in Sec. 4.3. The prefilmer airblast atomizer was
simulated using the ELSA model and post-processed at runtime. As an
outcome, the SMD and other spray statistics are correctly predicted with
the proposed methodology.

119
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5.1 The ELSA model

In this work, the recent implementation of the ELSA model proposed
by Anez et al. [110] was employed with minor modifications. Therefore,
in this section only a brief description is provided and the reader inter-
ested in a deeper overview of the ELSA approach is addressed to the
aforementioned reference [110].
The employed solver (icmElsaFoam) is a LES-based approach where the
standard Volume of Fluid (VoF) solver of OpenFOAM® (interFoam)
is coupled with the ELSA approach. It is worth noting that the ELSA
acronym is kept in this dissertation even if no Lagrangian approach is
considered here. Future developments of the model will be addressed to
integrate the current icmElsaFoam solver with an advanced Lagrangian
approach. The continuity and the momentum equations retain the same
formulation of a standard incompressible VoF model and are not discussed
here for the sake of brevity. Instead, compared to interFoam, the standard
transport equation for the liquid volume fraction αl is recast as:

∂ᾱl
∂t

+ ∇ ·
(
U ᾱl

)
+ ∇ · CαUrᾱl (1− ᾱl)︸ ︷︷ ︸

ICM

= (1− Cα)∇ · (Rαl)︸ ︷︷ ︸
ELSA

(5.1)

U is the Reynolds averaged mixture velocity, Ur = |U | ∇ᾱl
|∇ᾱl|

is the relative

velocity between phases and Rαl = νt
Sct

∇ᾱl is the sub-grid diffusion of
ᾱl typical of the ELSA model. Cα acts as a blending function between
the two methods: if Cα = 1 the interface between liquid and gas is well
resolved and the Interface Capturing Method (ICM) is applied. Instead,
in the ELSA part Cα = 0 and the interface is considered diffused.
To switch between the two approaches, two Interface Resolved Quality
(IRQ) sensors are introduced [110], which were used in this work to assess if
the employed grid size was sufficiently fine to resolve most of the turbulent
fluctuations taking place at the interface between liquid and gas. If not,
local results were discarded as pointed out in the next paragraphs of the
work.
Before introducing the IRQs, it is worth spending a few words about the
transport equation of the density of interface Σ, which represents the
main variable in the ELSA framework. As a result of the derivation of the
equations in the LES formalism, in [110] the overall density of interface Σ

is split into two components, namely Σ = Σmin + Σ
′
. In this expression,

Σmin represents the density of interface related to the presence of any
fraction of liquid within the control volume, while Σ

′
is the amount of

additional surface introduced by turbulent fluctuations. Σ
′

is transported
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across the computational domain using Eq. 5.2:

∂Σ′

∂t
+ ∇ ·

(
UΣ′

)
= ∇ ·

[
νt
Sct

∇Σ′
]

+ CΣ
Σ

τΣ

(
1− Σ

Σ∗

)
(5.2)

where νt and Sct are the turbulent SGS viscosity and the Schmidt number
respectively. The source term on the RHS is designed so that the overall
density of interface Σ tends to an equilibrium value Σ∗ over a certain
time scale τΣ. The unknown terms closure used by Anez et al. [110] is
here retained. The reader interested in further details on this topic is
addressed to the provided reference. It is worth mentioning that Eq. 5.2
is also coupled with Eq. 5.1 since it contributes to the evaluation of Cα,
as it will be shown in the next. However, in the past it was also used to
enrich the description of the momentum transfer between the two phases
[111] and to evaluate the evaporation rate of an evaporating spray [112].
A different definition of Σmin was preferred here (Eq. 5.3):

Σmin = |∇αl| (5.3)

This equation comes from a similar reasoning to the one presented in [113]
regarding the computation of the flame surface density in combustion
modelling. As in [113], it exploits the possibility of calculating the density
of interface of a variable that is smeared over a few elements in the
computational domain and does not variate sharply over a single cell. For
the sake of clarity, the equation used in [110] reads:

Σmin =
2.4
√
αl (1− αl)
a

(5.4)

Which is based on the idea if either αl = 1 or αl = 0 the interface is zero.
The coefficients are then designed to recover the minimum amount of
surface (corresponding to a flat surface) inside in a spherical volume which
contains the amount of liquid determined by αl. Although the reasoning
behind that is not wrong, it does not consider the interface smearing and
rapidly produce an artificial increase in the predicted amount of surface.
In fact, in interFoam, despite the use of an interfacial compression flux
term to mitigate the effects of numerical smearing [114], the interface
is spread over a few cells, even if a sufficiently small grid size is used.
For instance in Fig. 5.1, a globally good representation of the spherical
shape is obtained, but the interface is poorly represented locally [114].
The previous formulation of Σmin (Eq. 5.4 [110]), which just takes into
account the amount of αl in a cell soon produces a certain overestimation
of the amount of interface. For a better prediction, the surrounding
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Figure 5.1: Numerical smearing of the interface of a 2D droplet. Adapted
from [114].

computational cells must be taken into account as well: Eq. 5.3 allows
to consider the local smearing of the interface. It must be said that in
highly turbulent test cases like the one studied by Anez et al. [110], a
sudden production of Σ′ soon covers the over-prediction of Σmin (since
Σ′ � Σmin) and no main errors are introduced as Σ ≈ Σ′. Here, due
to relatively low turbulence intensity of the studied test case, a different
equation was necessary to better describe the amount of interface under
lower turbulence intensities.
To provide a preliminary validation of the novel formulation, a 3D sphere
of liquid was initialized into a control volume with a uniform mesh size
(Fig. 5.2). The icmElsaFoam solver was run for a sufficient time, in order
to let the artificial interface compression algorithm stabilize the surface of
the liquid, providing the typical interface smearing already seen before. No
turbulence or bulk velocity is here considered, so that the only responsible
for liquid movement is the artificial compression algorithm. For the same
reason, no Σ′ is generated. The amount of surface is computed as the
integral per unit of volume of Σ = Σmin, which provides SΣ in the plot.
Stheory is the theoretical surface of the spherical droplet considered. It
can be pointed out that a very good estimation is provided from Eq. 5.3
when the mesh size falls over a certain level. In fact, the prediction gets
more and more reliable when the interface of the droplet is well-resolved.
It must be pointed out that in practical cases using more than 100 cells
to discretize the smaller entity of liquid is not feasible. Anyway, as it can
be observed from Fig. 5.2, the prediction of the theoretical amount of
surface is still reliable up up to 5 cells in the diameter which can be easily
achieved with a relatively low computational effort.
On the other hand, Eq. 5.3 seems to fail when very diluted spray is
considered and only a few cells can be used to describe liquid structures
(left side of 5.2): from the authors perspective, this issue should be
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Figure 5.2: Comparison between different equations for Σmin in terms of
theoretical to computed surface.

compensated by very high values of Σ′, when practical cases are considered
under turbulent conditions. Indeed, further work is needed on this point
but at the present day no additional considerations are made. This is also
justified by the focus of the work on the primary breakup region, where a
quite small mesh size is usually adopted. For the sake of comparison, also
Eq. 5.4 is reported in Fig. 5.2 to highlight the overestimation derived
from such formulation, as already discussed above.
Finally, the two IRQ sensors can be introduced:

IRQΣ =
Σmin

Σ
, IRQk =

1

∆k
(5.5)

IRQΣ is defined as the ratio between the resolved and the overall density
of interface. Clearly, if IRQΣ → 0 the ELSA approach will be more
appropriate than the VoF, as most of the interface is modelled. Instead,
IRQk is based on curvature and mesh size: if the curvature is too high
compared to the local grid, then the ICM approach is not able to capture
the interface anymore and ELSA must be preferred. The switch between
the two methods is not smooth for stability issues and threshold must be
imposed so that:

Cα =

{
1, if IRQΣ > 0.5 or IRQk > 1.0
0, otherwise

(5.6)

It is worth pointing out that if the ICM method is considered, also the
surface tension is taken into account as currently done in interFoam.
As it will be clarified later, only the resolved (ICM) part is considered
in this work to exploit the curvature of the interface. The reader might
argue that there was no need to adopt the coupled icmElsaFoam solver
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rather than the only interFoam. The main advantage of using ELSA
lies in the availability of the IRQ sensors, which allows to understand
when the liquid phase is sufficiently well resolved to trust the output of
the ICM technique, or when a purely diffused interface approach must
be considered. For a reliable calculation of the curvature, which is used
in the post-process, the interface must be well-resolved. To this aim, a
very fine mesh is normally required, which would be in contrast with the
engineering purpose of the present work, which focuses on a cost-effective
and affordable method to extract spray BC from CFD, rather than rely
on experimental correlations or experiments. To this aim, a relatively
coarse mesh was used in the the whole domain whereas a strong local
refinement was only adopted in the atomization region. Yet there is no
way to determine whether liquid structures are well-resolved or not, also
considering that the mesh requirements may vary in time due to the large
velocity fluctuations. Here the icmElsaFoam approach comes in help with
the previously mentioned IRQs, that provide a rough idea of the reliability
of the ICM method. It was observed that the IRQs were always respected
in the refined region, while they are not outside, and thus no data are
collected over there.

5.2 Description of the post-processing procedure

Recently in Braun et al. [115], the Smoothed Particle Hydrodynamics
(SPH) method was used to simulate in detail the liquid structures origi-
nated by the primary breakup. Thanks to a very low mean inter-particle
distance, even very small liquid structures are captured and the primary
atomization process is represented very accurately. Regarding the post-
processing technique, in the work of Braun et Al. [115] the use of SPH
allows a straightforward handling of phase interfaces. To post-process the
simulation, gaseous particles were firstly removed to reduce the memory
requirements and an enclosing surface mesh was extracted based on the
remaining liquid particles. Then, tessellation was performed using the α-
shape algorithm and the resulting triangulated surface is fed into a cluster
detection algorithm based on the Connected Component Labeling (CCL).
In this way, each cluster can be analysed individually: the clusters having
an almost spherical shape are considered to compute spray statistics.
Similarly in [107], to quantitatively post-process a VoF simulation, a
sampling plane at the domain outlet was defined and a CCL algorithm
was again used to detect connected liquid structures based on a certain
minimum volume fraction in each cell. This way, the number of formed
droplets was determined. Moreover, once a connected structure was de-
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tected, the surface area of each one was quantified by the sum of all cells
containing liquid with the corresponding volume fraction and the grid
size. Finally, the droplet diameter was derived by assuming a circular
section. It is worth pointing out that, in this case, the final result was also
influenced by the minimum liquid volume fraction value (or threshold)
chosen to carry out the detection.
The common idea behind the reported examples is to carry out droplet
identification by a clustering algorithm, which introduces the need to store
a large amount of data [115] and to assume a certain threshold of liquid
volume fraction [107]. The novel post-processing technique is composed
of two stages. First, the density of interface Σ is used to compute the
SMD then, the mean curvature k is employed to obtain the NDF. It is
worth pointing out again that, to apply the proposed procedure, it is not
necessary to store several instantaneous snapshots of liquid distributions.
Moreover, compared to other approaches based on a VoF method, the
technique is not dependent on the assumed threshold of liquid volume
fraction used to carry out the identification of the droplets.

5.2.1 SMD calculation

The SMD (or d32) of a spray is defined as the ratio between the amount
of liquid volume and its surface [85]. Based on that, two definitions can
introduced depending on the strategy used to track the liquid phase.
On the one hand, if information about single droplets is available, it is
convenient to calculate the SMD as (Eq. 5.7):

dL32 =

∑
i d

3
p,i∑

i d
2
p,i

= 6
Vl
Al

(5.7)

where dp,i is the diameter of the i-th droplet, whereas Vl and Al are
respectively the volume and the area of the considered the portion of
spray.
On the other hand, using the variables introduced so far by the ELSA
approach, if a control volume V is considered, then the d32 can be
computed integrating (Eq. 5.8):

dE32(V ) = 6
Vl
Al

= 6

∫∫∫
V
αldv∫∫∫

V
Σdv

(5.8)

where dv stands for the volume element of the integration. In Fig. 5.3
the difference between dL32 and dE32 is graphically explained. dL32 is used
in experimental measurements, Eulerian-Lagrangian simulations (e.g.,
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Figure 5.3: Conceptual difference between SMD definitions. Left: based
on discrete droplet diameters (dL32 - Eq. 5.7), right: based on phase

indicator αl and interface density (dE32 - Eq. 5.8).

Ch. 3) or ICM computations through interface recognition, but it can
not be directly adopted in VoF simulations. On the other hand, dE32

can be directly adopted in the considered framework, without requiring
additional considerations on droplet identification. From a theoretical
point of view, if αl and Σ are well defined, the two definitions should lead
to the same result, dL32 = dE32.
From a simulation point of view, it is usually more convenient to compute
the SMD of the droplets flowing trough a given plane S. Therefore,
starting from Eq. 5.8, Eq. 5.9 can be written:

dE32(S) = 6

∫
T

∫∫
S

(αlU · ~nds)dt∫
T

∫∫
S

(ΣU · ~nds)dt
(5.9)

where S stands for the surface over which a time average SMD is computed
within the timeframe T . ~n is the normal to the surface S and U · ~n is the
component of the mixture velocity normal to S. This also corresponds
to the output which is usually available from experiments, where only
particles crossing a certain plane are considered. A sketch of this concept
is provided in Fig. 5.4 (left).
While this already represents an interesting way to compute the SMD for
a given plane, SMD distributions in space could be of use rather than a
uniform value (e.g., for non-uniform injection of Lagrangian droplets in
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Figure 5.4: Graphical representation of the post-processing technique
applied to compute the SMD: left, over discrete planes (Eq. 5.9) and

right, over discrete lines (Eq. 5.10).

space or just to compare against experiments).
In this work, the SMD distribution was computed also over discrete lines.
Given a certain reference frame (x, y, z), the SMD variation along y can
be computed for a constant value of x0 by integrating over z as follows:

dE32(x0, y) = 6

∫
T

∫ z2
z1

(αl(x0, y, z)U(x0, y, z) · ~xdz)dt∫
T

∫ z2
z1

(Σ(x0, y, z)U(x0, y, z) · ~xdz)dt
(5.10)

Eq. 5.10 is illustrated in Fig. 5.4 (right). The output of the presented
equation will be clarified in the next sections, but it is now worth mention-
ing its potential. For instance, if a simplex atomizer is considered, with
an axisymmetric design, the radial SMD variation could be computed
at a given axial distance from the injector, providing also an idea of the
angular dispersion of the spray.

5.2.2 Spray Size Distribution estimation through curva-
ture

While in the previous section a way to estimate the SMD was proposed,
no information is yet available on the size distribution of the generated
spray. Nevertheless, very different distributions can still provide the same
SMD but largely affect the ignition process due to the different evaporation
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and combustion time-scales associated with each class of diameter. In
this work, we also propose an approach to extract spray distribution by
analyzing the liquid/gas interface mean curvature k.
The reader interested in an exhaustive discussion about curvature in sprays
is addressed to specific literature (see [116] and references therein). Hereby,
the idea introduced by [116] on a Homogeneous Isotropic Turbulence (HIT)
box to extract the NDF is exploited on a more complex test case. In
[116] the Gauss G = k1 ∗ k2 and the mean H = k1+k2

2
curvatures were

computed from the two principal curvatures of the surface k1 and k2,
following the method presented in [117]. This two principal curvatures
were computed with two alternative post-processing techniques: one based
on the level-set function available in the employed solver ARCHER [118]
and the the second one based on gas-liquid interface discretization with a
2D triangulated mesh [119].
While, in [116] several detailed analysis on liquid curvature evolution were
carried out, here only the idea of looking at interface curvature to analyze
the primary-breakup process and compute the NDF is exploited, with a
less demanding computational approach, on a configuration of technical
interest.
Therefore, the mean curvature already implemented in OpenFOAM ®

for the estimation of the surface tension forces was used:

k = −∇ ·
(

∇αl
|∇αl|

)
(5.11)

The reader interested in a detailed review of curvature computation in
OpenFOAM is addressed to specific literature [114, 120].
Similarly to [116], several classes of k were created and used to store the
associated total amount of interface Σ dv. It is worth specifying that the
overall amount of interface is considered since Σ dv = (Σmin + Σ

′
) dv.

However, it was verified that the contribution of Σ
′

is not relevant in the
considered case since statistics were collected only where the IRQ sensors
indicated that the interface was well resolved and thus Σmin � Σ

′
. In this

framework, k is not used to estimate the amount of interface, but only to
understand to which class of curvature it must be attributed. Therefore,
despite k being defined everywhere, the PDF is actually populated only
when Σ dv 6= 0.0 and therefore some amount of interface can be found.
Such procedure was coded in OpenFOAM by directly storing at runtime
the amount of surface associated with predefined classes of curvature in a
predefined control volume.
Some additional steps were still necessary to translate the curvature
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distribution into a NDF: first of all, negative curvature values were
discarded. As it will be clear in the next sections, such values can be
associated with the presence of non-spherical liquid entities with concave
parts, that are not considered at this stage. Now, different classes of
diameter can be defined as dk = 4/k and the number of drops for each of
these classes can be computed as as N(dk) = Σ dv/πd2

k.
In the studied test case, the resulting NDF still presents a very long tail
towards large diameters. Such diameters are not relevant in terms of
numbers of droplet, but they still strongly affect the final SMD. Keeping
that in mind, we propose to cut out the tail of the NDF in order to match
the local value of SMD computed thanks to Σ and αl.
In this way, larger structures with concave (negative curvature) and almost
flat (large diameters) parts are not considered in the NDF computation.

5.3 Investigated test case

In this section, a few additional details about the experimental test
case presented in Ch. 4 are provided. Then, the some preliminary single
phase simulations are discussed and in the end, the numerical setup of
the ELSA simulation is introduced.

5.3.1 Experimental setup

The numerical approach presented in the previous sections was applied
to investigate the planar prefilming airblast atomizer already introduced
in Ch. 4 [98, 104, 105, 106, 107]. Its description is not repeated here,
although it is worth mentioning that a single operating point at atmo-
spheric pressure was selected for this simulation, with a nominal gas phase
velocity of 40.0 m/s. Several liquids were investigated experimentally,
but in this case Shellsol D70 was chosen. The reported thickness of
the prefilmer trailing edge is 230.0 µm. A summary of the operating
conditions is reported in Tab. 5.1.

5.3.2 Preliminary single phase simulations

The great influence of the gaseous flow field on the atomization process
leads to the requirement of accurate, time-dependent boundary conditions.
In [107, 121], the concept of embedded Direct Numerical Simulation (DNS)
[122, 123] is exploited to obtain high-fidelity time-dependent BCs for the
gaseous phase, in order to take into account the turbulent fluctuations
generated inside the prefilmer channel. A similar strategy was adopted
here (Fig. 5.5): at first, a single-phase LES of the whole prefilmer
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Parameter Value

Gas phase pressure 1 atm
Gas phase velocity 40 m/s
Gas phase density 1.225 kg/m3

Gas phase kinematic viscosity 1.48 e−05 m2/s
Liquid phase velocity 0.5 m/s
Liquid phase density 770 kg/m3

Liquid phase kinematic viscosity 2.026 e−06 m2/s
Liquid phase surface tension 0.0275 kg/s2

Prefilmer edge thickness 230 µm

Table 5.1: Operating conditions and liquid fuel properties considered in
the numerical simulation.

apparatus was performed. The grid is composed by hexaedral elements
with a base size equal to 0.5 mm, while a mesh grading was applied on the
prefilmer lip to further refine the mesh in this area. The total number of
elements amounts to 4.7 M. The simulation employs second order schemes
for the momentum and a dynamic Smagorinsky model to account for the
sub-grid scales of turbulence. A mean velocity of 40.0 m/s was applied
to the inlet boundary and a turbulence intensity of approximately 10 %
was superimposed to generate velocity fluctuations. As a validation, the
velocity profiles at 0.3 mm downstream the atomizing edge are compared
to the experiments in Fig. 5.6. A good agreement is achieved both in
terms of mean velocity and RMS.
Then, the instantaneous velocity vectors were recorded on a plane and
used as BCs for a second single phase simulation, similar to the turbulent
channel used in [107]. This intermediate step was necessary to increase
the definition of turbulent eddies close to the wall and the boundary layer.
Moreover, in [107] the direct use of the turbulent channel to derive the
BCs lead to the lack of the temporal history of the flow field related to
the prefilmer itself. In fact, the resulting profiles would be more affected
by the modelling assumption at the inlet of the turbulent channel (i.e.,
the turbulence intensity at the inlet and the chosen sub-grid model) than
the effective geometry of the test case. Instead, the strategy adopted here
does not apply directly a turbulence generator to the channel inlet, but a
flow field obtained from a simulation representative of the whole rig.
This second domain has a rectangular section where the cell size ranges
from 200 µm in the freestream up to 50 µm near the wall. To this aim,
two refinement steps were performed, each of which halves the previous
sizing, leading to a final amount of 5.35 M elements. The simulation
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Figure 5.5: Schematic representation of the two mapping procedures
carried out to obtain time varying velocity BCs for the ELSA simulation.

employs the same modelling choices of Step 1.
Moving from the inlet to the outlet, the flow field becomes more turbulent
close to the wall and the resolution of wall eddies is increased. This clearly
leads to a more realistic prediction of the atomization process due to the
absence of strong assumption on the boundary layer.
The achieved velocity profiles are finally sampled at the outlet, providing
a suitable temporal window for the subsequent multiphase simulation.

5.3.3 Numerical setup of the ELSA computation

Following the work of Warncke et Al. [107], the multiphase simulation
was performed on a reduced domain representative of the last section of the
prefilming edge (Fig. 5.7). Two inlets are present for the gas phase, where
the air velocity was prescribed following time-varying profiles mapped from
the single phase simulation. The liquid is injected through a dedicated
inlet (0.10 mm thick) with imposed mass flow rate and a uniform velocity
profile. Therefore, the liquid flows over the prefilmer which is treated as a
no-slip wall. The discretized section of the prefilmer is 1.00 mm long and
0.230 mm thick. The chosen length, allows to consider the formation of
small waves (observed also in [107]) which may influence the atomization
process whereas the thickness was measured experimentally [115]. Lateral
boundaries are modeled as symmetrical, while the remaining ones (top,
bottom and outlet) are considered as freestream BCs.
The primary breakup requires a very fine mesh on the prefilmer surface
and in the region near the lip. If the mesh resolution is high enough, the
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Figure 5.6: Comparison between the single-phase numerical simulation
( ) and the experimental data ( ) 0.3 mm downstream the

atomizing edge.

atomization process is well described, but it is not convenient in terms
of computational effort. Consequently, in this study our focus is limited
to a small region close to the prefilmer lip, where a fine hexahedra mesh
was used. Outside this zone, the size of the elements is doubled and it
only serves to avoid the influence of boundary conditions on the relevant
test-section. The final size for the cells near the prefilmer surface is 10.0
µm and the total number of cells is about 5.5 M.
A second order backward time scheme was used for all quantities except
for αl, where a special procedure called MULES was used to preserve
boundedness of this quantity [110]. The time step was set to 1.5 · 10−07

s. The WALE model was employed to account for the effects of sub-grid
turbulent viscosity.
In Fig. 5.8 the locations used to post-process the simulation are shown.
On the left, discrete planes for SMD computation are represented: the first
one is located at the end of the prefilmer lip, while the last one is placed
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Figure 5.7: Numerical domain, reference frame, boundary conditions and
employed mesh.

6.00 mm downstream. The distance between each of them is 0.50 mm and,
as already said, they only extend in the refined mesh region. On the right,
the boxes for curvature storage are shown. In OpenFOAM, a piece of code
was directly introduced in order to store liquid/gas interface curvature at
each time step in the given location. For the sake of clarity, it would have
also been possible to implement such storage on some planes, as already
done for the SMD. However, this would have strongly complicated the
implementation of the algorithm, since interpolation would have been
required. Since this thesis represents the first attempt to exploit this
approach, a simpler strategy was preferred.
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Figure 5.8: Post-processing locations: planes used to compute SMD (left)
and boxes to store surface distribution in classes of curvature (right).

5.4 Results

In this section, the results obtained with the presented approach on the
investigated test case are shown. At first, a qualitative description of the
structures generated by the atomization process is provided, employing
the data from the simulation only. Later, the prediction of the SMD
using Σ is discussed and used to describe the progress of the atomization
process. Finally, the interface curvature k is employed to provide a
continuous description of the atomization, from the injector lip up to
spherical droplets.

5.4.1 Qualitative description

A qualitative outlook of the investigated phenomenon is provided in
Fig. 5.9, where two instantaneous isosurfaces at αl = 0.5 are reported
for the considered test-case. The main characteristics of this kind of
atomization are represented by the simulation: the liquid flows from the
inlet over the prefilmer surface, where some waves are generated due to
the aerodynamic interaction with gaseous phase flowing above it. Later,
the liquid is accumulated at the prefilmer lip (or trailing-edge) forming
the so-called reservoir. Here, the accumulated liquid is deformed and
can eventually detach from the prefilmer. In Fig. 5.9, two different
events are shown, in order to provide the reader a brief overview on the
main structures that are generated during the primary breakup under
the prescribed operating conditions. On the left side, the beginning of a
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Figure 5.9: Qualitative representation of the investigated phenomenon,
using an isosurface at αl = 0.5: bag breakup event on the left, ligament

formation on the right.

bag breakup event can be identified: out of the reservoir a bag is formed
which subsequently will burst, generating many small droplets [107]. On
the right side, the formation of a ligament can be pointed out: ligaments
will eventually detach from the reservoir, forming some spherical droplets
because of the stabilization effect of the surface tension force.
It is out of the scope of this thesis to describe in detail the atomization
process and analyze how a simulation can reproduce the physical phe-
nomena involved in primary breakup. This objective was already very
well accomplished in the previous works by Warncke et Al. [107], where
interFoam is operated as laminar (i.e., DNS), and by Braun et Al. [115],
where SPH is used to reproduce in extreme details even the smallest liquid
structures (in those two references air velocity was set to 50 m/s, while
here the case at 40 m/s was preferred).
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From Fig. 5.9, it is clear that the same spatial resolution of [107] and
[115] is not achieved by the present calculation and only the largest liquid
structures appear with the selected threshold of αl. Indeed, Fig. 5.9
also shows that the main atomization features highlighted numerically
[107, 115, 124, 125] and experimentally [98, 105, 106, 107] can still be
identified with a relatively coarser mesh.
The unique shortcoming that can be pointed out from the cited references
is the very large amount of computational resources needed to carry out
those simulations (approximately 540 k CPUhs in [107] and 3.6 M CPUhs
in [115]). Therefore, their direct application to retrieve some spray initial
conditions in an engineering context is not yet very attractive, although
they surely represent a reference for scientific purposes.
Due to the engineering relevance of this work, a rather coarse mesh is
here employed within the LES framework. In this way it is still pos-
sible to catch most of liquid structures depicted so far by keeping the
computational effort relatively moderate. In fact, about 11 k CPUhs
were necessary to run the present simulation for approximately the same
physical time of [107, 115].

5.4.2 SMD prediction

In Fig. 5.10 the SMD was computed for discrete planes at a given
distance from the prefilmer lip using Eq. 5.9 for the considered timeframe
T of LES averaging (planes are reported in Fig. 5.8). The first point
of the plot reports the SMD in correspondence of the prefilmer trailing
edge (0.0 mm): the predicted value (roughly 255 µm) is comparable with
the prefilmer thickness (230 µm). Clearly, there is no point in defining
a diameter of a mostly flat, coherent surface of liquid, whereas talking
about a characteristic length would be more appropriate at this stage.
But independently from the chosen nomenclature, such information could
still be useful if the mass transfer in the dense region is of interest (see
for instance [112]).
At 0.50 mm the computed SMD is even higher and still larger than the
prefilmer thickness. Despite the fact that now the liquid as both an upper
and a lower interface, theoretically reducing the SMD (as it is not in
contact with the prefilmer anymore), a larger value is detected compared
to the previous point at 0.00 mm. In fact, the size of the accumulation is
larger that the one of the film created over the prefilmer surface and the
proposed method correctly detects that.
Already at 1.00 mm, the deformations of the liquid accumulation provide
a lower SMD, which indicates the formation of smaller liquid structures,
although they could still be attached to the resorvoir (ligaments for



5.4 Results 137

Figure 5.10: Axial variation of the SMD calculated over discrete planes
at different distances from the injector (note that experimental datum is
referred to the whole investigation window and cannot be attributed to a

specific distance from the prefilmer lip, see Sec. 5.3.1).

instance).
By increasing the axial distance from the prefilmer, the beginning of the
primary breakup can be pointed out. From 1.5 mm up to 3.00 mm the
predicted SMD strongly decreases: here, most of the primary breakup is
taking place and smaller and smaller liquid structures are generated. For
the sake of completeness, part of the reduction in predicted SMD may
also be due to some larger liquid structures flowing out of the considered
domain, due to the flapping of the jet and the limited thickness of the
region with the finer mesh. Further work will be necessary to understand
the ideal size of the refined zone.
Moreover, it is important to note that even at this stages, non-spherical
entities can be observed. However, the employed post-processing technique
does not yet allow to distinguish between almost spherical droplets and
non-spherical structures. This would be possible by exploiting the concept
of Mean and Gauss curvatures already discussed in [116]. Anyway, it is
important to notice that a reduction in SMD is recovered as expected.
Finally, from 3.00 mm to 6.00 mm, no major variations can be noticed.
It indicates that most of the primary breakup takes place before, while
here the SMD stabilizes between 160.0 - 170.0 µm. Considering that the
variation is limited, any of these planes could be used to derive an initial
SMD for a separate dilute spray simulation.
The lower value of SMD (160.13 µm) is reached at a distance of 4.50 mm
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from the prefilmer trailing edge while later a slight increase in SMD is
recovered. This could be due to the following phenomena:

• coalescence;

• stabilization of deformed liquid structures into spherical droplets
(lower amount of interface for the same amount of liquid volume);

• smallest structures flowing out of the considered refined zone;

• diffusion of the interface.

All the cited phenomena could play a role, anyway it is important to
highlight again how their effect is limited and would not strongly affect a
separate simulation run with such SMD as an initial condition. In the
next sections, the SMD value (162.03 µm) computed at a distance of 5.00
mm from the lip will be used for further considerations. Such distance
was chosen a priori, following the lead of [107] but a posteriori selection
using the minimum value at 4.50 mm would have been more appropriate.
Finally, in order to further validate the approach, the experimental datum
is reported in Fig. 5.10. Although the agreement could be considered
extremely satisfying, it is worth pointing out how this value is computed
from experiments: as described in [105], instantaneous images are taken
and spherical entities in the whole sampling window are identified using a
dedicated algorithm, storing the detected diameter. Non-spherical liquid
structures are instead discarded and not considered in for the calculation
of the SMD. Finally, several independent images are analyzed and the
SMD is computed. It is not possible to define a single axial distance
where the SMD is calculated. A fading line is here plotted, meaning that
the indicated value makes more sense moving farther from the trailing
edge, where the primary breakup can be assumed to be finished.
For the sake of clarity, the differences with the proposed numerical ap-
proach are summarized below:

• in experiments the full domain in considered while here only discrete
planes at specified distances are used.

• It is still impossible to distinguish between almost-spherical and
non-spherical entities, meaning that all the liquid structures are
accounted for the numerical calculation of the SMD.

Regarding the first point, we believe that the plateau shown in Fig. 5.10
indicates that additional breakup is not taking place downstream, making
the two dataset comparable. On the second point, the work of Canu et
al. [116] could help to address this issue. While small entities are more
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likely to have a spherical shape, the larger ones could still present relevant
distortion. Identifying and not accounting for the largest non-spherical
structures could produce a reduction in the calculated SMD, which would
align the result of this work with the slight underprediction already no-
ticed in [115] and [107].
To conclude, we believe that the comparison against experimental data is
not completely consistent in this case and we advice the potential reader
that the same agreement could not be achieved if the present method was
improved. Although, also considering the preliminary validation given in
the previous section, this strategy could be already employed to obtain a
sufficiently accurate and affordable prediction of the global SMD, to be
used as a starting point for a subsequent simulation of the dilute spray.
If the distribution of the SMD is of interest, then Eq. 5.10 can be used
in the attempt of recovering the spatial distribution (Fig. 5.11). This
information could be useful if a more refined injection is planned (using
a non uniform value of SMD) or for validation purposes. In Fig. 5.11,

Figure 5.11: SMD distribution along vertical axis at specified distances
from prefilmer lip, plotted only where time averaged liquid volume fraction
is larger than 0.001 (note that no profile is available from experiments

and the experimental line is plotted just for immediate reference.)

y denotes the component normal to the prefilming surface and y = 0.00
mm corresponds to the centre of the prefilmer trailing edge. Each plot
is obtained at a certain axial distance from the prefilmer trailing edge
(similarly to Fig. 5.10). The z direction in Eq. 5.10, where the integration
is performed, corresponds to the z coordinate in Fig. 5.7. In order to
discard the points where not enough liquid was sampled, the lines are
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plotted only where time-averaged αl ≥ 0.001.
At 1.00 mm a large variation of the SMD can be observed along y, re-
vealing that the largest liquid structures are still concentrated close to
the prefilmer lip. Later (2.00 and 3.00 mm) this peak starts to disappear.
Finally, by analysing the same output at 4.00 and 5.00 mm, the SMD is
almost uniformly distributed along the considered height.
Again, it is worth recalling that only a single value of SMD was available
from the experiments referred to the whole investigation window. There-
fore the experimental line shown in Fig. 5.11 is not meant to directly
compare against the CFD data in each point, but only serves as reference
to indicate that a fair prediction was obtained.
Finally, it is also worth to comment the evolution of the time-averaged
Σ as a function of the distance from the prefilmer. In the experiments
carried out in [126] via the Ultra-Small Angle X-Ray Scattering (USAXS)
method and in the set of related CFD simulations reported in [127], it
was shown that the evolution of the amount of interface can be used to
estimate the intact length of the fuel flowing out of an automotive injector.
In fact, it was observed that the projected area density increased moving
away from the nozzle due to the breakup. In Fig. 5.12 the evolution of the
mean Σ is shown on some planes at a specified distance from the injector
lip (they are some of the ones shown in Fig. 5.8 and used for the previous
analysis). As a difference from the cited works, here the liquid is not

Figure 5.12: Contours of mean Sigma on some of the planes shown in
Fig. 5.8.

ejected from the nozzle and slowed down by the surrounding stagnating
air, but it is the airflow itself that drags it away from the prefilmer. There-
fore, the time-averaged contours of Σ do not to reveal anything about
the intact length, since they are merely related to the residence time of
liquid at a certain distance from the prefilmer. The closer to the injector,
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the higher the residence time due to the liquid accumulation. Probably,
some contours of αl would lead to the same observation. Conversely, the
plots of the SMD shown above allow to overcome this issue by weighting
the amount of interface with the averaged quantity of liquid, helping to
estimate the region where the primary breakup occurs.

5.4.3 Curvature evolution

Once that SMD was computed, a step forward would be to extract
the spray size distribution: to this aim the curvature of the liquid/gas
interface is firstly analyzed. In Fig. 5.13, the curvature distribution is
plot over the two instantaneous iso-surfaces already presented in Fig. 5.9.
The grey colour identifies the flat sections of the interface, that are mainly

Figure 5.13: Curvature contour on iso-surfaces of αl = 0.5. Bag breakup
event on the left, ligamfigent formation on the right.

located over the prefilmer and in some points over the bag (on the left).
As expected, red (positive curvature, convex) zones are present where
droplets or ligaments are formed, with a darker colour for smaller entities
characterized by a larger curvature. It is important to note that also some
blue points are visible, where concave surfaces are formed: even small
entities, already detached from the prefilmer, can present some concave
parts.
Compared to the classical diameter-based description of the spray, a
characterization based on curvature allows to continuously analyze the
evolution of the liquid, from the initial dense region down to the final
formation of dispersed droplets.
In Fig. 5.14, the probability density function of the amount of interface
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in classes curvature is plotted for the boxes shown in Fig. 5.8. For the
sake of brevity, from now on this kind of plot will be referred as Surface
Curvature Distribution (SCD) plot. Again, it is worth recalling that only
the flow inside the region with the fine mesh is considered (see again
Fig. 5.7 and 5.8). In order to better understand the ratio of the surface

Figure 5.14: Probability density function of the amount of interface per
classes of curvature (SCD) for four different boxes at a different distance

from the prefilmer edge.

characterized by negative and positive curvature, also the cumulative
function of the SCD is reported in Fig. 5.15 for the considered post-
processing locations. In the first box, which extends from 0.00 up to 1.00
mm from the prefilmer edge, the peak of surface distribution is located
close to k = 0 m−1, meaning that most of the surface is actually flat. Also,
both negative and positive values can be observed, which implies that
both concave and convex structures can be identified in this area. From
Fig. 5.15, it can be observed that they carry almost the same amount of
interface, since its cumulative function reports that about the 50% of the
total surface can be found for k ≤ 0 m−1.
Moving the attention 1.00 mm forward the peak moves to a slightly
positive value of k, and the positive side presents a larger amount of
surface. This is consistent with the advance of the atomization process.
Some structures detach from the prefilmer trailing edge and due to the
surface tension they tend to reshape into convex.
This trend is confirmed also at the two successive locations (2.00 - 3.00
mm and 3.00 - 4.00 mm), where the peak further moves towards positive
values and there is a slight increase in the amount of surface associated
with positive values. Moreover, the distribution gets wider and wider,
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Figure 5.15: Cumulative function of the amount of interface per classes
of curvature (SCD) for four different boxes at a different distance from

the prefilmer edge.

meaning that more and more surface is transported by liquid structures
with a larger curvature (both negative and positive). This implies that
atomization is occurring and smaller entities are generated, which is also
consistent with the observations made in the previous section regarding
the SMD.
At the end of the refined zone, thus from 4.50 to 5.50 mm of distance
from the injector, the farthest SCD is plotted in Fig. 5.14. While the
position of the peak is almost the same of the previous stage, a small
tendency can still be seen in the widening of the distribution which
was already associated with the presence of smaller structures. Anyway,
the similarities with the two previous sampling locations imply that the
atomization process is not strongly progressing anymore after 3.00 mm.
It is impossible to perfectly define when primary breakup ends, but now
it is possible to determine where most of it takes place. It was decided
to use the last box (4.50 - 5.50 mm) to further continue the analysis on
curvature distribution. To this stage, the SMD value computed at the
plane at 5.00 mm was associated (as in [107]), which lies in the middle of
the considered box. A different distance can be considered but, given the
small variations after 3.00 mm in both the SMD (Sec. 5.4.2) and in the
SCD, the effect should be negligible.
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5.5 Analysis of the curvature distribution

In the previous sections, the direct description of the spray formation
during the primary breakup was accomplished through the measurement
of the SCD. However, the SCD is not the traditional method to character-
ize the spray and it is much more common to use the NDF that provides
the number of droplets for each class of diameter. From a technical point
of view the NDF is more relevant, as most of the industrial applications
are interested in a fully atomized spray. In fact, it is appropriate when the
liquid phase is composed of a discrete droplets and each one of these can
associated with a single class in terms of diameter. But it is not directly
applicable to any zone of the spray that is not a sphere: ligaments, liquid
sheets or even oscillating droplets theoretically require some integral pro-
cess to determine the associated diameter. Recent work [128] has shown
the advantage to determine the diameter of any object homeomorphic
to a sphere by using topological invariants in the geometry through the
Gauss-Bonnet formula. This proposal is very promising but still under
development: for the time being, a simpler approach is proposed to build
a NDF from the SCD.
As described in Sec. 5.2.2, the NDF can be obtained by transforming
the classes of k into classes of diameter: dk = 4/k under the spherical
assumption. Then, the number of droplets for each class can be computed
using the amount of surface Σ dv = (Σmin + Σ

′
) dv. However, it was

verified that the NDF does not vary substantially if only Σmin is consid-
ered, since Σ

′
is small in this case. In a fully atomized spray, composed

only by actually spherical droplets this would be sufficient to derive the
NDF. In this case, some liquid entities still present some deformed shape,
characterized by a locally negative curvature. In a raw way, negative
values were simply discarded in this thesis, but this point will be the
object of future work within the research group. In a similar way, liq-
uid structures with a very low curvature (e.g., a flat surfaces) populate
the NDF with very large droplets. In this case they are not relevant in
number, but they still influence the SMD computed through curvature.
It is possible that such structures are generated by the sporadic passage
of detached large ligaments through the sampling box. An engineering
approach is applied then: the NDF was clipped at very high diameters
using the SMD computed with Σ shown in Sec. 5.4.2. Following this
procedure, in Fig. 5.16 the NDF of the spray is finally shown. The size of
droplets varies from 20 µm up to 400 µm, with a large presence of smaller
droplets, below 150 µm. At this stage, the NDF can be used in a separate
Eulerian-Lagrangian simulation to improve the reliability of a simulation
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Figure 5.16: Final NDF applying the described post-processing procedure.

under altitude relight conditions, as specified in the previous chapter of
this thesis.
Finally, Tab. 5.2 reports a quantitative comparison against the exper-
imental data. An interesting agreement can be pointed out, although

Experimental Σ k clipped

SMD [µm] 161.00 162.03 161.94
d10 [µm] 56.80 - 58.35
d30 [µm] 97.55 - 97.49

Limits [µm] - - 0.0 - 396.83

Location full window
plane at
5.00 mm

box from
4.5 to 5.5 mm

Table 5.2: Summary of the main diameters.

some differences already discussed in the post-processing technique may
impair such comparison. Indeed, the SMD derived from k was forced to
be the same from Σ by cutting the tail of the NDF. Instead, both d10

and d30 are comparable between experiments and numerical simulation:
this suggest that the present method can be improved to remove some
raw assumptions, but the overall shape of the NDF is well captured with
respect to the experimental one.
Finally, in Fig. 5.17 a sensitivity to the clipping diameter of the NDF
is reported. It can be observed that it has quite a large effect on the
SMD, whereas the d30 and, especially, the d10 are not strongly affected
by the clipping diameter selection. This result highlight the need of an
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alternative approach to estimate the SMD, which in this work was based
on the analysis of Σ.

Figure 5.17: Sensitivity of the main diameters to the diameter selected to
clip the tail of the NDF.

5.6 Conclusions to Chapter 5

In this chapter, the numerical investigation of a prefilming airblast
atomizer was carried out using the coupled ICM-ELSA approach and
applying a novel technique to post-process the results based on distributed
variables such as the curvature of the liquid interface.
At first, a brief qualitative analysis was carried out, highlighting the
fundamental mechanisms of breakup in the considered test case.
Then, the SMD was obtained over discrete planes thanks to the density
of interface and the liquid volume fraction. It was shown that most of
the SMD reduction (representing the atomization process) took place
within the first planes, whereas a sort of plateu was reached downstream.
This seems to indicate that the breakup process was already finalized
at a given distance from the accumulation point. The value reached in
such plateau was also in good agreement with the experimental data,
although the reader is warned of possible inconsistencies between the two
post-processing procedures.
Later, interface curvature was introduced: both negative and positive
values were found, indicating the presence of both convex and concave
sections of surface. Closer to the atomizer, the reported distribution was
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almost symmetrical and very narrow. Here the peak was located close to
k = 0, meaning that most of the surface is flat. Downstream, the peak of
the PDF moved towards positive values, because of the liquid detachment
from the prefilmer trailing edge and progressive reshaping into convex
entities. At the same time, the distribution became wider and wider,
since more and more droplets of a smaller diameter were created. This
is consistent with the progress of the atomization process and with the
conclusions drawn thanks to the SMD in the previous section.
Finally, a first attempt to recover the spray NDF was tested, although some
improvements are still necessary. Starting from the interface distribution
per classes of curvature, negative curvature values were discarded. At this
stage, the conversion from SCD to NDF was carried out. The resulting
NDF had a quite large SMD, because of a few droplets with very large
diameter. In this work, this issue was addressed by clipping the tail of
the NDF with the SMD value obtained with Σ. Although questionable,
the proposed method provided good results in terms of representative
diameters if compared against experimental data.
Future work will be addressed to further validate the approach, for instance
by investigating different geometrical configurations or studying different
operating conditions reported in Ch. 4.
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The design of modern combustion chambers for aero engines cannot
exclude a proper evaluation of the altitude relight performances. This
is a complex task that can benefit from the use of CFD to reduce the
cost of the experimental tests. In this work, a set of numerical tools were
presented to tackle different aspects of this problem.
In Ch. 1, the governing equations required to simulate the ignition process
were presented. In the attempt of including as much physics as possible,
a LES framework was selected. Turbulence and combustion models were
used for the sub-grid part of these two phenomena. Similarly, specific
models were employed for spray and spark modelling. The study of the
KIAI-CORIA rig (Ch. 3) showed that such setup is able to provide a
sufficiently accurate prediction of the ignition. Even if many efforts may
still be devoted to improve some stages of kernel generation and flame
growth, such approach seems to be ready for use in industrial applications.
In fact, all the mechanisms leading to flame expansion and stabilization
were correctly predicted, as well as the time required to ignite the chamber.
Those outputs could be really useful in the final part of the design process,
even if the cost of the simulation is still excessive at the beginning, when
the geometry is not yet fixed.
In Ch. 2 the problem of ignition probability was faced. Although it can
also be computed through brute force LES, the excessive computational
effort required simple models to be developed. In this thesis the SPHINTIR
model was selected and employed to investigate the KIAI-CORIA rig (Ch.
3). A decent agreement with the experimental data was shown, even if it
was obtained with a fine tuning of some of the parameters of the model.
After that, the model can be effectively used in the optimization of the
spark location in the combustion chamber.
In Ch. 4 the additional issue of spray atomization was analyzed separately.
Under altitude relight conditions, the atomization quality is poor and the
evaporation rates are quite low. Therefore, the spray is able to travel inside
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the combustion chamber until it reaches the confinement. This makes the
altitude relight simulations quite sensitive to the initial conditions used
to inject the spray. Improved injection strategies are therefore needed to
achieve a more realistic prediction.
To this aim, in Ch. 5 an innovative approach was developed, which
exploits the density of interface and the interface curvature to compute
the NDF at the end of primary breakup. The new strategy, composed by
the use of the ELSA model and by an advanced post-processing technique,
was validate on a planar prefilmer airblast atomizer. Although many
points still need further attention, the strategy seems to be quite effective
in retrieving the spray size distribution at the end of the primary breakup.
To conclude, two approaches were successfully used to simulate the ignition
process and provide reliable results under ambient conditions. Conversely,
it was shown that the liquid fuel distribution may fundamentally impair
a possible altitude relight simulation. Therefore, the development of
improved approaches for liquid phase handling is needed.
The obvious development of this thesis consists in the validation of all the
proposed methods under altitude relight conditions. This future activity
should be started backwards, namely from the prediction of the spray
initial conditions following the strategy identified in Ch. 5. Quite close
operating conditions are found under altitude relight for what concerns
the primary atomization. Therefore, it is believed that such simulation
should be easily accomplished with a very similar setup and without any
further model development effort. Conversely, additional issues must be
expected regarding the ignition simulations. In fact, as seen in Ch. 4,
the evaporation rate is weak in altitude relight conditions and the effort
to model the spray could be relevant. Moreover, the formation of a film
of fuel at the walls of the combustor could be important for the ignition
and should be carefully included. Finally, ignition simulations should
take into account multiple spark attempts, which are fundamental to
enable the flame onset under non-favourable ambient conditions. At the
present day, no experimental data are available to this purpose (except
for some preliminary results on the ISCAR rig presented in Ch. 4), but
once available this work could really represent a starting point for a
comprehensive approach to design burners optimized for the altitude
relight.



Appendix 1

The main advantage of using a commercial solver for the implementa-
tion of the SPHINTIR model is the possibility to exploit the pre-existing
Lagrangian tracking framework. However, only traditional models are
available to track the more common classes of dispersed phases (e.g. fuel
droplets, pulverized coal, solid pollutants and so on) and the equations
previously shown must be implemented from scratch (step 4 of Sec. 2.4).
This was accomplished using User Defined Functions, which allow to
modify parts of the code as required by the user. In particular:

• DEFINE DPM DRAG was used to implement the first term related to
the base solution velocity in Eq. 2.6.

• DEFINE DPM BODY FORCE instead was exploited to mimic the second
randomized term in Eq. 2.6.

• DEFINE DPM LAW was implemented to solve Eq. 2.7 using a custom
scalar to assign the ξp variable to tracked particle.

Moreover, additional UDFs were required to manage the single run. The
initialization of the spark volume (step 2 of Sec. 2.4) was implemented
with a DEFINE ON DEMAND. The injection of flame particles (step 3 of
Sec. 2.4) was handled with a DEFINE DPM INJECTION INIT whereas the
extinction criterion based on Ka (step 5 of Sec. 2.4) was implemented
through a DEFINE DPM SCALAR UPDATE. Since nothing in the setup must
be changed, a single ANSYS Fluent session was used for a single spark
location. Therefore, a DEFINE EXECUTE AT END was employed to restart the
simulation several times, (thus repeating the steps 2 to 5). An additional
DEFINE ON DEMAND was used to read the external files used to set up the
model.
Another advantage of using ANSYS Fluent was the easier interpolation
from the base simulation to the dedicated grid for ignition probability,
since both simulations were carried out within the same software (step 1
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of Sec. 2.4).
In this way, a single run was carried out, which is sufficient to determine
the ignition probability in a unique spark location under certain conditions.
To allow different spark positions to be tested or to carry out a sensitivity
on tuning parameters, a dedicated job manager was developed in Python.
Moreover, it allows a more efficient parallelization of the different runs. In
fact, simulations can be natively run in parallel in ANSYS Fluent using
domain decomposition, but this is not very efficient in this case because of
the relatively low number of Lagrangian particles tracked and the absence
of eulerian equations to be solved. Whereas, it is more efficient to run
in parallel several single simulations, exploiting serial Fluent sessions.
Moreover, the developed Python manager allows to automatically detect
the end of a single run (the duration of a single run may differ) and launch
a new one without requiring any user input and thus maximising the
efficiency of the approach.
Additional UDFs and Python scripts were developed to prepare and post-
process the simulations, but they are not described here for the sake of
brevity.
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