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Abstract A cooperative navigation procedure for a
team of Autonomous Underwater Vehicles (AUVs) is

described and validated on experimental data.
The procedure relies on acoustic communication net-
working among the AUVs and/or fixed acoustic nodes,

and it is suitable as a low-cost solution for team nav-
igation. Embedding the acoustic localization measure-
ments in the communication scheme causes delays and
sometimes loss of acoustic data, depending on acous-

tic propagation conditions. Despite this drawback, the
results obtained show that on-board localization esti-
mates have an error of the order of few meters, im-

proving the overall navigation performance and
leading the system towards long-term autonomy
in terms of operating mission time, without the

need of periodic resurfacings dedicated to reset
the estimation error. The data were collected dur-
ing the CommsNet ’13 experiment, led by the NATO
Science and Technology Organization Center for Mar-
itime Research and Experimentation (CMRE), and the
Breaking The Surface ’14 workshop, organized by the
University of Zagreb.
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1 Introduction

Autonomous Underwater Vehicles (AUVs) are becom-
ing an increasingly widespread tool for a large variety
of marine tasks, such as oceanographic surveys, coastal

patrol, seabed and bathymetric data collection. Some
of these applications may last days, or even months (in
case of oceanographic gliders), requiring long endurance

capabilities for the vehicles, in particular low consump-
tion or high energy storage, but also long term nav-
igation capabilities. Although these two aspects may

seem at first sight uncorrelated, they are tightly cou-
pled. Indeed, navigation consists in determining the ve-
hicle “position, course, and distance traveled. In some
cases velocity and acceleration are determined as well”

(Fossen 2002). An accurate navigation increases the ef-
ficiency of the mission, and hence is instrumental in
extending the endurance by increasing the operating
time of the vehicle.

The way to achieve long endurance is however strongly
dependent on the type of the mission to perform. For
this reason, both the power supply and the navigation
systems have to be carefully designed in order to ob-

tain an acceptable trade-off between performance and
costs. In deep water applications, where periodic resur-
facings are impractical, long term autonomy can be
achieved by increasing the battery power and adopt-
ing a pure inertial navigation via dead-reckoning. This
will result in large, high performance vehicles, equipped
with a very accurate but expensive Inertial Navigation
System (INS), as in Whitcomb et al (2010) and Caiti
et al (2014). On the other hand, teams of cooperat-
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ing, low-cost AUVs with a relatively ease of deploy-
ment are preferably employed for shallow water tasks
that are often executed periodically, i.e. environmental
exploration and monitoring. In this case, an improved
mission efficiency may be more convenient with respect
to increasing resources (batteries, INS) on-board each
vehicle. Efficient energy management and power sav-
ing can be obtained for instance with a smart design of
the propulsion system (Bellingham et al 2010), or by
providing the vehicle with a recharging system (Hager-
man 2002). Long term navigation with low-cost sen-
sors is generally obtained by compensating the position
drift introduced by dead-reckoning with measurements
from other navigation aids, in particular acoustic sys-
tems such as Ultra-Short Base Line (USBL), Long Base
Line (LBL) and acoustic modems (Milne 1983). In such
a framework, acoustic measurements are used by the
navigation system to localize the vehicle, i.e. determin-
ing its position within the operating area at any given
time, and consequently to estimate the whole naviga-
tion state.

When the location of the beacons constituting the
LBL is not a priori known, the navigation system can

exploit the acoustic measurements also to perform map-
ping, i.e. localize the beacons in the mission area, using
Simultaneous Localization and Mapping (SLAM) tech-

niques (Stutters et al 2008). In Petillot et al (2010)
simulations of a range-only SLAM method for an AUV
navigating within an LBL are provided, while Becker

et al (2012) propose a SLAM-like approach with a sin-
gle transponder used as landmark, an approach similar
to the one used in this paper with a network of trans-
ducers. In Bayat et al (2015) an observability analysis

of the range-only localization problem in the presence
of unknown marine currents is addressed, even in the
case in which the position of the beacons are unknown.
Based on the obtained results, a range-based localiza-
tion system is then designed and validated through ex-
perimental trials.

Furthermore, acoustic communication allows the ve-
hicles of the team to share pose estimates as well as rel-
ative positions, improving their own localization preci-

sion. AUV teams can be classified in two main branches,
depending on the hierarchy of the vehicles within the
team: heterogeneous and homogeneous (Paull et al 2014).
In the former case, one or more vehicles have enhanced
localization capabilities and support the other members
with periodic updates of the navigation status, play-
ing the role of team leaders (Bahr et al 2009; Allotta
et al 2014). Within a team of homogeneous AUVs, in-
stead, all the vehicles are on the same level and cooper-
ative navigation is performed by exploiting both range

and relative position measurements (Fallon et al 2010).

Acoustic cooperative navigation has received consid-
erable attention in recent years, and it has been the
subject of several theoretical and experimental inves-
tigations. In particular, without being exhaustive (the
interested reader can refer to the survey work of Paull
et al (2014), and references therein), Webster et al (2013)
reports methods and results on localization using range
only measurements among the vehicle team, while Walls
and Eustice (2014) analyze the effect of severe com-
munication limitations among the team members. Fi-
nally, applications of mixed USBL/LBL AUV naviga-
tion scheme have also been reported in Furfaro and
Alves (2014).

In this work we present a cooperative navigation
and localization methodology for a team of heteroge-
neous, low-cost AUVs navigating within a network of
fixed acoustic transponders with the goal of exploring
a predefined area. In the presented framework, a ve-
hicle equipped with an USBL acts as the team leader,
while the other vehicles of the team are treated as mo-

bile nodes of the acoustic network. The navigation filter
of the team leader exploits the acoustic measurements
to simultaneously localize itself within the network and

estimate the navigation status, initially supposed un-
known, of both the fixed and the mobile nodes. A mo-
tion model is employed to estimate the navigation sta-
tus of the network nodes, constituted by their position

and velocity. In this way, the team leader can gener-
ate a map of the fixed nodes network and track the
path followed by the mobile nodes. Given the peculiar-

ity of the proposed problem and the strong similarity
with the SLAM algorithms largely studied and devel-
oped in the Visual Navigation community, we named
this framework an “Acoustic-based SLAM” (A-SLAM)

algorithm. Every time a new acoustic measurement is
received from a network node, the leader uses this mea-
surement to refine the estimation of the network topol-
ogy, via the A-SLAM algorithm, and sends the updated
topology of the network through the acoustic channel
to make it available to the other members of the team.
Clearly, if the measurement was generated by a mo-
bile node (i.e. one of the other vehicles of the team),
the updated topology includes the navigation status of
this node. In this case, such node uses the information
communicated by the leader to update its own navi-
gation status and, consequently, sends the refined esti-
mate back to the leader. Finally, the leader performs a

further correction of the navigation status with the last
information received.

In the proposed approach, acoustics is ori-
ented to bound the typical drift of the INS es-
timation error. Acoustic positioning, as well as

data exchange among the members of the team,
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are effective in improving the overall naviga-
tion performance and allow the team to extend
the operating mission time by avoiding periodic
resurfacings dedicated to the reset of the posi-
tion error. Results show that the estimation er-
ror remains bounded for the entire mission du-
ration, contributing to provide the system with
long-term navigation capabilities. It is underlined
that the proposed method differs from others because
it combines all the following:

– the fixed nodes position is not a priori known, and
the fixed nodes are used as features in an acoustic
SLAM procedure;

– acoustic localization messages are embedded in the
general communication scheme, causing delays in re-
ciprocal ranging between pairs of vehicles;

– the vehicles are equipped with low-cost measure-
ment devices, and affordable to most research groups.

Note that some of the above are limitations, and not
enhancing features. The purpose of the paper is to ex-
perimentally quantify the navigation error bounds at-

tainable by such a scheme; and, as a consequence, if the
procedure has the disruptive potential of providing ac-
ceptable localization performance at much lower costs.
In this paper, the navigation error is estimated by post-

processing real experimental data, collected during sev-
eral sea trials performed with our self-developed AUV,
the Typhoon.

The paper is organized as follows: in Section 2 the
main characteristics of the Typhoon AUV are presented.
Section 3 describes in details the proposed A-SLAM al-

gorithm for cooperative navigation. Finally, in Section 4
the main results obtained on the data collected are re-
ported for various mission scenarios.

2 The Typhoon AUVs

A new class of AUVs, called Typhoon, has been de-
veloped in the framework of the Italian THESAURUS
project (2011-2013). Three Typhoons were built, able to
cooperate in swarms to perform navigation, exploration
and surveillance of underwater archaeological sites. Ty-
phoon is a middle-sized AUV able to reach a maximum

depth of 300 meters. This depth specification was cho-
sen taking into account the archaeologists’ interest: it
is prohibitive for usual diver operations and it is also
higher compared to the depth specification of many
commercial low-cost AUVs. The vehicles can carry suit-
able payload for the specific underwater mission to per-
form.

Fig. 1: TifOne AUV customized for both acoustic and
visual inspection of a site.

At the moment, two Typhoons AUVs are fully op-
erative and already performed several missions at sea:
the vehicles are called TifOne and TifTu (italian pro-
nunciation of TifTwo). TifOne can be customized for
different mission profiles: for instance, for an individual
mission in which both acoustic and visual inspection of
an archaeological site are required using a single vehicle,
TifOne can house optical cameras and acoustic payload,
e.g. Side-Scan-Sonar (SSS), as shown in Fig. 1.

The naval and the electromechanical design was fo-

cused on a common vehicle class, since each vehicle dif-
fers only in terms of sensor layout and payload. TifTu
currently has no payload on-board: TifTu usually navi-

gates on surface and mounts in its lower part an USBL
acoustic head useful to relatively localize TifOne when
the latter navigates underwater. The USBL is a de-
vice for underwater acoustic localization constituted

by an array of transceivers. By successfully complet-
ing a round-trip communication with a transponder,
the USBL can determine the relative position of the

transponder with respect to itself. In particular, the
range (i.e. the module of the relative position vector) is
calculated on the basis of both the two-way travel time
of the acoustic ping and the speed of sound into the
channel, while the orientation is determined from the
phases of the signal received back by each transducer
constituting the USBL head. The adopted configura-

tion in the THESAURUS project is that the USBL is
located on a surface support vehicle (i.e. TifTu or a
support ship); the transponder is instead an acoustic
modem rigidly mounted on-board of one of the AUVs
navigating underwater (i.e. TifOne).

The roles of the two vehicles are the following:

– TifTu - team coordinator: this vehicle always nav-
igates or periodically returns to surface providing
the Global Positioning System (GPS) information
that can be shared with other vehicles of the team.

Moreover, thanks to the GPS signal available and to
the USBL mounted on the vehicle, TifTu can geo-
localize TifOne navigating underwater;

– TifOne - vision and acoustic explorer: TifOne is
equipped with cameras, laser, structured lights and
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Fig. 2: The Typhoon AUVs: final versions of TifOne
and TifTu on the NATO Research Vessel Alliance.

acoustic SSS. Preliminary exploration of extended
area to recognize potentially interesting targets in-

volves the use of the acoustic payload; then an accu-
rate visual inspection of the archaeological sites can
be performed. This kind of vehicle can perform long

range, extended missions. Navigation sensors able
to compensate the drift of the inertial sensors, such
as a Doppler Velocity Log (DVL), can be installed
on-board.

2.1 Typhoon Hardware

The Typhoon has a length of 3700 mm, an external di-
ameter of 350 mm and a weight in air of 130-180 kg
according to the carried payload (in particular TifOne
weighs 180 kg whereas TifTu about 150 kg). The buoy-
ancy is trimmed so that the vehicles in water are always

slightly positive buoyant. The Typhoon has at least 10
hours of autonomy and a maximum longitudinal speed
of 6 knots (the cruise speed is instead about 2 knots)
(Allotta et al 2015b). In Fig. 2 the final versions of Ti-
fOne and TifTu can be seen.

2.1.1 On-board equipment and payload

Both TifOne and TifTu are moved by propellers. The
propulsion system is composed of six actuators: two lat-
eral thrusters, two vertical thrusters and two main rear
propellers. The vehicle is assumed (or, at least, config-

ured to be) metacentric stable along the roll axis, thus
the propulsion system actively controls five degrees of
freedom of the vehicle, the only one left passive being
the roll one. A standard actuation unit with a brush-
less motor and drive directly fed by the batteries and

controlled through an industrial CAN bus is adopted.
The calibration of the pitch static attitude can be also
performed by moving the accumulators whose axial po-
sition is controlled by a screw system.

The on-board equipment can be divided in two main
categories, e.g. as shown in Fig. 3 considering TifOne
configuration:

– Vital Systems: the navigation, communication and
safety related components are controlled by an in-
dustrial PC-104, called Vital PC, whose functional-
ity is continuously monitored by a watchdog system;

– Customizable Payload: the additional sensors and
payload are managed by one or more Data PC. In
particular, the Data PC also manages the storage
on mass memories. This way, all the processes in-
troduced by additional payloads are implemented
on a platform physically separated from the vital
one.

The power needed by the on-board propulsion sys-

tems and payloads was estimated as approximately 350
W: considering a mission duration of about 8-10 hours,
the needed energy was calculated in about 3-3.5 kWh.
Li-Po (Lithium-Polymer) batteries, having higher en-

ergy capacities compared to other kinds of commercial
accumulators, have been chosen.

For sake of brevity, here is reported a brief list of

the on-board sensors and payloads:

– Inertial Measurement Unit (IMU) Xsens MTi: de-
vice consisting of a 3D gyroscope, 3D accelerometer
and 3D magnetometer furnishing (at 100 Hz) the
orientation of the vehicle in a 3D space;

– Doppler Velocity Log (DVL) Teledyne Explorer (on
TifOne): sensor measuring the velocity of the vehi-
cle, with respect to the seabed;

– Echo Sounder Imagenex 852: single beam sensor,
pointing forward and measuring the distance from
the first obstacle placed in front of the vehicle;

– STS DTM depth sensor: digital pressure sensor used
to measure the vehicle depth;

– PA500 altimeter: echosounder measuring the dis-
tance of the vehicle from the seabed;

– Optical cameras ace by Basler (on TifOne): optical
stereo cameras for a detailed visual inspection of the
targets;

– SeaKing 675 kHz Side Scan Sonar by Tritech (on
TifOne): for the acoustic survey of the seabed;

– S2CR 18/34 Underwater Acoustic Modem by Evo-
Logics (on TifOne): acoustic device for the under-

water communication;
– S2CR 18/34 USBL Underwater Acoustic USBL Sys-

tem by EvoLogics (on TifTu): device for the under-
water acoustic localization. The USBL is fundamen-
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Fig. 3: TifOne on-board equipment.

tal for the geo-localization of the vehicle navigating
underwater and thus also for the geo-referencing of
the acquired data.

2.2 Missions at sea already performed

Starting from year 2012, the Typhoon vehicles have
been largely tested in experimental campaigns at lake

and sea and both in a single-vehicle and cooperative
(multi-vehicles) configuration. The first official trials
at sea with the Typhoons were performed in Livorno,
Italy, at the end of the Italian THESAURUS project,
August 2013. Such tests have been carried out in coop-
eration with the Livorno Fire Brigade and the Tuscan
Superintendence on Cultural Heritage. Following these

tests the Typhoon AUVs (TifOne and TifTu), oper-
ated by the teams of the Universities of Florence and
Pisa, participated in the NATO CommsNet ’13 exper-
iment, organized and led by NATO Science and Tech-
nology Organization Center for Maritime Research and
Experimentation (CMRE). This sea trial was held in

La Spezia (Italy). Then two weeks of sea trials were
performed in Israel: the mission, funded by the Office
of Naval Research Global - ONRG and supervised by
the Marine Archaeology Unit, Israel Antiquities Au-
thority - IAA, took place from June 17th to July 1st
2014 in Akko and Caesarea, Israel. Last but not least,
TifOne and TifTu will be also part of the heterogeneous
fleet of AUVs developed during the ARROWS Euro-
pean project (www.arrowsproject.eu). In the frame-

USBL

ACOUSTIC
MODEM

1

2

3

4

5

6

7

Fig. 4: A-SLAM scenario. The team of vehicles is con-
stituted by nm vehicles: one master equipped with an
USBL (1) and some slaves (2 and 3), navigating within
a network of nf moored modems (4, 5, 6 and 7).

work of these activities, an ARROWS Demo with the
Typhoon AUVs has been performed during the Break-
ing The Surface ’14 workshop, Croatia, on October
2014.

3 Cooperative Navigation

This section presents the details of the A-SLAM co-
operative algorithm for a team of nm heterogeneous
underwater vehicles navigating within a network of nf
fixed acoustic transponders placed in unknown loca-
tions. Among the team, one of the vehicles is devoted
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Ping

(a)

Data

Nav
Update

(b)

Fig. 5: The A-SLAM step of the navigation algorithm.
(a) Localization: the team master pings a moored mo-
dem to get the USBL measurement. (b) A-SLAM up-
date & data transmission: the team master exploits the
USBL measurement to localize itself and the moored
modem, updating the navigation state; after the cor-
rection, the team master sends the refined position to
the moored modem.

to localize and coordinate the tasks of the team, be-
ing equipped with an USBL, which can also be used to
communicate with the other agents, fixed or mobile. In
the following, we will refer to this vehicle as the team

master, to the remaining vehicles of the team as the
slaves and to the fixed acoustic sensors as the moored
modems (Fig. 4). All the vehicles are supposed to be

equipped with a common set of basic navigation sen-
sors, namely a low-cost, low-accuracy IMU, a GPS re-
ceiver and a depth sensor. In addition, each slave vehicle

is considered to have some navigation aids to assist its
own inertial unit and an acoustic modem to communi-
cate with the other nodes of the network. Without loss
of generality, we assume to use a DVL sensor as nav-
igation aid for the slave vehicles. Within the network,
each node, fixed or mobile, is identified by a univocal
acoustic address. To prevent possible collisions during

the communication between the vehicles, the Medium
Access Control (MAC) is realized through a Time Di-
vision Multiple Access (TDMA) protocol: following a
round-robin policy, each vehicle has a guaranteed time
slot in which it is the only one allowed to transmit.

The cooperative navigation algorithm is executed

as follows: each vehicle continuously estimates its own
navigation status by integrating the measurements from
both the inertial unit on-board and the navigation aids.
Meanwhile, the team master periodically interrogates
each other node of the network, fixed or mobile, send-
ing it an acoustic ping through the USBL (Fig. 5a and
Fig. 6a). The USBL measures the relative position of
the interrogated node with respect to itself in its own

reference frame {u}. The team master can thus ex-
ploit the acoustic measurement to update its naviga-
tion state, localizing itself and the interrogated node
at the same time. In particular, the moored modems
are treated as landmarks and their acoustic measure-
ments are used by the navigation algorithm of the team
master to build a map of the modems network, while
localizing the vehicle itself within the map (Fig. 5b),
as described in Allotta et al (2015a). This “Acoustic-
based SLAM” procedure relies on a dynamic database
of the observed nodes, initially empty: every time the
team master receives an acoustic measurement from an
unobserved node, the database is augmented with the
navigation state of the considered node. Any eventual
future measurement received from that node will be
used to execute the A-SLAM update step. After the
correction, the team master sends the refined absolute
position of the considered node through the acoustic
channel (Fig. 5b and Fig. 6b). If the considered node
was one of the slave vehicles, it uses the received correc-
tion to update its own navigation status and sends the

refined estimation back to the master (Fig. 6c). Finally,
the team master fixes further the navigation status of
the considered slave vehicle (Fig. 6d) and repeats the
described procedure with the next node. By interrogat-

ing in turn all the nodes, the team master can generate
a map of the moored modems while estimating the path
followed by each vehicle of the team (including itself)

in the operating area. Note that, as a special case, if
the team master is the only mobile agent, the proposed
methodology is capable to estimate at the same time

the navigation status of the vehicle and the topology
of the fixed network, as previously presented in Allotta
et al (2015a).

It is worth to note that the MAC protocol and
the navigation system, although connected, are two in-
dependent subsystems. This means that the assump-
tions made for the navigation module from now on do
not condition the communication scheme. Clearly, the
choice of the networking protocol imposes some con-
straints in the mission scenario and has an impact on

the performance of the navigation system. Time divi-
sion communication, for instance, introduces a scalabil-
ity issue: as the dimension of the team grows, the posi-
tion updates for each vehicle become less frequent and
the overall navigation can be degraded. Notwithstand-
ing this limitation, TDMA is a reasonable networking
solution in the case of small AUV teams that are sur-
veying an area remaining within their communication
range. However, assessing how different networking pro-
tocols can influence the performance of the navigation
system is beyond the purposes of this paper. An inter-
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Ping

(a)

Data

Nav
Update

(b) (c) (d)

Fig. 6: The cooperative step of the navigation algorithm. (a) Localization: the team master pings a slave vehicle
to get the USBL measurement. (b) Master update & data transmission: the team master exploits the USBL
measurement to localize itself and the slave, updating the navigation state; after the correction, the team master
sends the refined position to the slave. (c) Slave update & data transmission: the slave vehicle employs the
information received by the master to correct its navigation status and sends back the refined estimation. (d)
Final update: the team master use the received estimation to perform a further correction of the navigation status
of the slave.

ested reader can find more details in Lloret (2013) and
references therein.

For the purposes of this work, we assume that the lo-

cal navigation frame {n}, defined in North-East-Down
(NED) coordinates, can be considered not to change its
orientation with respect to the global Earth-Centered
Earth-Fixed (ECEF) frame, during the whole naviga-

tion task. This means that the Earth is approximated as
a flat surface in the neighborhood of the starting point.
By putting the NED reference frame on the Earth sur-

face at the location corresponding to the starting point,
all the inertial quantities can be considered in local co-
ordinates. This is a realistic assumption in the frame-

work of the proposed work, since the motion of the ve-
hicle was assumed to be enclosed inside a small enough
area. Moreover, the attitude of the vehicle is assumed
known. More specifically, the attitude Θ, expressed in
Euler angles, is pseudo-measured by the inertial unit
on-board the vehicle, via integration of the gyroscopes
measurements together with the sensed gravity and the
Earth magnetic field measurements in an Attitude Head-
ing Reference System (AHRS) fashion (Gebre-Egziabher
et al 1998).

3.1 State model

Upon the above hypothesis, the local continuous-time
navigation equations relative to any slave vehicles can

be written by:

ṗn = vn, (1a)

v̇n = nRb(Θ)ab, (1b)

ȧb = νa, (1c)

ε̇b = νε, (1d)

where pn and vn are respectively the position and the

velocity of the vehicle in the frame {n}, whereas ab
and εb denote respectively the vehicle acceleration and
the accelerometers bias term in the body-fixed refer-

ence frame {b}. The velocity dynamics (1b) is obtained
simply by transforming the vehicle acceleration in the
navigation frame through the body-to-navigation ma-
trix nRb evaluated on the basis of the vehicle attitude

Θ. Since no a priori information is given about the na-
ture of both the acceleration and the bias time evo-
lution, their dynamics are modeled as random walks,

where νa ∼ N (0,Qa) and νε ∼ N (0,Qε) are zero-
mean white noises with constant covariances.

In the case of the team master vehicle, the navi-
gation state is augmented with the motion variables of
the fixed and mobile nodes in the acoustic network. De-
pending on the number of acoustically visible vehicles
at the beginning of the mission and since the dimension
of the network of fixed nodes is assumed unknown, it is
not possible to define a state with a predefined dimen-
sion. We thus decided to deal with the most general case
in which we assume to do not know either the number
of available vehicles in the team and of fixed nodes in
the network. We remark that this assumption is valid
for the navigation system only: depending on the net-

working protocol employed, the knowledge of the nodes



8 Benedetto Allotta et al.

number may be necessary to the MAC module (as in
the case of TDMA). The navigation state of the nodes
ai is thus built dynamically, by augmenting the state
vector by 6 more components (i.e. the position pai,n
and the velocity vai,n in the local navigation reference
frame) every time a new acoustic measurement is re-
ceived from a node (either fixed or mobile) which was
unobserved yet. In this condition, the navigation equa-
tions (1a - 1d) are thus extended with the following:

ṗai,n = vai,n

v̇ai,n = νai
i ∈ V (t) ⊆ {1, . . . , nm + nf − 1} , (1e)

where νai ∼ N
(
0,Qai

)
is a zero-mean white noise with

constant covariance matrix that accounts for the un-
known dynamics. The set V (t) denotes the set of the
visible node at the time instant t. It explicitly depends
on time because each node becomes visible only af-
ter the first reception of a measurement. Initially, V (t)
is empty and its dimension increases with the recep-

tion of new acoustic observations, reaching eventually
the maximum value, i.e. the dimension of the network
nm +nf − 1, when each node has provided at least one

measurement. Moreover, since the team master vehicle
does not have any other navigation aid but the USBL,
we need to keep the position error drift bounded in the
time period between two consecutive acoustic measure-

ments, which can be of several seconds, if not minutes,
depending on the number of acoustic nodes in the net-
work. Considering that the vehicle moves only along its

own surge axis, we approximate the relation between
the desired thrust and the velocity along that axis with
the linear function τsurge = Kthrvsurge, in which the gain

Kthr is supposed to be constant and initially unknown.
Although this is a very simplified approximation, it is
enough to make the position estimate not diverge in the
short term. To estimate the value of the gain, we extend
further the system model (1a - 1e) with the following
additional equation:

K̇thr = νK , (1f)

where the white noise νK ∼ N (0, Qk) takes into ac-
count the modeling uncertainty. In the following, we
will refer to the whole state vector of a given vehicle

with the symbol “x”, making no difference between the
team master and the slaves when it is not relevant.

3.2 Output model

As previously said, the vehicles of the team have a com-
mon set of navigation devices, namely an IMU, a GPS
receiver and a depth sensor. The measurements from
the GPS device are used as corrections at the mission

beginning to initialize the navigation algorithm, i.e. to
make the estimate of the accelerometers bias converge.
Then, GPS is used in the experimentation described
here as ground truth only, meaning that the navigation
system did not take advantage of the global localization
system during the normal operation phase. Note that
in practical situations the GPS signal is integrated in
the navigation system, when available (Caiti et al 2013);
note also that the configuration described here and used
in the experimentation corresponds to underwater nav-
igation, where GPS is not available. The measurement
equations associated to these sensors can be thus writ-
ten as:

ỹacc = f b + bRn(Θ)gn + εb + ηacc, (2a)

ỹgps = pgps,n + ηgps, (2b)

ỹdepth = pdepth,n + ηdepth, (2c)

where f b are the specific forces (Rogers (2000)), that

is the dynamic accelerations due to the resulting forces
and moments acting on the floating body, expressed in
the frame {b}, and pgps,n and pdepth,n contain respec-

tively the North-East and the Down coordinates of the
vehicle position in the frame {n}. In (2a) the term gn
accounts for the gravity acceleration sensed by the ac-
celerometers, resolved in the body-fixed frame through

the transformation matrix bRn(Θ) = nRb(Θ)T , while
εb represents the slowly varying bias term affecting the
acceleration measurements. Each measurement is af-

fected by noise, denoted with the “η” symbol, that
we assume white, with zero mean and constant covari-
ance matrix Racc, Rgps and Rdepth respectively. Note
that, although formally incorrect, the noises affecting

the considered devices can be reasonably assumed as
white in practice, having a constant spectrum in the
frequency bandwidth of interest. Unless otherwise spec-
ified, we will always denote with the symbol ηdev a
white, Gaussian noise with zero mean and constant co-
variance matrix Rdev.

The navigation system of each vehicle can rely on
further corrections depending on the vehicle special-
ized navigation equipment. In particular, the slaves can
measure their own velocity in the body-fixed reference
frame using the DVL, modeled as:

ỹdvl = vdvl,b + ηdvl. (2d)

The team master, being equipped with the USBL mo-
dem, receives as correction fix the relative position of
the i-th acoustic agent with respect to the vehicle itself
expressed in the frame {u}, namely pai-u,u. The model
associated with this measurement is thus the following:

ỹusbli = pai-u,u + ηusbl, (2e)
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where ηusbl ∼ N (0,Rusbl (t)) is a zero-mean, white,
Gaussian noise with a time-dependent covariance ma-
trix Rusbl (t). The covariance matrix is evaluated on
each reception of an USBL correction on the basis of
the measurement accuracy provided by the USBL de-
vice itself. In particular, indicating with σ (t) the pre-
cision of the measurement at the time instant t, the
covariance matrix can be computed as:

Rusbl (t) =

(
σ (t)

3

)2

I3.

Finally, the team master uses as last navigation aid
the allocated thrust along the surge axis of the vehicle,
namely τsurge,b, considering null the motion along the
remaining two components. The relative equation is the
following one:

ỹτ = [τsurge,b 0 0]
T

+ ητ . (2f)

The estimates of the navigation status exchanged be-
tween the vehicles can be modeled as correction fixes
as well. To avoid possible ambiguities, we will indicate
in the following with the superscript “[ · ]” the vehicle

which has estimated the considered quantity. The team
master, after updating the navigation status of the i-th
slave vehicle with an USBL measurement, sends the re-

fined position p̂[master]
ai,n to the relative vehicle. In this

way, the slave vehicle can feed its own navigation algo-
rithm with the correction received from the team mas-

ter. The measurement model results simply as follows:

ỹmaster = p̂[master]
ai,n + ηmaster. (2g)

Once the slave vehicle has updated its own position
estimate with the previous information, it sends back
to the master its refined navigation status, i.e. its own
position p̂[ai]n and velocity v̂[ai]n . The associated equation
is thus the following:

ỹai =

[
p̂[ai]n

v̂[ai]n

]
+ ηai . (2h)

In order to fuse such measurements with the iner-
tial navigation system, it is convenient to make explicit
the dependence of all the above measurements with the
inertial mechanization states. For this reason, we can

write:

yacc = ab + bRn(Θ)gn + εb + ηacc, (3a)

ygps = [I2 02×N−2]x+ ηgps, (3b)

ydepth = [0 0 1 01×N−3]x+ ηdepth, (3c)

ydvl = bRn(Θ)vn + ηdvl, (3d)

yusbli = uRb
bRn(Θ)

(
pai,n − pn

)
+ ηusbl, (3e)

yτ = Kthr
bRn(Θ)vn + ητ , (3f)

ymaster = pn + ηmaster, (3g)

yai =

[
pai,n
vai,n

]
+ ηai , (3h)

where N denotes the dimension of the state vector x.
Equation (3a) was obtained by observing that the spe-
cific forces term are actually coincident with the vehicle
dynamic acceleration state in Equation (1c). Equation
(3d) simply expresses the velocity of the vehicle in the
frame {b} to comply with the measurement given by the

DVL. In (3e) the relative position of the i-th acoustic
node with respect to the vehicle expressed in the frame
{n} is obtained by subtracting the respective absolute
positions. Then, the result is first transformed in the

body-fixed frame and thus in the USBL frame through
the transformation matrix uRb. Finally, equation (3f)
expresses the linear approximation of the vehicle veloc-

ity in the frame {b} to obtain the allocated thrust.

As a remark, we point out that the system model
for the team master is just a slightly modified version
of that presented in Allotta et al (2015a), in which we

have added the velocity of the agent ai in (1e) and
used the accelerometers measurements as output in-
stead as input. The reason behind this is that we look
at the problem from a stochastic filtering point of view,
thus treating the IMU as measurements depending on
system states, i.e. the linear acceleration in body-fixed
frame.

3.3 Filtering

According to the motion and sensitivity parameters dy-
namics in equation (1), given the model of the defined
measurements (2) and the corresponding outputs (3),
an Extended Kalman Filter both for the team master
and the slave vehicles was designed and tested. Even
though the models of the two types of vehicles (i.e. mas-
ter and slaves) have some differences, the filtering pro-
cess has a common structure, which is composed by two
steps: in the prediction step, a rough estimation of the
state is obtained by evolving the dynamical model (1)

of the system. The second step is the correction step,
which is executed when a new measurement is available
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from one or more of the auxiliary sensors, in order to
reduce the error of the predicted state estimate. Note
that, even though the auxiliary sensors have different
frequencies, in general smaller than that of the IMU,
per each prediction step at least the correction step due
to the accelerometers measurements is always executed.
The only difference between the navigation algorithms
regards the estimation of the team configuration us-
ing the acoustic measurements provided by the USBL.
As soon as a new acoustic measurement is made avail-
able, the filtering algorithm of the team master vehicle
checks if the source is already present in the database;
in this case it uses the observation as a fix to refine the
predicted state. Otherwise, the source corresponding to
this measurement is added to the database, the filter
state is augmented with the position and the velocity
of the new detected node and the current vehicle nav-
igation is used together with the USBL measurement
to initialize the new states. Should this agent be visible
again in the future, its measurements are used as a fix
to the filter.

For the purpose of numerical implementation, the
motion and measurements model equations were time-
discretized using the Euler integration method. The

model of the system can be thus rewritten in the fol-
lowing compact form:

xk+1 = f (xk) +Gνk, (4)

yk = h (xk) + ηk. (5)

Here, the subscript k indicates that the quantity is re-
ferred to the k-th time instant. The prediction step is
executed at each time instant k > 0 when a new inertial

measurement is made available, by calculating the pre-
dicted state x̂−

k+1 and the predicted covariance matrix
of the estimation error P−

k+1, starting from the initial

conditions x̂0, P 0:

x̂−
k+1 = f

(
x̂+
k

)
,

P−
k+1 = F kP

+
k F

T
k +GQGT .

(6)

The variables with the “+” superscript in the prediction
equation are the refined estimations of the state and of
the covariance matrix at the previous time step, ob-
tained by running a Kalman update step with the past
measurements from the available auxiliary sensors. In
(6), the matrix F k is obtained from (4) as follows:

F k =
∂f (x)

∂x

∣∣∣∣
x̂+

k

,

and Q = diag (Qa,Qε) is the noise covariance matrix.
When a new measurement from the auxiliary sensors is
available, the Kalman update step is executed, in order
to correct the prediction obtained in the current step. It

is worth to mention that each measurement has its own
notification rate, thus it usually happens that at a given
time step, not all the measurements can be available.
Under these assumptions, the correction step is made
by employing the available measurements at the current
time, namely ỹk, and by selecting the entries in the
matrices of the output model which correspond with
the currently available measurements. The correction
step is then executed by calculating the state estimate
x̂+
k+1 and the covariance matrix of the estimate error
P+
k+1 as:

x̂+
k+1 = x̂−

k+1 +Kk

(
ỹk − h

(
x̂−
k+1

))
,

P+
k+1 = (I −KkHk)P−

k+1,
(7)

where Hk is obtained from (5) as follows:

Hk =
∂h (x)

∂x

∣∣∣∣
x̂−

k+1

,

and

Kk = P+
k+1H

T
k

(
HkP

+
k+1H

T
k +Rk

)−1

is the Kalman gain matrix, being Rk a block diago-
nal matrix composed by the covariance matrices of the
noises of the measurements available at the time in-

stant k. As previously said, the team master uses an
eventual acoustic measurement as a correction only if
the source is already present in the set V (k), other-

wise the measurement will be temporarily saved and
used to extend the filter state after the correction. At
that point, the algorithm checks whether any acoustic
measurement from an unobserved node was previously
saved; in this case, the state of the filter is augmented
with the position and the velocity of the node (and the
set V (k) increases contextually) and initialized respec-

tively with the values:

[
p̂+k+1 + nRb(Θ)bRuỹusbli,k

03×1

]
,

where p̂+k+1 is the estimation of the vehicle position.

Moreover, the covariance matrix P k+1 is also extended
as follows:

P k+1 = diag (P k+1,P p̂,k+1 +Rusbl (k) , I3) ,

where P p̂,k+1 is the submatrix of P k+1 corresponding
to the estimation of the vehicle position.
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Fig. 7: Experimental set-up of the Sept. 12th trial dur-
ing CommsNet ’13.

4 Results

The designed navigation algorithm was validated off-
line on different scenarios. Considering the initial stage
of a research activity, it is in fact quite common to pre-

liminary test the navigation algorithms off-line before
planning new experiments at sea. In this case the off-
line validation exploited real data acquired during some

experimental campaigns previously performed with the
Typhoon vehicles (Allotta et al 2016). During all the
sea trials, the navigation algorithm used on-board the
vehicles relied on a dead-reckoning procedure only. The

software on-board each vehicle allowed to simply store
mission data logs, including all the raw sensors outputs.
This allowed to run the proposed navigation filter in

post-processing. The synchronization between the ve-
hicles has been guaranteed by means of the GMT time
received through the GPS (when available) signal.

We start considering a scenario in which the team
master vehicle is the only mobile agent of the network,
which is constituted by some fixed acoustic modems.
Partial results about this scenario were already reported
in Allotta et al (2015a). The data used in the post-
processing elaborations were collected in the Sept. 12th,

2013 trial, during the CommsNet ’13 experiment. The
considered scenario is shown in Fig. 7. The team master
vehicle, i.e. the TifTu AUV, performed an autonomous,
on-surface mission within an inside harbor area, con-
sisting in the repetition of a triangle-shaped path of
approximately 150 m side. In that area, some battery-
operated acoustic modems were deployed close to the
bottom, sometimes in the proximity of harbor struc-
tures (piers, etc.), to set-up the network infrastructure.
The modem positions have been chosen for practical

convenience, and no optimization with respect to local-
ization accuracy has been attempted. Finally, an addi-
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Fig. 8: Estimation of both the North-East path followed
by TifTu and the network topology.

tional acoustic modem was deployed from the RV Al-
liance. In the following, we refer to the fixed-nodes con-

stituting the network as M1, M2, F1, F2, USBL and
ALLIANCE. The goal of this trial consisted in evaluat-
ing the performance of the TDMA-based communica-

tion scheme designed within the THESAURUS project
in a network of larger dimension. For this reason, the ex-
isting networking policy was adapted just to deal with
the number of the deployed modems (setting the dura-

tion of an entire round-robin cycle to 90 s), and hence
not optimized for navigation purposes.

Fig. 8 shows the result of the acoustic-based SLAM

algorithm. We can distinguish two parts: in the first one
(solid green line), the GPS measurements were used as
absolute position updates to initialize the estimation

filter, i.e. to fix the initial conditions and to make the
accelerometers bias and the gain Kthr converge. In or-
der to verify the performance of the SLAM algorithm,
the measurements from the USBL during this initializa-

tion phase were discarded: it is indeed straightforward
to understand that combining the relative position with
an absolute, non-divergent position information as the
GPS one, the SLAM algorithm would be able to lo-
calize another node with just one USBL measurement.
On the other hand, starting from a rough estimate of
the vehicle absolute position, the filter needs more than
one relative position measurement to make the SLAM
algorithm converge. Starting from the point indicated
by the black circle on the map, we simulated a GPS sig-
nal loss as in a normal underwater operation, and the
forward thrust and the USBL measurements only were
used as correction feeds to the estimation filter. In the

navigation phase (solid blue line) the GPS was thus
used as ground truth reference only. The colored cir-
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Table 1: Statistics of the navigation algorithm run on
CommsNet ’13 data.

Node name Node ID
# USBL Final error

pings (m)

M2 1 3 5.0
M1 3 1 12.0
F1 7 4 9.8
F2 8 6 8.5

ALLIANCE 10 1 16.3
USBL 11 5 14.3

cles represent the estimation of the position of the fixed

acoustic nodes in the environment: the heavy circles in-
dicate the initial positions, evaluated on the first USBL
fix reception for each node. Finally, the crosses repre-

sent the reference positions of the respective acoustic
modems.

Fig. 9 represents the norm of the error between the
estimated position and the GPS reference of the vehicle.
We can see how in the first 200 s of the mission the error

is zero since the GPS measurements were used as cor-
rections to initialize the algorithm. Finally, in Table 1
we report the norm of the error between the estimated
and the reference positions of the nodes of the network
at the end of the mission. It can be noticed that, even
with few, irregularly spaced in time corrections received
from the USBL (indicated by the green diamonds), the
navigation algorithm is able to keep both the vehicle
position and the acoustic network topology estimation
error bounded to a reasonable value for the considered

task (i.e. 3-4 times the GPS precision). In some cases,
the USBL correction leads to an increase of the estima-

Table 2: Position of the TifTu anchoring buoy.

Buoy Name Latitude (°) Longitude (°) Depth (m)

B2 43.932533◦ 15.444468◦ 0

tion error. This may be due to the fact that the modems
which have generated the measurements (namely, F1
and F2) were installed on-board two different vehicles
hovering in mid-water. The motion disturbance caused
by marine currents may thus have affected the localiza-
tion measurement accuracy, leading to a degradation in
the performance of the navigation algorithm. No data
is available, though, to quantify this disturbance; how-
ever, even in these cases the estimation error remains
bounded within its maximum value. Note that, a small
number of USBL fixes is realistic in a situation that
presents a non-negligible overhead introduced by the
networked structure and strong multi-path effects af-

fecting the USBL modem when the vehicle navigates at
the sea surface. Moreover, the irregularity in the inter-
arrival time of the USBL fixes is due to the fact that

in the considered trial the acoustic communication suf-
fered heavily from data loss.

In the second scenario presented here, the team mas-

ter hovers in a predefined position, while a slave vehicle
navigates in the same area. The cooperative naviga-
tion algorithm with this configuration corresponds to
the data collected during the Breaking The Surface ’14

workshop held in Biograd na Moru (Croatia) between
Oct. 5th and Oct. 12th, 2014, in the framework of the
testing campaign of the ARROWS project. The exper-

iment involved the two existing vehicles of Typhoon
class, TifOne and TifTu. In this trials, the team master
vehicle, i.e. the TifTu AUV, was tied to a fixed sur-
face buoy close to the shore, so that real-time com-
munication through fiber optics could be possible for
mission monitoring. The coordinates of the buoy posi-
tion are reported in Table 2. The slave vehicle, i.e. the

TifOne AUV, was autonomously performing a mission
composed of five different waypoints defined in the bay
of the Soline Camping Park in Biograd na Moru. The
coordinates of the waypoints are reported in Table 3.
The waypoints define a quadrangle shaped trajectory,
with the first two legs on the surface and the last two
ones underwater at a reference depth of 1.5 m.

In Fig. 10 the positions of the waypoints that define
the mission of TifOne with respect to the position of
the buoy where TifTu was tied are shown.

Fig. 11 shows the results of the cooperative naviga-
tion algorithm executed with the data collected in the
Oct. 9th, 2014 trial. On the left, the Latitude-Longitude
estimated paths are illustrated. For each run, the ma-
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Table 3: Waypoints for TifOne mission.

Waypoint Name Latitude (°) Longitude (°) Depth (m)

WP1 43, 932571◦ 15, 445007◦ 0.0
WP2 43, 932358◦ 15, 445458◦ 0.0
WP3 43, 932071◦ 15, 445167◦ 0.0
WP4 43, 932272◦ 15, 444689◦ 1.5
WP5 43, 932642◦ 15, 445087◦ 1.5

B2  WP1

 WP2

 WP3

WP4

WP5

x

yz

Fig. 10: Experimental set-up of the Breaking The Sur-
face ’14 sea trials.

genta stars and the violet stars represent respectively
the TifOne and the TifTu GPS position. As in the pre-

vious case, the GPS is used as a correction fix at the be-
ginning only, in order to initialize the estimation filter of
both the vehicles. The red diamonds indicate the posi-

tion of the slave vehicle obtained by combining the raw
USBL measurements with the GPS position of the team
master, numbered in chronological order. The solid blue

lines and the solid green lines are respectively the slave
and the team master positions estimated by their own
navigation algorithm. As can be noticed, after the team
master has corrected the navigation status of the slave

with a new USBL measurement and sent the updated
position through the network, the slave vehicle uses the
received information to fix its own position. Further-
more, it is possible to see how the estimated TifTu
position is in effect overlapped with its relative GPS
reference; we remark that the navigation algorithm of
the team master uses the position given by the GPS
receiver to fix the initial condition only. Finally, the
solid red lines represent the TifOne position estimated
by the TifTu navigation algorithm, obtained by inte-
grating the USBL measurements with the TifOne navi-
gation status corrections received through the acoustic
channel. In the right column the TifOne estimated ve-

locities in the local navigation frame coordinate (NED)
are represented. The blue solid lines are the velocities

estimated by the navigation algorithm of the slave ve-
hicle, thus obtained by integrating measurements from
DVL, accelerometers and depth sensor. The red solid
lines are the TifOne velocities estimated by TifTu on
the basis of both the USBL measurements and the nav-
igation status updates received from the slave vehicle.
In Table 4 some statistics about the previous three runs
are presented. In particular, the last column shows the
error between the TifOne GPS reference at the resur-
facing (indicated in Fig. 11 with the magenta circles)
and the corresponding position estimated by the vehicle
own navigation algorithm. It is worth to note how the
cooperative algorithm is able to keep the position error
close to the GPS accuracy in all the three runs. We note
that in the third run the error is higher, but the number
of USBL fixes is smaller than in the other runs; more-
over, it is possible to see from Fig. 11c that in the last
part of the mission no USBL corrections were received,
so the TifOne estimation filter cannot take advantage
of the cooperative part. Finally, for the first two mission
runs, in which the USBL fixes cover the entire underwa-

ter path, we evaluate the performance of the estimation
filter in the borderline case in which the slave vehicle
has not the DVL on-board, i.e. the velocity corrections
are not used. Table 5 reports the norm of the error be-

tween the estimated position and the GPS reference of
TifOne at the resurfacing, showing how the cooperative
algorithm is able to keep the localization error bounded

within the GPS accuracy even in the case in which the
slave vehicle has a poorer set of navigation aids.

5 Conclusion

The paper has described a cooperative navigation pro-
cedure, and it has evaluated in post-processing the nav-
igation error from experimental data. The reported re-
sults show that, despite the limitation in the instrumen-
tation used, in the method itself, and in the experimen-
tal configuration, the absolute localization error can be
close to the GPS accuracy (as in the Breaking The Sur-
face ’14 experiment). In particular, acoustic fixes are
quite effective in re-initializing the navigation filters, in
much the same way as GPS signals do on land or in
air; however, acoustic fixes have the drawback of ar-
riving with important delays and irregularly in time,

depending on the acoustic channel conditions, on the
AUVs configuration and on the total number of avail-
able nodes. In particular, as in the CommsNet ’13 ex-
periment, the presence of a total of seven nodes, plus
adverse acoustic communication conditions, has led to
an average error approximately one order of magni-
tude greater than Breaking The Surface ’14 case. It

is worth noting that the experiments reported,
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Fig. 11: Results of the cooperative navigation algorithm in the three mission runs.



Cooperative Navigation of AUVs Via Acoustic Communication Networking 15

Table 4: Statistics of the navigation algorithm run on Breaking The Surface ’14 data.

Mission Estimated travelled # USBL USBL error Error at the
run distance (m) pings Mean (m) Std. dev. (m) resurfacing (m)

1 337 21 0.32 0.05 2.7
2 403 22 0.35 0.05 0.6
3 333 11 0.32 0.02 4.6

Table 5: Error at the resurfacing for the borderline case.

Mission run Error at the
resurfacing (m)

1 3.2
2 3.1

although limited in time, demonstrate the effec-
tiveness of the proposed approach in character-
izing the team of vehicles with long-term navi-

gation features. The results reported may serve as a
guideline to system configuration and dimensioning, de-
pending on mission navigation accuracy requirements.
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