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Abstract

This paper is focused on an attitude estimation method for Autonomous Underwater Vehicles (AUVs).
Data acquired by a commercial Micro-Electro-Mechanical Systems (MEMS) Inertial Measurement Unit
(IMU), equipped with magnetometers, and a Fibre Optic Gyroscope (FOG) are fused to estimate the
attitude of the vehicle. One of the most used attitude estimation filter, a Nonlinear Complementary
Filter (NCF), is proposed as the basis of this work; then, some adaptations to the original formulation of
the filter are illustrated to better suit it to the field of underwater robotics. The proposed improvements
include the online tuning of the gains of the filter to cope with sensor disturbances and the employment
of the data acquired by a FOG. In addition, a fast procedure for the calibration of a magnetometer
is introduced to increase the reliability of its readings. The resulting filter is used to estimate the
attitude of an AUV; the performances of the proposed solution are tested and evaluated, in particular
when unpredictable magnetic disturbances are present, highlighting the improvements that the applied

changes allow to achieve in the specific field of application.
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1. Introduction

Nowadays, Inertial Navigation Systems (INS) are widely
used in many fields of application. The diffusion of Micro-
Electro-Mechanical Systems (MEMS) caused the spread
of low cost and lightweight Inertial Measurement Units
(IMUs), which are employed in a wide range of industrial
sectors.

A typical application is navigation aid of terres-
trial, maritime and aerial vehicles, where IMUs
play an important role in achieving accurate pose
and velocity estimates.

This paper focuses on IMU use for attitude estimation of
mobile robots, with particular regards to the field
of underwater robotics. The underwater environment
poses an additional challenge due to the nature of the sur-
rounding fluid, reducing the number of sensors available
for a correct estimation.

In the selected case study, sensor readings are ex-
ploited to compute an accurate estimate of the
orientation of an Autonomous Underwater Vehi-
cle (AUV) equipped with an IMU comprised of
a 3-axis gyroscope, a 3-axis accelerometer and a
3-axis magnetometer. A suitable estimation filter
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has been employed to correctly fuse data coming
from different sensors and to give a precise esti-
mate of the current attitude of the vehicle. Spe-
cial attention has been dedicated to the estima-
tion of the yaw angle (which measures the orien-
tation of the vehicle with respect to the North,
and which is particularly susceptible to external
magnetic disturbances), whose correct estimate is
indeed of fundamental importance to an AUV, to
achieve limited errors during navigation.

Several filtering techniques have been studied during the
years and many sources can be found in literature (e.g.
1, [21, [Bl, [, [B, [6l, [7], [§]). The classic approach con-
sists in the use of a Kalman filter [9] and their nonlinear
counterparts, such as the Extended Kalman Filter (EKF)
or the Unscented Kalman Filter (UKF) [10], [T1]. A valid
alternative is the use of linear complementary filters: such
filters can be used to fuse measurements of different sig-
nals that possess complementary spectral characteristics
[12]. One of the most important contributes on the sub-
ject has been given in 2008 by Mahony et al. [I3]. Ma-
hony’s Nonlinear Explicit Complementary Filter (NECF
in the following), whose name is due to the architectural
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similarity with the aforementioned linear complementary
filters, has become a standard reference in the field.

This paper uses the NECF as a basis, and proposes a set
of design modifications with the purpose to better adapt
it to estimate the attitude of an underwater robot. These
changes, justified by the characteristics of the un-
derwater environment and by the limitations im-
posed by the adopted sensors, are aimed at adapt-
ing the existing NECF to concrete application (in
particular in the underwater field); hence, the pro-
posed modifications are more related to practical
experimentation than to theoretical aspects.

A magnetometer calibration algorithm, applicable
when the rotation of the vehicle is limited, is pro-
posed in the paper: calibration must be performed
to increase the reliability of the readings of the
sensor prior to the estimation process. Further-
more, to better cope with magnetic disturbances caused
by metal objects (whose presence is not uncommon
in the underwater environment: for example, in-
dustrial platforms can induce severe magnetic field
disturbances; in addition, if AUVs are used for
seabed inspection tasks, metal debris due to mod-
ern wrecks may strongly affect the compass read-
ings) one of the proposed design changes include the in-
tegration of a single-axis Fibre Optic Gyroscope (FOG),
that can greatly improve the accuracy of the computed es-
timate in the presence of external magnetic sources. Ex-
perimental sea trials have been executed to test
the proposed strategy and to validate the applied
design changes to the original formulation of the
NECF; the achieved results are promising, especially in
the presence of magnetic disturbances.

The paper is organized as follows: Section [2] introduces
the considered IMU sensor configuration, illustrating the
equations used to model the sensors behavior; Section
presents the algorithm used to calibrate the magnetome-
ter. Then, Section[d]is dedicated to the NECF: at first the
classic structure of the filter is introduced; subsequently,
the applied design changes are explained. The perfor-
mances of the resulting filter have been evaluated during
suitable tests where it is employed to estimate the attitude
of an AUV, comparing the output of the filter with the es-
timate given by a commercial IMU internal algorithm; the
results obtained are presented in Section

2. IMU description

The IMU considered in this paper is composed of a 3-
axis gyroscope, a 3-axis magnetometer and a 3-axis ac-
celerometer. Let {B} denote the body frame (attached to
the sensor), and let R = RL denote the rotation matrix
that describes the attitude of the body frame with respect
to the inertial frame {I} (from which a suitable triplet of
Euler angles, such as roll, pitch and yaw angles, can be
extracted). The following error models are used for the
sensors:

e Gyroscope:

wfb:w3+bg+ug, (1)
where the measured quantity w?Z is the sum of the
true angular velocity w? (expressed in the body
frame), a time-varying bias b, and additional mea-
surement noise f,,.

o Magnetometer:

m? = WRTH' + H, + p,, , (2)

being H! the Earth’s magnetic field expressed in the
inertial frame, W and Hy represent the disturbances
due to local magnetic interferences (whose effect will
be analysed in Section and p,, is measurement
noise.

o Accelerometer:

al = RTa' +b, +p, , (3)

where p, represents measurement noise and b, is the
accelerometer bias, responsible for a shift of the ac-
celeration vector from its true direction; in this con-
text, the bias term is assumed to be zero. Vec-
tor a’, expressed in the inertial frame, is the sum of
v!, which is the time derivative of the linear velocity
of the device v/, and of the gravitational acceleration
g. However, for the considered field of application,
the accelerations are usually very small; hence, vector
aP constitutes a good approximation of the inertial

m
vertical axis expressed in the body frame.

In the considered case study, the IMU is mounted with
its z-axis aligned with the direction of forward motion of
the vehicle and the z-axis pointing down, and the attitude
estimate is computed with respect to a North Fast Down
(NED) inertial frame.

3. Magnetometer calibration

A 3-axis magnetometer measures the direction and the
intensity of the total magnetic field around the device. It
cannot, however, distinguish between the Earth’s magnetic
field and additive magnetic disturbances.

The Earth’s magnetic field vector direction depends on the
geographical location; however, over the operating area of
an underwater vehicle, it can be considered constant and
known with respect to the inertial frame. In the absence
of disturbances, the measurements obtained by arbitrarily
rotating the sensor in 3D space would lie on the surface of a
sphere centered at the origin of the body frame and whose
radius is the magnitude of the field at the geographic loca-
tion where such operation is performed. However, in the
presence of magnets or ferromagnetic objects, the measure-
ments are distorted. Note that only disturbances which
rotate together with the sensors are taken into account, as



these disturbances are the only ones that can be compen-
sated during the calibration phase.

In this paper, the considered error model is expressed in
Eq. : magnetic disturbances add bias and scaling of
the output. Separating the two effects, we can distinguish
between:

e Hard Iron disturbances:

Permanent magnets and magnetized objects, such as
electronic subsystems in the proximity of the sensor,
cause the so-called “Hard Iron effect”: these objects
are the source of a permanent magnetic field, constant
in all directions. They have the effect of adding a bias
H, on the magnetometer output. While permanent
magnets generate a constant magnetic field, the field
generated by electronic subsystems close to the sensor
varies with the DC current flowing in the wires; how-
ever, since the magnetometer calibration procedure is
executed at the beginning of a navigation mission, a
constant value for the bias H; has been considered,
assuming that the generated magnetic field will not
undergo relevant variations.

e Soft Iron disturbances:
Matrix W in Eq. represents the “Soft Iron ef-
fect”: ferromagnetic materials close to the sensor
(such as iron and nickel) produce a local magnetic
field, whose magnitude is related to the angle of inci-
dence of Earth’s magnetic field on the material itself.
Hence, this effect changes when the sensor rotates,
and it has the consequence of deforming the sphere
of measurements into an ellipsoid tilted in 3D space
along an arbitrary axis.

If both kinds of disturbance are present, the measurements
taken while rotating the sensor in space would lie on the
surface of an ellipsoid (due to W) centered at a certain
offset from the origin (due to Hard Iron effect).

For example, Figure [I] shows the magnetometer read-
ings taken while rotating the device in 3D space in a
disturbance-free environment; it is easy to note that the
measurements lie with good approximation on the surface
of a sphere (actually, the radius of the sphere does not
reflect the true magnitude of the magnetic field, since the
sensor readings are given in arbitrary units). On the
contrary, Figure 2] reports the measurements of the mag-
netometer taken in the same geographical locality as in
the previous test, but after attaching metal objects to the
sensor case: in this case, the previously obtained sphere is
deformed, and its centre is shifted away from the origin of
the sensor frame.

Complete three-dimensional magnetometer calibration
procedures consist of estimating the matrix W and the
offset Hy, in order to correctly map every subsequent mea-
surement on the surface of the theoretical sphere, even in
the presence of external magnetic fields.

The most common calibration techniques are based on el-
lipsoid fitting [26] after collecting measurements while ro-
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Figure 2: Magnetometer readings with magnetic disturbances.

tating the sensor in a sufficient number of different orien-
tations in 3D space, the best fitting ellipsoid (in a least
square sense) can be found; once its center, radii and axes
are known, the offset H; and the scaling W can be cor-
rected.

While these techniques are fairly simple, computationally
efficient, and prove to be efficient in a large number of
situations, they are not applicable when the sensor ro-
tation along one (or more) axis is constrained. This is
the case of the considered field of application: the roll
and pitch angles (rotation along z-axis and y-axis, respec-
tively) of an autonomous underwater vehicle are typically
limited to a strict range (because of the hydrostatic sta-
bility of the vehicle). This restriction implies that the set
of measurements to be used for the calibration procedure
does not usually include enough information content along
one space dimension (the vertical direction) to completely
identify the shape of the ellipsoid.

Tests in a controlled environment have been conducted to
verify if, by executing a complete yaw turn of the vehicle,
measurements would be sufficient to correctly fit the data
to an ellipsoid. However, even in the presence of currents,
which cause the rotation of the vehicle with respect to the
horizontal plane, ellipsoid fitting has not been proven to
be a reliable technique to estimate the locus of the magne-
tometer measurements. This reflects the impossibility of
determining an ellipsoid from an (almost) elliptical data



set.

Hence, the goal is to find a simple and fast calibration
technique which can approximate at best the theoretical
locus on which the uncorrupted measurements lie, using
only data, which roughly lie on a plane, acquired during a
complete turn of the vehicle along its z-axis.

During the calibration turn, it is especially important that
the roll and the pitch angles of the vehicle remain close to
zero; the following characteristics are exploited to ensure
the horizontality of the AUV in all scenarios (e.g. even in
case of bad weather and sea conditions):

e geometrical shape: the long and slender shape of the
AUV (“torpedo-shape”), which dampens the pitch ro-
tations;

e pitch control: the pitch degree of freedom is actively
controlled, thus guaranteeing limited values for such
angle if proper reference signals are applied. The Ty-
phoon AUV is indeed controlled to navigate basically
on a horizontal plane (e.g. when diving, this AUV ex-
ploits its vertical thrusters and thus vertically trans-
lates);

e hydrostatic stability: the correct positioning and
alignment of the centers of buoyancy and gravity en-
sures limited roll and pitch motions and increases the
overall stability of the vehicle.

The idea behind the calibration algorithm proposed in this
paper is to perform a planar ellipse fit (the only one avail-
able when roll and pitch angles are constrained) on the
data set constituted of the complete magnetometer read-
ings.

The illustrated technique is exact if the measurements
are taken while the vehicle is horizontal, and remains
sufficiently reliable for small roll and pitch angles values
(within the usual ranges for an AUV). If used in conjunc-
tion with the magnetometer’s gain choice strategy pre-
sented in Section and an accurate gyroscope (e.g.
a FOQG), it is good enough to obtain a reliable attitude
estimate.

Let us assume that the z-axis of the NED reference
frame is pointing towards magnetic north; then, on
every point of the Earth’s surface (exception made for the
magnetic poles) the Earth’s magnetic field has two nonzero
components: one in the North-South direction (H?) and
a component directed towards the Earth’s center (verti-
cal component HI). Since these components are known
at each location, and can be easily computed using online
calculators (e.g. [29]), the locus given by measurements
taken on the horizontal plane is a well identifiable circle
on the theoretical magnetic field sphere: it is indeed a
circle whose axis is parallel with the z-axis of the sensor,
whose center is on such axis at the height of H! and whose
radius is given by » = HZ. Figure [3|is given for a better
understanding.

Note that, if the z-axis of the considered NED

frame is directed towards geographic North instead
(also known as “true North”) a third East-West
nonzero component of the Earth’s magnetic field is
present (Hyl), while the intensity of H! is reduced

VD + (1)
this is because magnetic and geographic North do

not coincide (the angular difference between the
two points is known as “magnetic declination”). If

and r must be computed as r =

H 1 x

yl
zl

Figure 3: Magnetic field measurements on the horizontal plane.

both hard and soft iron disturbances are present, the cir-
cle in Fig. [3]is mapped onto an ellipse which is arbitrarily
rotated in the space (see Fig. [)). The idea behind the
proposed calibration procedure is to compare the circular
locus of measurements on the horizontal plane with the
ellipse it is deformed into by magnetic disturbances, in
order to determine the transformation that maps the for-
mer onto the latter and to compensate the disturbances by
applying the inverse transformation to the magnetometer
readings.

CIRCLE

ELLIPSE

Figure 4: Magnetic field measurements locus deformation in the pres-
ence of both hard and soft iron magnetic disturbances.

The algorithm is composed of the following steps: firstly,
the measurement ellipse is rotated so that it lies on a hor-
izontal plane; then, a planar ellipse fitting procedure is
applied to determine the center, the radii and the tilt of
the ellipse; finally, these quantities are compensated and
the measurements are mapped back to the theoretical cir-
cle.

Generally, not all the measurements are exactly taken at
zero pitch and roll angles; hence, the magnetometer read-
ings do not perfectly lie on a plane. The first step of the
calibration algorithm consists in computing the minimal
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Figure 5: Magnetometer calibration procedure.

distance plane (in a least square sense) II that best fits
all the points (Fig. [5a). Such calculation can be executed
resorting to linear algebra. Consider the standard plane
equation

ar+by+cz+d=0. (4)

Let g = [v y z 1]T denote a point on the plane, repre-
sented as an augmented vector. The vector A = [a b ¢ d]T
contains the unknowns of the problem. If point q lies on
the plane, it verifies the following equation:

q’A=0. (5)

Given N points (the magnetometer readings), the follow-
ing linear system can be written:

QA =e, (6)

where

Q=|z vi =z 1|, (7)
Ny yn v 1

being each [x; y; z]T a different reading, and e a N x 1
vector representing the error to be minimized (if all points
lie on the plane, then e = 0 € RY*1). The solution of
such system is the closest vector to the kernel of ), which
is given by the right-singular vector corresponding to the
minimum singular value obtained from the singular value
decomposition of Q.
The direction of the normal to the plane is given by n =
[a b c]T; the position of a point p on the plane can be
found by assigning two coordinates and determining the
third one by inverting Eq. . The projection of a generic
magnetometer reading m; = [z; y; z]7 on Il is then given
by:
II [ I, II H]T

T Y % (nT (m; — p)) n. (8)

The following step consists in determining the necessary
rotation to align IT with the horizontal plane. The “out-
wards” pointing normal n°“ (pointing towards the half-
space which does not contain the origin of the axes) is
determined: since Eq. is invariant with respect to a
constant scale factor, n°“! can be either n or —n; hence,
can not be used to determine the correct direction of
n°“t. This indeterminacy can be solved by computing n°“
as follows:

m; =m,; —

our_, (m — i) x (mll —mlh)
R TR O

where X indicates the cross-product of vectors. The sign

xl

ZI

Figure 6: Computation of n°%t.

is chosen positive if points m!!, mi and m} lie counter-
clockwise on the contour of the ellipse (see Figure @, this
condition can be verified considering the sign of the angle
obtained by integrating the gyroscope z-axis reading dur-
ing the calibration turn.

Let zI = [0 0 1] denote the inertial z-axis; in order to



align II with the horizontal plane, it is necessary to rotate
such plane of the angle given by

O = cos ™1 ((ZI)T nm“) (10)

about the axis whose direction can be computed with the
cross-product:

ag =n" x z! . (11)
O and ap; can be used to compute a suitable rotation
matrix R(fr,arn) resorting to axis-angle parametrization
of rotations [23], which is then applied to the projected
points (Fig. [5b)):

mf = R(Gn,an)m? . (12)

Then, a standard ellipse fitting procedure can be applied to
determine the best fitting ellipse (in a least square sense)
to the points (Fig. . Without going into details (see
[27], [28] for theoretical proof), given the ellipse defined by
the implicit equation

Az® + Bry+ Cy* + Dr+ Ey+ F =0 (13)

and a set of M different points [ = [m[', m!, m}' |7, i =
1,---, M, the best fitting ellipse is obtained by solving the

following generalized eigenvalue problem:
SX = AKX (14)
XTKX =1, (15)

where X = [A B C D E F]7T is the vector of unknowns
(the coefficients of the ellipse equation), A is a scalar
value, S is the scatter matrix built from measurement:

S=vTy e RM*! (16)
(miz)?  miymi, (mi,)? mi, mi, 1
(mﬁl,m)z m?\l,mmﬁl,y (m%,y)z TnﬁJ,ac m?\l,y 1

(17)

and K is the constraint matrix defined as follows:

0 0 2 0 0 O
0 -1 0 0 0 O
2 0 0 0 0O
K= 0 0 0 0 0 O (18)
0 0 0 0 0 O
0 0 0 0 0 O

The components of X can be conveniently converted to
center [Cx Cy], radii [Rz Ry| and tilt « of the ellipse (the
latter indicating which axes the ellipse is scaled along);
once these quantities are known, the points can be mapped
to a circle using the following transformation:

r/Re 0 0 Cx
m{=R.(a)| O r/Ry 0| RT(a) [ ml— |Cy ,
0 0 1 0

(19)

where R,(«) denotes a rotation about the z-axis of an
angle a.

The obtained circle has a radius of r and zero z and y
coordinates of its center. The offset on the z-axis can be
computed as the difference between the z coordinate of the

points m” and H! (Fig. .

4. NECF

4.1. NECF classic formulation

The attitude estimation filter adopted is the explicit
complementary filter proposed by Mahony et al., whose
stability and convergence has been proved in 2008 [I3].
This section offers a brief review of the classic formulation
of the filter; then, the modifications applied to the original
structure are explained.

The NECF computes an estimate of the attitude of the
IMU at each iteration; the basic idea is to integrate the an-
gular rate changes measured by the gyroscope, correcting
the estimate with accelerometer and magnetometer read-
ings. The convergence of the algorithm has been proven
if measurements of at least two fixed nonparallel direc-
tions in the inertial frame are measurable with respect to
the sensor frame. This condition is usually satisfied by
commercial IMUs that are equipped with a 3-axis gyro-
scope, a 3-axis accelerometer and a 3-axis magnetometer.
In particular, accelerometer readings give an estimate of
the direction of gravitational acceleration (assuming that
the sensor proper acceleration is negligible, as it is usually
in the field of underwater robotics), and thus they are used
to correct roll and pitch angles; magnetometers measure
the direction of Earth’s magnetic field, and thus act on
the yaw value. Furthermore, an estimate of the bias of the
gyroscope is computed.

The filter is a dynamical system governed by the following
equations [13]:

b-g ((wf; “b,) +hr (wmegx) . R(0) = Ro (20)

ISg = —k1Wmes (21)
Wines = Y _kivi x Vi, ki >0, i=1--,n. (22)
i=1

Concerning the notation, * indicates an estimated value,
R is an estimate of the rotation matrix which defines the
attitude of the sensor (being Ry the initial estimate), kp
and k; are tunable gains, and (a)y is the operator that
builds a skew-symmetric matrix from vector a:

0 —as a9
(a)x = | as 0 —ai| . (23)
—ao al 0

The term w,,es requires detailed explanation: it is indeed
the correction term built upon accelerometer and magne-
tometer measurements.



Let vo;, with ¢ = 1,--- ,n, be a set of known inertial di-
rections, and let

v; = RV, + p; (24)

and

\A/,L' = I/%TV()J‘ (25)

denote, respectively, its measurement in the sensor frame
(affected by noise p,) and its estimate (computed using
the estimated rotation matrix f%), the term w,,.s is the
weighted sum of the misalignment between the measured
directions and their estimates computed using the output
of the filter. In particular, in the considered case the direc-
tion of the vertical axis (measured by the accelerometer)
and the direction of the magnetic field (read by the magne-
tometer) are taken into account; the weights k; are chosen
according to the relative confidence in each measurement
V.
Let R = RTR and Bg =by — Bg denote, respectively, the
orientation and gyro bias errors; then, for n > 1, Mahony
et al. [I3] have proven through the use of Lyapunov theory
that (I,0) is a locally exponentially stable equilib-
rium point of the error dynamics (]:2, f)g).

4.2. Design changes

When applying the NECF in its classical formulation
— to measurements coming from an IMU used for
the estimation of the attitude of an underwater vehicle,
several issues arise. Hence, some design changes have been
applied to the original formulation of the filter in order to
better adapt it to the considered application. This sec-
tion illustrates and justifies in details each applied mod-
ification; an experimental test campaign was conducted
to verify the properties and effectiveness of the proposed
method.

4.2.1. Filter on accelerometer measurements

Through suitable preliminary tests executed out of the
water, it has been experimentally observed that oscillating
movements of the IMU on the horizontal plane cause un-
wanted variations of roll and pitch angles extracted from
the output rotation matrix of the filter; this is because
sudden horizontal movements are interpreted by the ac-
celerometer as deviations of the vertical direction, thus af-
fecting the computation of the rotation matrix. This phe-
nomenon has to be identified and corrected in real time, in
order to produce accurate attitude estimates. To reduce
the amplitude of these variations and to obtain a smoother
profile for such angles, accelerometer measurements have
been filtered. Several filter orders and cutoff frequencies
have been tested; a second order transfer function has been
chosen, constituting a suitable trade-off between the accu-
racy of the roll and pitch estimates and the readiness of
the NECF. The adopted filter has the following form:

a; = F(z)al . (26)

F(z) is obtained by discretizing the unit gain second order
filter

w2
F(s) = — 27
0= (27)
with the bilinear (Tustin) transform:
F(z)=F(s)|,_2-1 (28)
T z+1

where T is the time between two subsequent iterations of
the filter (which can be considered constant). The result-
ing discrete filter realizes the following recurrence relation:

ay(k) =+ ( Bal2(8) + vl — 1)+ 6al(k - 2+

“vagl= 1) - paglh-2)) . (20)

for given coefficients 3,7, d, €, v, p which depends on T" and
w.
Note that, since only the direction of the acceleration
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Figure 7: Roll and pitch angles (degrees) without acceleration filter.
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Figure 8: Roll and pitch angles (degrees) with acceleration filter.

vector is important, vector aZ is normalized before being
filtered by F(z); the same operation is executed on ay
before its use in w,,.s (the notation is not changed for the
ease of reading).
The effect of the filter is visible comparing Figure [7] and
Figure [8] obtained using the visualization tool rqt_plot of
the software ROS [32]: each figure shows the roll and pitch
angles, expressed in degrees, extracted from the rotation
matrix R during oscillating movements of the IMU on a
horizontal plane. It is easy to note the huge improvement
achieved with the use of a filter on accelerometer readings:
in the second case, oscillations are very small (less than
one degree), and a decrease of the error of an order of
magnitude with respect to the case when no filter is used
is obtained.



4.2.2. Known directions choice

The classic formulation of the NECF filter relies on at
least two known nonparallel inertial directions measured
in the sensor frame. The most natural choice, consid-
ering the available commercial sensors, is to use the lo-
cal measurements of the gravitational acceleration and of
the Earth’s magnetic field. These quantities are used in
the correction term w,,.s, where they are compared with
the estimates of the chosen directions to generate an error
term.
The proposed modification consists in choosing only the
component of the measured magnetic field which is orthog-
onal to the acceleration direction instead of the complete
magnetometer measurement (a similar approach can be
found in [5], [6]). This choice is justified because of the
following considerations: first of all, it is worth to note
that, since the vehicle proper acceleration is usually negli-
gible compared to gravity, and rotations along z-axis and
y-axis are constrained, the plane orthogonal to accelera-
tion approximately coincides with the horizontal plane all
the time (i.e. the accelerometer measurements give the di-
rection of the inertial vertical direction z’); in addition, ac-
celerometer readings are more reliable than magnetometer
measurements, mainly because the former are not affected
by external error sources as the latter are. Thus, by includ-
ing the vertical component of the measured magnetic field,
even in the absence of external magnetic disturbances, no
further benefits are gained compared to using only the in-
formation carried by the acceleration estimate.
Hence, after applying the proper correction using the pa-
rameters determined during the calibration phase, the pro-
jection of magnetometer measurements onto the plane or-
thogonal to acceleration is computed:

mi =m°— ((af)T mc> as . (30)

Thanks to the previous observations, m9 (once expressed
in the inertial frame) is a vector pointing towards North
magnetic pole thus, after normalization, in w,,es it is com-
pared with the estimate of the inertial north direction

! =RT |0] . (31)

4.2.8. Time varying gains

In Equation , the gains k; of the correction term are
constant and prefixed. However, during the normal func-
tioning of the filter, it may happen that measurements pro-
vided by accelerometers or magnetometers are affected by
unpredictable transitory errors. These situations should
be detected and the gains should be scaled according to
the real time reliability of each measurement.
In the considered case study, gains k; are constant only
during the initialization of the filter; then, they are eventu-
ally scaled over time (never exceeding the initial value), in
order to discard unreliable measurements in real time. The

procedure is different for the acceleration and the magnetic
field readings.

Acceleration gain. The acceleration gain k; is linearly de-
creased with the acceleration magnitude if high acceler-
ation occurs, in order to avoid that sudden accelerations
along some directions generate a wrong contribute to the
correction term of the filter (cfr. 4.2.1)). During the initial-
ization, k; is fixed at the initial value determined through
a preliminary tuning process, and the average value a of
the magnitude of acceleration measurements is computed
to be used as a reference term. Then, k; is set according to
the relative distance between the norm of the acceleration
measurement and a:

lall —a

D, = (32)

a

Referring to Figure [9 aq, represents the threshold value

k‘l\

k_ in

1

»
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Figure 9: Computation of gain k;.

which, if exceeded, causes the decrease of the gain until
the maximum value a4, is reached, at which k; is set to
Z€ro.

Let ki" denote the initial (constant) gain; if a;, < D, <
Gmaz, k1 18 determined according to:

. 1
ek (o (e ))
Omaz — Ath Amaz — Qth
33)

For D, < ap, — k1 = ki™ and for Dy > amaz — k1 = 0.

Magnetic field gain. As stated in Section [3] even using a
proper calibration technique, only disturbances which ro-
tate with the sensor can be compensated. External metal
objects are inevitably a source of magnetic disturbance
that affects the yaw estimate. Their presence is not un-
common, especially in the field of underwater robotics:for
example, many AUVs are used for inspection tasks of mod-
ern wrecks, mainly composed of metal parts and debris.
Since these disturbances cannot be corrected, the only pos-
sible countermeasure is to readily detect corrupted read-
ings and to avoid the use of the magnetometer measure-
ments in such situations, relying only on gyroscope inte-
gration for the yaw estimate.

The gain k, associated with the magnetometer readings
is changed according to a different strategy with respect
to the accelerometer gain k;. It is indeed likely that



external disturbances modify the direction of the mag-
netic field without sensibly varying its magnitude; hence,
a magnitude-related law would prove unreliable, leading to
the use of wrong information for correction purposes. The
idea is then to scale down ks if two particular angular con-
straints are violated. If accurate gyroscope data are avail-
able, on a brief period of time the error obtained integrat-
ing the angular velocity is lower than the error generated
by considering the corrupted magnetic measurements.
The first angle to be checked is the angle between the
projection of the corrected measurement onto the plane
orthogonal to the acceleration vector (which can be as-
sumed to be the horizontal plane, see Sec. and the
estimate of the z-axis:

Olpeci = cos ™ ((m) "% (34)

In ideal conditions, the magnitude of aiheck is zero (or,
since sensors are affected by measurement noise, it has
zero mean value). If a source of magnetic disturbance gets
close to the sensor, the change in the magnetometer read-
ings cause the estimated rotation R to vary. However,
since the dynamics of the magnetometer are much faster
than the filter, if the disturbance approaches the sensor
sufficiently rapidly a deviation of m¢ is registered before
a relevant change in R may occur, thus causing the in-
crease of ol _ ..

Nevertheless, the use of a; .., only to verify the correct-
ness of the magnetometer readings has a drawback: if the
magnetic disturbance approaches the sensor very slowly,
the velocity of the drift of the sensor reading may match
the dynamics of the filter: in this case, a slow but con-
tinuous change in the yaw angle is registered, with o, ..
remaining close to zero even if a disturbance is present.
A second control angle afheck is thus introduced to over-
come this problem. The choice of @2, ;. is based on the fol-
lowing consideration: in a given geographical location the
Earth’s magnetic field can be considered constant: i.e. the
angle between H' and the vertical direction z' = [0 0 1]
is constant. The same angle must be measured between
the same vectors rotated in the body frame. Mathemati-
cally, this equality is expressed by the following equation:

(zI)THI = (af)T m° (35)

where the body frame vertical direction is given by the fil-
tered accelerometer measurement.

Hence, a2, ; measures the angular distance between the
angle (af)T m°€ obtained at each iteration and the corre-

sponding value (ZI)T H

cos™! ((af)T mc) —cos™ ! ((ZI)THI> H .
(36)

The magnitude of a2, is independent from the speed at

which a magnetic disturbance is applied.

Note that, in Eq. and Eq. (36]), only the directions

of the involved vectors are considered.

2 _
Qcheck =

Two threshold values o}, and o?, are then set; if either
one is reached, ko is forced to zero in a finite number of
iterations. If both angles fall below the threshold values,
ko is increased back to the initial value. The decrease is
much faster than the increase.
Let k* and k¢ denote increase and decrease counters, and
let k% . and k2 be the number of iterations allowed for
the variation of the gain ko. If k& is the initial value for ks,
then Algorithm [1] illustrates how the magnetometer gain
is computed.

Data: k%", k¥ ., k% .

Result: gain ko

if Ogpeer, > Ay, OT 0%y, > 0, then

b = 0 (1= 1)
kg > 0;
k4 +;
k% =0;
else
ko = k2 + (kén - k2) (ku/kzmz)’
by < ki
E* + +;
k= 0;
end

Algorithm 1: ks computation.

It is possible for both angles to become greater than
the threshold values even if no magnetic disturbances are
present; this can occur if large accelerations arise (not
likely to happen in the field of underwater robotics) or
during motion transients. However, the effect is only tem-
porary and o, ,, o .. fall again below the threshold
in a short amount of time. This solution may appear
quite conservative; nonetheless, if a precise gyroscope is
available, it is indeed better to discard good magnetome-
ter readings than running the risk of including corrupted
magnetic measurements, thus compromising the accuracy
of the yaw estimate.

Generally, the calibration phase should be performed only
at the beginning of a navigation mission; however, in un-
favorable conditions (e.g. if the calibration algorithm has
been executed in a magnetically disturbed environ-
ment) the control angles may remain greater than the
threshold values, hence excluding the magnetometer from
the filter recursions for a long time. In such cases, it may
be useful to temporarily stop the mission and to perform
a new calibration.

In conclusion, in the considered case study w,,.s has the
following form:

Wmes = klaf X RZI + kai_ X éXI . (37)

4.2.4. FOG integration

Most commercial IMUs offer integrated algorithms that
estimate attitude on the basis of raw measured data com-
ing from the sensors they are equipped with. The use of a



stand-alone attitude estimation filter yields the possibility
of using data that come from external (i.e. not built-in
in the IMU) sensors in order to increase the accuracy of
the obtained estimate. This is extremely useful in low cost
applications, where cheaper MEMS sensors can be used to-
gether with more precise sensors. In the considered case,
a single-axis Fibre Optic Gyroscope (FOG), an accurate
and reliable sensor based on the Sagnac effect, has been
mounted with its sensitive axis parallel to the IMU’s gyro-
scope z-axis. Its measurement completely substitutes the
axis angular rate change read by the IMU gyroscope.

The reason behind this choice is the following: the mag-
netometer related contribution in w,,.s has the purpose of
obtaining an accurate estimation of the yaw angle. In the
case of magnetic disturbances the gain ks is set to zero,
and the yaw estimate is obtained by raw integration of
the angular velocity. Since the IMU gyroscope possesses
a much higher bias then the FOG, relevant yaw drift is
present even if the sensor is not moving. Such a precise
device allows to reach a high level of accuracy; through
its use, the risk of unacceptable growth of the integration
error when the magnetometer is not employed is avoided.
However, the use of a FOG has a drawback: even if the
component is not rotating, the device senses Earth’s angu-
lar velocity, thus producing a nonzero output of up to 15°
per hour. If three high-grade gyroscopes are avail-
able (one for each axis), the Earth’s rotation sensed
in the body frame can be exploited within the esti-
mation process (e.g. [22]). However, this solution
is very expensive; in this context, since only one
high-precision gyroscope is available, the effect of
Earth’s rotation is considered a disturbance to be
rejected. Indeed, its contribute on the FOG out-
put can be compensated exploiting the knowledge
of the latitude at which the sensor is operating and
the information regarding the roll and pitch angles.

Figure 10: FOG correction term computation.

Referring to Figure[I0} it is assumed that the sensor is op-
erating in the Earth’s northern hemisphere; however, the
compensation procedure is conceptually the same on the
whole planet surface. Let wg denote Earth’s angular ve-
locity; its magnitude, expressed in radians per second, is
then

wp = ||lwg|| = 7.2921 - 1075 . (38)
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The latitude ¥ is supposed to be known. The compensa-
tion algorithm is composed of two steps: at first, wg is
projected onto the inertial z-axis; then, on the basis of roll
and pitch values, the magnitude of the resulting vector is
projected onto the body z-axis z® = RTz! and subtracted
from the sensor readings.
The magnitude of Earth’s angular velocity projected onto
z! is given by

Wy = wp cos(m/2 4+ T) ; (39)
in order to find the desired correction term this quan-
tity has to be multiplied by the result of the dot product
(ZI)TZB. z® can be computed by pre-multiplying z! by
the composition of the roll (¢) and the pitch (8) rotation
matrices:

2" = (Ruy(4,0))" 2" = (R,(0)R.(9))" 2" . (40)

It is easy to verify that the result of the dot product
(ZI )TZB is

(ZI)TZB = R, ,(3,3) = cos(¢)cos(0) . (41)
In conclusion, the corrected FOG measurement is given
by:

Whoa = WFOG — wﬁcos(qb)cos(@) , (42)

where wrog indicates the uncompensated reading.

After the correction has been applied, highly accurate
measurements can be obtained: in the considered case
study, mere integration over time of the compensated mea-
surement while the device was held still showed an angle
drift of about 2° per hour.

5. Test results

The performances of the proposed filter have been tested
on the Typhoon AUV [I7], [19], developed and built by the
MDM Lab of the University of Florence (visible in Fig-
ure [11| during a sea trial) in the framework of the THE-
SAURUSH and the ARROWSE| [33] projects. In addition,
preliminary tests have been executed to validate the mag-
netometer calibration algorithm introduced in Sec. [3]
The vehicle is equipped with a Xsens Technologies MTi-
G-700 INS and a single-axis KVH DSP-1750 Fiber Op-
tic Gyro mounted with its sensitive axis pointing down
(aligned with the IMU z-axis) (Figure[12). Mounting both
sensors on a rigid panel allowed to obtain a very limited
misalignment error between the FOG axis and the IMU 2-
axis, which did not cause particular issues during the tests
performed. Nonetheless, a pre-test calibration procedure
could be used to compute a constant correction matrix
should relevant misalignment occur.

LTHESAURUS project: www.thesaurus.isti.cnr.it
2ARROWS project: www.arrowsproject.eu



Figure 11: Tiphoon AUV at sea.

Figure 12: Sensors used to estimate the attitude of the Typhoon
AUV.

Xsens MTi is equipped with a 3-axis gyroscope, a 3-axis
magnetometer and a 3-axis accelerometer; in addition, it
ships with its own magnetometer calibration procedure
and attitude estimation algorithm, while the DSP-1750
FOG outputs raw angular velocity data. The noise speci-
fications of the considered sensors, extracted from the cor-
responding datasheets, are reported in Table [T}

Sensor noise specifications

Xsens IMU
Gyroscope Accelerometer Magnetometer
Noise density 0.01°/s/vHz 80 ug/vHz 200 uG/vHz
KVH FOG
Angle Random Walk <0.05°/ vhr

Table 1: Sensor noise specifications.

To validate the magnetometer calibration algorithm and
to evaluate its performances, two suitable calibration tests
have been executed: the first one has been performed in
a disturbance-free environment, while during the second
test a metal object has intentionally been placed close to
the sensor during its rotation (with the sensor and the
disturbance source rotating together). The magnetometer
readings during both tests have been acquired before and
after the calibration procedure.

Figures [I3}[I§] report the obtained results: for both tests,
the 3D measurement locus is shown; in addition, the ro-
tated measurements m” are reported (along with the cen-
ter and the radii directions of the best fitting ellipses);
finally, Figures [I5] [I§ show the calibrated magnetic field
measurements.

In the first test, the measurement locus is close to the the-
oretical circle, the only disturbances being those due to
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Figure 13: Disturbance-free calibration test: 3D sensor readings lo-
cus.
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Figure 14: Disturbance-free calibration test: rotated magnetic field
measurements.

electronics close to the sensor housing; in this case, when
no relevant magnetic disturbance is present, no significant
changes are applied to the direction of the magnetometer
readings. On the contrary, when a metal object is brought
close to the sensor during the calibration turn, the tilt and
the shift from the origin of the resulting compass readings
locus are relevant (Figure shows a three-dimensional
view). Nonetheless, after the proposed calibration algo-
rithm has been applied, the measurements are correctly
mapped back to the theoretical circle (Figure . Table

Test 1 Test 2
Center coordinates CX0-000749358  Cx:-0,109029
Cy:0.0466280  Cy:0.0104137
) Rx:0.377051 Rx:0.519005
Radii length Ry:0.367223 Ry:0.440094

Table 2: Measurement ellipse characteristics.

reports the characteristic parameters (coordinates of the
center and length of the radii) of the ellipses obtained af-
ter projecting the measurements on the plane of minimal
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Figure 16: Magnetically perturbed calibration test: 3D sensor read-
ings locus.

distance and aligning the latter with the horizontal plane
(Figures ). Such ellipses are those shown in Figures
4 7

For what concerns the first test, it is clearly visible that a
minor Hard Iron disturbance is present (as stated before,
this effect is likely due to the other components of the ve-
hicle which are mounted close to the sensor), while the
radii of the ellipse are very close (no Soft Iron effect). On
the other side, the parameters obtained during the second
calibration test indicate relevant shift and tilt (consistent
with Figures , evidence of significant Hard and Soft
Iron disturbances.

In both cases, the proposed calibration algorithm is ca-
pable of compensating such disturbances, mapping back
the magnetometer measurements to the correct locus, as

shown in Figures [T5] 1§
When comparing Figures [I3|[I8] it is worth to note:

e the magnetic field measurements are given by the sen-
sors in arbitrary units (au), while the proposed
calibration algorithm converts them to nT; this con-
version is irrelevant to the estimation filter, since only

12

a
. géoé: . Rotated
o04f s%e, Magnetic Measurements
AN o Ellipse Center
o3 & N o Origin
0.2f g)[;y \\ - \%
% . R -
E FR] - 5 e
I S ,3:\ °

m,

2 [au]

Figure 17: Magnetically perturbed calibration test: rotated magnetic
field measurements.
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Figure 18: Magnetically perturbed calibration test: calibrated mag-
netic field.

the direction of the magnetic field vector is considered;

e the data acquired during the first test are uniformly
distributed across the whole circle, while the data ob-
tained during the second test are more sparse. This is
due to different environmental conditions: two thresh-
old values for the roll and the pitch angles have been
set in order to discard measurements which fall be-
yond such values; the aim is to consider only read-
ings which are sufficiently close to the horizontal
plane. Hence, adverse environmental conditions (such
as waves and currents) may lead to increased oscil-
lations of the vehicle, with a consequent discard of
several readings (since the threshold values are inten-
tionally strict); however, if too few measurements are
available (not enough to give reliable results), the cal-
ibration procedure may require additional turns to be
completed.

After the validation of the magnetometer calibration al-
gorithm, suitable attitude estimation tests have been ex-
ecuted; these tests aim at comparing the roll, pitch and
yaw estimates given by the IMU internal algorithm with



the corresponding angles extracted from the output rota-
tion matrix of the proposed filter presented in the previous
section. The first test consists in calibrating the sensor and
completing a whole turn about the sensor z-axis. Since the
IMU is sold with a proprietary magnetometer calibration
software, both the proprietary and the proposed compass
calibration algorithms have been executed: the calibration
parameters obtained with the proprietary software (which
are unknown to the authors, as well as the calibration algo-
rithm) have been used within the IMU internal estimation
filter, while the measurements corrected by exploiting the
proposed calibration procedure have been used within the
NECF.

A first turn about the vertical axis is performed, and the
data are used to run the calibration algorithm explained
in Sec. [3} then, a second turn is executed to evaluate the
performances of the filter.

Let

cI)filter = [(z)filter efilter ¢filter]T

denote roll, pitch and yaw angles extracted from the out-
put of the proposed filter R, and

(I)Xsens = [¢Xsens 0Xsens stens]T

be the corresponding angles given by the Xsens internal

algorithm.
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Figure 19: ®4;r7 obtained during the first test.

Figure reports the three components of the vector
DPuirf = Pritter — Pxsens = [Qaiff Odiff Yairf]” obtained
during the first test. It is clearly visible that the roll and
the pitch differences are very small, not exceeding 0.2°.
The yaw difference is close to a value of more than 3° al-
most all the time. This is consistent with the difference
between geographic North (which yields zero yaw for the
Xsens algorithm) and magnetic North: in the proposed
filter, the contribute to the correction term w,,.s given by
the magnetometer is computed as the (weighted) angular
difference between the corrected magnetic field readings
projected onto the horizontal plane and the estimate of
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the vector x! = [1 0 0]7; hence, the condition of zero error
is obtained when the y component of the magnetic field
is null (i.e. when the sensor is pointing towards magnetic
North). The Xsens sensor instead is equipped with
a GPS receiver, thus it compensates for magnetic
declination exploiting GPS data and computes the
yaw estimate with respect to true North. This is
further supported by the fact that, at the geographical
location where the tests have taken place (i.e. Tuscany,
Italy), the difference between the geographic and the mag-
netic North is about 3°.
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Figure 20: Yaw values obtained during the first test.
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Figure 21: FOG signal obtained during the first test.

The yaw angle values for the considered algorithms are
visible in Figure highlighting how they almost overlap
during the entire test. In addition, Figure shows the
FOG angular rate change measured during the test: such
signal is used as a reliable indication of the actual rotation
of the vehicle, exploited to show how the yaw estimate
computed by the proposed filter corresponds to the real
orientation of the AUV.
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Figure 22: k2 and control angles values obtained during the first test.

Regarding the behavior of the proposed filter, Figure
shows the variation of the gain ko during the test, along
with the two control angles aiheck and aZheck; since large
accelerations do not occur, gain k; remains fixed at its
maximum value and is not reported. The horizontal
dashed black lines indicate the threshold values, set at 3°
for both angles.

As mentioned in Sec. [£:2.3] it is shown how the gain is re-
duced to zero even if no magnetic disturbances are present:
comparing Figures 20 and 22 it is visible that the yaw es-
timate relies only on the integration of the FOG for about
half turn; however, since such device is very precise (with
an even increased accuracy after the correction of Earth’s
angular velocity bias) the estimate remains very accurate.
Hence, in the absence of magnetic disturbances, it has been
shown that the two attitude estimation algorithms are con-
sistent and both offer accurate estimates.

The second test performed shows how the Xsens algorithm
may run into problems when magnetic disturbances (be
them magnets or ferromagnetic objects) get close to the
sensor, causing the output to diverge from the correct at-
titude. The presented filter, instead, guarantees a correct
estimate even in the presence of disturbances.

This test is composed of the following steps: without per-
forming a new magnetometer calibration, the vehicle is at
first kept still until convergence of the filter, then a piece
of metal is placed close to the sensor; after a given amount
of time, a clockwise rotation of about 40° is performed,
and the metal object is finally removed.

Similarly to the previous test, Figure 23] reports the dif-
ference between the outputs of the two algorithms; while
@ ritter and Opyer remain close to their counterparts, the
same does not apply for the yaw estimates, which exhibit
a relevant difference.

See Figure 24] and Figure [26] for a better understanding: it
is clearly visible that, when the piece of metal is brought
close to the sensor (at about 17s), o, .., and a2, .. as-
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Figure 23: @477 obtained during the second test.

sume a very high value and the gain ks is promptly reduced
to zero. The Xsens algorithm, however, does not recognize
the disturbance, causing a relevant deviation of the yaw es-
timate (compare the FOG signal shown in Figure even
if the vehicle is kept still (starting from 32s). When the
disturbance source is removed after the rotation (50s), the
control angle values both fall below the threshold and the
gain ks is set to its initial value again. By observing Figure
it is easy to understand the behavior of the filter: when
ko is set to zero, the yaw estimate is computed integrating
the FOG readings. While the vehicle is not rotating, such
angle exhibits a drift due to the integration of the gyro-
scope bias; however, due to the precision of the device, the
deviation in the short term is negligible. This is further
supported by the fact that, after the gain is incremented
again, the correction applied by the magnetometer does
not affect the current estimate much. This is not the case
of the internal algorithm of the Xsens: when the distur-
bance is added, a significant yaw drift is registered. Even
if the IMU gyroscope integration is almost equal to the
rotation imposed, when the disturbance is removed the
final estimate is affected by the wrong integration initial
value. Hence, as seen in Figure the algorithm slowly
converges to the correct estimate given by the proposed
filter (with the angular difference due to magnetic decli-
nation accounted for).

To further evaluate the performances of the proposed fil-
ter, several additional estimation tests have been executed,
composed of the following steps:

e Magnetometer calibration: both the proprietary and
the proposed calibration algorithms are executed, and
the obtained corrections are employed within the re-
spective filters;

e Filter initialization: the filters are initialized while the
vehicle is not moving;

e Addition of a magnetic disturbance: a metal object is
attached close to the sensor;
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e Rotation: the AUV is rotated (together with the dis-
turbance source);

e Disturbance removal;
e Inverse rotation: the vehicle is rotated back.

The obtained results are similar for all the tests performed;
those presented in the following refer to a specific test, as-
sumed as case study.
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Figure 27: ®4;75 obtained during the third test.

As for the previous test, significant yaw difference is
present after the magnetic disturbance has been applied,
while ¢g;rr and 04,y remain close to zero during the whole
test (Figure ; the Xsens filter, exploiting the corrupted
magnetic field readings, outputs a variation in the attitude
of the AUV even when the latter is not moving (compare
the FOG measurements reported in Figure . On the
other side, the proposed algorithm recognizes the distur-
bance and sets to zero the compass readings gain: Fig-
ure [30] shows how the control angles increase beyond the
threshold values, causing the gain ko to decrease and the
filter to compute the yaw estimate by integrating the FOG
readings (as stated before, this does not cause a relevant
deviation of the estimated value on the brief period of
time). After the disturbance source is removed and the
vehicle is rotated back, the output of the Xsens filter con-
verges to the value estimated by the proposed filter.

Summarizing, if magnetic disturbances are present, the
proposed filter proves to be superior to the IMU internal
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Figure 29: FOG signal obtained during the third test.

algorithm, offering a more reliable yaw estimate, which
constitutes a great benefit to navigation.

6. Conclusion

This paper deals with the problem of correctly esti-
mating the attitude of a mobile robot using a commer-
cial IMU equipped with 3-axis gyroscope, magnetometer
and accelerometer. In particular, the field of underwater
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robotics has been considered; however, it is worth to note
that the proposed solution is easily adaptable to aerial and
terrestrial vehicles. In such applications, the most difficult
quantity to determine is the yaw of the vehicle; such mea-
sure depends indeed on the magnetometer readings, which
are easily susceptible to external disturbances. Thus, spe-
cial attention has been given to its computation; a fast
and simple magnetometer calibration procedure has been
illustrated, which is suitable when roll and pitch angles
are constrained (this is the case of underwater vehicles),
requiring only a turn of the vehicle about the vertical axis
to be performed.

An attitude estimation filter for an AUV has been pro-
posed: the solution is indeed based on one of the most
used attitude estimation algorithms, presented in [I3] by
Mahony et al., from which it inherits the structure. Some
design changes have been introduced to better adapt the
filter for use in the field of underwater robotics. One
of the main problems faced is the low reliability of the
magnetometer measurements: it has been necessary to 1)
determine a condition which would discriminate correct
readings from corrupted ones, and 2) propose a suitable
solution for yaw estimation when compass readings are
discarded. Both issues have been addressed with good re-
sults.

The resulting filter has been used to estimate the atti-
tude of an AUV, and its performances have been com-
pared with those offered by the estimation algorithm the
IMU is equipped with. The results have been very satisfy-
ing, highlighting how the proposed filter offers an accurate
estimate of the attitude of the vehicle even in the pres-
ence of unknown magnetic disturbances; in particular, it
has been shown how the presented solution can overcome
the problem of the susceptibility of commercial IMUs to
magnetic disturbances offering an accurate estimate of the
yaw angle, which is fundamental to navigation.
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