
 
 

 

 

 

  

 

International Doctorate in Atomic and Molecular Photonics 

SSD BIO/11 - XXXIII PhD cycle  

 

 

Mapping of spectrally-tuned neuronal responses 

to visual stimuli in zebrafish – two-photon 

imaging and optical perturbation 

 

 

Doctoral Candidate 

Dr.ssa Chiara Fornetto 

 

 

 

Supervisor: Prof. Francesco Vanzi 

Coordinator: Prof. Francesco Saverio Cataliotti 

 

External referees: 

Prof. Tom Baden, School of Life Sciences, University of Sussex 

Prof. Emre Yaksi, Kavli Institute for Systems Neuroscience 

 

Years 2017/2020 





I 

Table of Contents 
List of Figures ........................................................................................... III 

SUMMARY .............................................................................................. V 

1. INTRODUCTION .............................................................................. 1

1.1 Zebrafish: a model system for circuit neuroscience .................... 1 

1.2 Zebrafish visual system: structure and function .......................... 3 

1.2.1 Retina cell types ................................................................... 5 

1.2.2 Brain retinorecipient areas .................................................. 10 

1.3 Environmental light spectral distribution and retina anisotropy 11 

1.4 Functional organization of the larva visual system ................... 14 

1.5 Visually-driven behaviors .......................................................... 15 

1.6 Tools to dissect neuronal circuits and function ......................... 21 

1.6.1 Fluorescence ......................................................................... 23 

1.6.2 Green Fluorescent Protein ...................................................... 26 

1.6.3 Genetically-Encoded Ca2+ Indicators (GECIs) .......................... 30

1.6.4 Two-photon excitation ........................................................... 33 

1.6.5 Laser ablation ........................................................................ 38 

2. THESIS OBJECTIVES .................................................................... 41

3. METHODS ....................................................................................... 45

3.1 Zebrafish husbandry .................................................................. 45 

3.2 Zebrafish larvae preparation ...................................................... 47 

3.3 Two-photon calcium imaging and visual stimulation ................ 49 

3.4 Automatic neuron segmentation and calcium dynamics analysis

....................................................................................................52 

3.5 Responsive neurons identification ............................................. 54 

3.6 Barcode for identification of multiple stimuli responses ........... 56 

3.7 Image registration ...................................................................... 57 

3.8 Selection of stimulus intensity ................................................... 59 



II 

3.9 Protocol for testing history-dependence .................................... 60 

3.10 Two-photon temporary perturbation and optical highlighting .. 62 

3.11 Pixel-based linear regression analysis ....................................... 64 

4. RESULTS ........................................................................................ 67

4.1 Whole-brain imaging during visual stimulation ........................ 67 

4.2 Identification of neurons spectral identity ................................. 72 

4.3 Spectrally-responsive neurons selection ................................... 75 

4.4 Neuronal tuning to light of different colors – wavelength-

independent analysis............................................................................. 85 

4.5 Spectral identity and anatomical maps of responsive neurons in 5 

dpf larvae .............................................................................................. 87 

4.6 Spectral classification: T barcode .............................................. 92 

4.7 Dynamics of spectrally-tuned neuronal responses .................... 96 

4.8 Spectral and anatomical distributions in 3 dpf larvae ............. 101 

4.9 Laser-induced cellular inactivation ......................................... 104 

4.10 GLINP – harnessing the power of photodamage .................... 106 

4.10.1 Temporary perturbation of spectrally-responsive neurons

...........................................................................................116 

4.11 Optical highlighting ................................................................. 120 

5. DISCUSSION ................................................................................ 125

5.1 Spectrally-tuned neuronal responses ....................................... 126 

5.2 GLINP – an approach for optical perturbation complementary to 

optogenetics and laser ablation........................................................... 136 

5.3 Conclusion ............................................................................... 140 

6. BIBLIOGRAPHY .......................................................................... 143

7. APPENDIX .................................................................................... 157

8. ACKNOWLEDGEMENTS ........................................................... 171



III 

List of Figures 
Figure 1. Adult zebrafish (long-fin variety). .............................................. 3 

Figure 2. Retina organization and composition in larval and adult zebrafish.

 .................................................................................................................... 5 

Figure 3. Adult zebrafish cone mosaic pattern. .......................................... 6 

Figure 4. Schematic lateral view of optic tract and arborization fields. ... 11 

Figure 5. Chromatic organization of zebrafsih larva eye. ........................ 13 

Figure 6. Schematic organization of zebrafish larva CNS. ...................... 15 

Figure 7. Whole-brain activity maps underlying optomotor response. .... 17 

Figure 8. Whole-brain two-photon imaging during optokinetic response.

 .................................................................................................................. 18 

Figure 9. Prey-capture scheme. ................................................................ 19 

Figure 10. Looming-evoked escape response........................................... 20 

Figure 11. Historical milestones in circuit mapping. ............................... 23 

Figure 12. Jablonski diagram.................................................................... 26 

Figure 13. Aequorea victoria. ................................................................... 27 

Figure 14. GFP structure and spectral properties. .................................... 29 

Figure 15. GCaMP structure. .................................................................... 32 

Figure 16. Two-photon action cross-sections. .......................................... 34 

Figure 17. Schematic Ti:S laser pulse and two-photon point spread 

function. .................................................................................................... 36 

Figure 18. One- vs. two-photon excitation. .............................................. 37 

Figure 19. Z-Hub Mini System. ............................................................... 47 

Figure 20. Schematic sample mounting procedure. ................................. 48 

Figure 21. Experimental setup and visual stimulation protocol. .............. 51 

Figure 22. Suppression of light artefacts. ................................................. 52 

Figure 23. Automatic neuron segmentation. ............................................ 53 

Figure 24. Regression-based identification of responsive neurons. ......... 55 

Figure 25. Registration procedure. ........................................................... 58 

Figure 26. T distributions at different stimulus intensities for stimulated and 

control larvae at 5 dpf. .............................................................................. 60 

Figure 27. xy drift correction. ................................................................... 62 

Figure 28. Pixel-based regression analysis. .............................................. 65 

Figure 29. Volumetric imaging during visual stimulation. ...................... 69 

Figure 30. GCaMP6s functional imaging during visual stimulation. ....... 72 

file:///C:/Users/Chiara/Documents/Dottorato/Tesi%20dottorato/Da%20stampare/PhD%20dissertation_Chiara%20Fornetto_1.8.docx%23_Toc66980696
file:///C:/Users/Chiara/Documents/Dottorato/Tesi%20dottorato/Da%20stampare/PhD%20dissertation_Chiara%20Fornetto_1.8.docx%23_Toc66980697
file:///C:/Users/Chiara/Documents/Dottorato/Tesi%20dottorato/Da%20stampare/PhD%20dissertation_Chiara%20Fornetto_1.8.docx%23_Toc66980697
file:///C:/Users/Chiara/Documents/Dottorato/Tesi%20dottorato/Da%20stampare/PhD%20dissertation_Chiara%20Fornetto_1.8.docx%23_Toc66980698
file:///C:/Users/Chiara/Documents/Dottorato/Tesi%20dottorato/Da%20stampare/PhD%20dissertation_Chiara%20Fornetto_1.8.docx%23_Toc66980699
file:///C:/Users/Chiara/Documents/Dottorato/Tesi%20dottorato/Da%20stampare/PhD%20dissertation_Chiara%20Fornetto_1.8.docx%23_Toc66980700
file:///C:/Users/Chiara/Documents/Dottorato/Tesi%20dottorato/Da%20stampare/PhD%20dissertation_Chiara%20Fornetto_1.8.docx%23_Toc66980701
file:///C:/Users/Chiara/Documents/Dottorato/Tesi%20dottorato/Da%20stampare/PhD%20dissertation_Chiara%20Fornetto_1.8.docx%23_Toc66980702
file:///C:/Users/Chiara/Documents/Dottorato/Tesi%20dottorato/Da%20stampare/PhD%20dissertation_Chiara%20Fornetto_1.8.docx%23_Toc66980703
file:///C:/Users/Chiara/Documents/Dottorato/Tesi%20dottorato/Da%20stampare/PhD%20dissertation_Chiara%20Fornetto_1.8.docx%23_Toc66980703
file:///C:/Users/Chiara/Documents/Dottorato/Tesi%20dottorato/Da%20stampare/PhD%20dissertation_Chiara%20Fornetto_1.8.docx%23_Toc66980704
file:///C:/Users/Chiara/Documents/Dottorato/Tesi%20dottorato/Da%20stampare/PhD%20dissertation_Chiara%20Fornetto_1.8.docx%23_Toc66980705
file:///C:/Users/Chiara/Documents/Dottorato/Tesi%20dottorato/Da%20stampare/PhD%20dissertation_Chiara%20Fornetto_1.8.docx%23_Toc66980706
file:///C:/Users/Chiara/Documents/Dottorato/Tesi%20dottorato/Da%20stampare/PhD%20dissertation_Chiara%20Fornetto_1.8.docx%23_Toc66980707
file:///C:/Users/Chiara/Documents/Dottorato/Tesi%20dottorato/Da%20stampare/PhD%20dissertation_Chiara%20Fornetto_1.8.docx%23_Toc66980708
file:///C:/Users/Chiara/Documents/Dottorato/Tesi%20dottorato/Da%20stampare/PhD%20dissertation_Chiara%20Fornetto_1.8.docx%23_Toc66980709
file:///C:/Users/Chiara/Documents/Dottorato/Tesi%20dottorato/Da%20stampare/PhD%20dissertation_Chiara%20Fornetto_1.8.docx%23_Toc66980710
file:///C:/Users/Chiara/Documents/Dottorato/Tesi%20dottorato/Da%20stampare/PhD%20dissertation_Chiara%20Fornetto_1.8.docx%23_Toc66980711
file:///C:/Users/Chiara/Documents/Dottorato/Tesi%20dottorato/Da%20stampare/PhD%20dissertation_Chiara%20Fornetto_1.8.docx%23_Toc66980712
file:///C:/Users/Chiara/Documents/Dottorato/Tesi%20dottorato/Da%20stampare/PhD%20dissertation_Chiara%20Fornetto_1.8.docx%23_Toc66980712
file:///C:/Users/Chiara/Documents/Dottorato/Tesi%20dottorato/Da%20stampare/PhD%20dissertation_Chiara%20Fornetto_1.8.docx%23_Toc66980713
file:///C:/Users/Chiara/Documents/Dottorato/Tesi%20dottorato/Da%20stampare/PhD%20dissertation_Chiara%20Fornetto_1.8.docx%23_Toc66980714
file:///C:/Users/Chiara/Documents/Dottorato/Tesi%20dottorato/Da%20stampare/PhD%20dissertation_Chiara%20Fornetto_1.8.docx%23_Toc66980715
file:///C:/Users/Chiara/Documents/Dottorato/Tesi%20dottorato/Da%20stampare/PhD%20dissertation_Chiara%20Fornetto_1.8.docx%23_Toc66980716
file:///C:/Users/Chiara/Documents/Dottorato/Tesi%20dottorato/Da%20stampare/PhD%20dissertation_Chiara%20Fornetto_1.8.docx%23_Toc66980717
file:///C:/Users/Chiara/Documents/Dottorato/Tesi%20dottorato/Da%20stampare/PhD%20dissertation_Chiara%20Fornetto_1.8.docx%23_Toc66980718
file:///C:/Users/Chiara/Documents/Dottorato/Tesi%20dottorato/Da%20stampare/PhD%20dissertation_Chiara%20Fornetto_1.8.docx%23_Toc66980719
file:///C:/Users/Chiara/Documents/Dottorato/Tesi%20dottorato/Da%20stampare/PhD%20dissertation_Chiara%20Fornetto_1.8.docx%23_Toc66980720
file:///C:/Users/Chiara/Documents/Dottorato/Tesi%20dottorato/Da%20stampare/PhD%20dissertation_Chiara%20Fornetto_1.8.docx%23_Toc66980721
file:///C:/Users/Chiara/Documents/Dottorato/Tesi%20dottorato/Da%20stampare/PhD%20dissertation_Chiara%20Fornetto_1.8.docx%23_Toc66980721
file:///C:/Users/Chiara/Documents/Dottorato/Tesi%20dottorato/Da%20stampare/PhD%20dissertation_Chiara%20Fornetto_1.8.docx%23_Toc66980722
file:///C:/Users/Chiara/Documents/Dottorato/Tesi%20dottorato/Da%20stampare/PhD%20dissertation_Chiara%20Fornetto_1.8.docx%23_Toc66980723
file:///C:/Users/Chiara/Documents/Dottorato/Tesi%20dottorato/Da%20stampare/PhD%20dissertation_Chiara%20Fornetto_1.8.docx%23_Toc66980724
file:///C:/Users/Chiara/Documents/Dottorato/Tesi%20dottorato/Da%20stampare/PhD%20dissertation_Chiara%20Fornetto_1.8.docx%23_Toc66980725


IV 

Figure 31. T distributions for stimulated and control larvae at 3 and 5 dpf.

 .................................................................................................................. 74 

Figure 32. Spectral specificity of T analysis. ........................................... 75 

Figure 33. Schematic representation of T-distributions and the effects of 

threshold selection.................................................................................... 77 

Figure 34. T4D distributions for stimulated and control larvae at 5 dpf. .. 78 

Figure 35. Choice of threshold for neuron selection. ............................... 80 

Figure 36. Robustness of peak analysis. .................................................. 83 

Figure 37. Overall view of stimulus-induced responses without spectral 

selection. .................................................................................................. 86 

Figure 38. Pairwise response correlation. ................................................ 88 

Figure 39. Stimulus-induced neuronal activity: spectral and anatomical 

mapping. ................................................................................................... 92 

Figure 40. Unique spectral classification with Tbar. ............................... 95 

Figure 41. Tbar clusters in responsive neurons. ....................................... 96 

Figure 42. Calcium response dynamics. .................................................. 97 

Figure 43. Robustness of spectral identity versus history-dependence: 

standard vs shuffled pattern of visual stimuli. ......................................... 99 

Figure 44. CNS spectral and anatomical mapping in 3 dpf larvae. ....... 102 

Figure 45. Anatomical distributions of inhibitory responses at 3 dpf. ... 103 

Figure 46. High-power two-photon imaging. ........................................ 106 

Figure 47. Irradiation inside the nucleus. ............................................... 109 

Figure 48. Permanent GLINP effect. ..................................................... 111 

Figure 49. Localized long-lasting GLINP. ............................................. 113 

Figure 50. Reversible perturbation. ........................................................ 115 

Figure 51. Temporary inactivation. ........................................................ 119 

Figure 52. Optical highlighting. ............................................................. 122 

Figure 53. Optical highlighting. ............................................................. 124 

file:///C:/Users/Chiara/Documents/Dottorato/Tesi%20dottorato/Da%20stampare/PhD%20dissertation_Chiara%20Fornetto_1.8.docx%23_Toc66980726
file:///C:/Users/Chiara/Documents/Dottorato/Tesi%20dottorato/Da%20stampare/PhD%20dissertation_Chiara%20Fornetto_1.8.docx%23_Toc66980726
file:///C:/Users/Chiara/Documents/Dottorato/Tesi%20dottorato/Da%20stampare/PhD%20dissertation_Chiara%20Fornetto_1.8.docx%23_Toc66980727
file:///C:/Users/Chiara/Documents/Dottorato/Tesi%20dottorato/Da%20stampare/PhD%20dissertation_Chiara%20Fornetto_1.8.docx%23_Toc66980728
file:///C:/Users/Chiara/Documents/Dottorato/Tesi%20dottorato/Da%20stampare/PhD%20dissertation_Chiara%20Fornetto_1.8.docx%23_Toc66980728
file:///C:/Users/Chiara/Documents/Dottorato/Tesi%20dottorato/Da%20stampare/PhD%20dissertation_Chiara%20Fornetto_1.8.docx%23_Toc66980729
file:///C:/Users/Chiara/Documents/Dottorato/Tesi%20dottorato/Da%20stampare/PhD%20dissertation_Chiara%20Fornetto_1.8.docx%23_Toc66980730
file:///C:/Users/Chiara/Documents/Dottorato/Tesi%20dottorato/Da%20stampare/PhD%20dissertation_Chiara%20Fornetto_1.8.docx%23_Toc66980731
file:///C:/Users/Chiara/Documents/Dottorato/Tesi%20dottorato/Da%20stampare/PhD%20dissertation_Chiara%20Fornetto_1.8.docx%23_Toc66980732
file:///C:/Users/Chiara/Documents/Dottorato/Tesi%20dottorato/Da%20stampare/PhD%20dissertation_Chiara%20Fornetto_1.8.docx%23_Toc66980732
file:///C:/Users/Chiara/Documents/Dottorato/Tesi%20dottorato/Da%20stampare/PhD%20dissertation_Chiara%20Fornetto_1.8.docx%23_Toc66980733
file:///C:/Users/Chiara/Documents/Dottorato/Tesi%20dottorato/Da%20stampare/PhD%20dissertation_Chiara%20Fornetto_1.8.docx%23_Toc66980734
file:///C:/Users/Chiara/Documents/Dottorato/Tesi%20dottorato/Da%20stampare/PhD%20dissertation_Chiara%20Fornetto_1.8.docx%23_Toc66980734
file:///C:/Users/Chiara/Documents/Dottorato/Tesi%20dottorato/Da%20stampare/PhD%20dissertation_Chiara%20Fornetto_1.8.docx%23_Toc66980735
file:///C:/Users/Chiara/Documents/Dottorato/Tesi%20dottorato/Da%20stampare/PhD%20dissertation_Chiara%20Fornetto_1.8.docx%23_Toc66980736
file:///C:/Users/Chiara/Documents/Dottorato/Tesi%20dottorato/Da%20stampare/PhD%20dissertation_Chiara%20Fornetto_1.8.docx%23_Toc66980737
file:///C:/Users/Chiara/Documents/Dottorato/Tesi%20dottorato/Da%20stampare/PhD%20dissertation_Chiara%20Fornetto_1.8.docx%23_Toc66980738
file:///C:/Users/Chiara/Documents/Dottorato/Tesi%20dottorato/Da%20stampare/PhD%20dissertation_Chiara%20Fornetto_1.8.docx%23_Toc66980738
file:///C:/Users/Chiara/Documents/Dottorato/Tesi%20dottorato/Da%20stampare/PhD%20dissertation_Chiara%20Fornetto_1.8.docx%23_Toc66980739
file:///C:/Users/Chiara/Documents/Dottorato/Tesi%20dottorato/Da%20stampare/PhD%20dissertation_Chiara%20Fornetto_1.8.docx%23_Toc66980740
file:///C:/Users/Chiara/Documents/Dottorato/Tesi%20dottorato/Da%20stampare/PhD%20dissertation_Chiara%20Fornetto_1.8.docx%23_Toc66980741
file:///C:/Users/Chiara/Documents/Dottorato/Tesi%20dottorato/Da%20stampare/PhD%20dissertation_Chiara%20Fornetto_1.8.docx%23_Toc66980742
file:///C:/Users/Chiara/Documents/Dottorato/Tesi%20dottorato/Da%20stampare/PhD%20dissertation_Chiara%20Fornetto_1.8.docx%23_Toc66980743
file:///C:/Users/Chiara/Documents/Dottorato/Tesi%20dottorato/Da%20stampare/PhD%20dissertation_Chiara%20Fornetto_1.8.docx%23_Toc66980744
file:///C:/Users/Chiara/Documents/Dottorato/Tesi%20dottorato/Da%20stampare/PhD%20dissertation_Chiara%20Fornetto_1.8.docx%23_Toc66980745
file:///C:/Users/Chiara/Documents/Dottorato/Tesi%20dottorato/Da%20stampare/PhD%20dissertation_Chiara%20Fornetto_1.8.docx%23_Toc66980746
file:///C:/Users/Chiara/Documents/Dottorato/Tesi%20dottorato/Da%20stampare/PhD%20dissertation_Chiara%20Fornetto_1.8.docx%23_Toc66980747
file:///C:/Users/Chiara/Documents/Dottorato/Tesi%20dottorato/Da%20stampare/PhD%20dissertation_Chiara%20Fornetto_1.8.docx%23_Toc66980748


V 

SUMMARY 

Most animal species strongly depend on their sense of vision. The ability 

to perceive and discriminate chromatic signals is very useful for object 

detection and identification in the natural environment. Animals with a 

larval stage are generally characterized by a huge investment of energy in 

the rapid development of a complex retina associated with downstream 

visual circuits, which will improve the larva’s chances of survival with 

sensorial cues fundamental for both predator escape and prey capture. 

Indeed, the environmental distribution of radiance, covering a wide range 

of wavelengths, may be used to construct a visual map guiding several 

behaviors, based on different world representations mapped with the 

different wavelengths. Identifying the complex networks in charge of 

processing visual information in the brain and deciphering their 

computational activity in response to specific visual stimuli, thus, 

represents a fundamental task in understanding sensorimotor transduction, 

which is at the basis of many behaviours. The transparent larva of zebrafish 

represents an ideal model for imaging neurons and their activity throughout 

the whole central nervous system (CNS) of the animal, enabling the study 

of the neuronal circuit correlates of behaviors. The visually-guided 

behavioral repertoire of larvae (e.g. optomotor and optokinetic responses, 

phototaxis and prey capture) becomes quite rich just after few days of 

development. In this context, color vision, based on a spatially anisotropic 

tetrachromatic retina, provides a crucial evolutionary aspect of world 

representation, driving some fundamental larval behaviors. Color 

information is integrated and processed at various levels in the retina 

(where specialized cells are involved in encoding spectral signals deriving 

from different part of the visual landscape) before conveying this 

information to the brain, which is the object of study of this thesis. To 

investigate the processing of chromatic information in the zebrafish larval 

brain, we mapped, with cellular resolution, spectrally-responsive neurons 

in the larva encephalon and spinal cord. We employed the genetically-

encoded calcium indicator H2B-GCaMP6s and two-photon microscopy to 

image neuronal activity in zebrafish larvae at two different stages of 
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development (3 and 5 days post fertilization, dpf) while performing visual 

stimulation with spectrally-distinct stimuli at wavelengths matching the 

absorption peaks of the four zebrafish retina cone types. We implemented 

segmentation and regression analysis to identify neurons selectively 

responding to one or multiple stimuli and we registered them onto a 

reference brain for precise anatomical localization. These measurements 

revealed the presence of a high number of wavelength-selective neurons 

not only in the brain areas directly involved in processing visual 

information (for example the optic tectum and the other retinorecipient 

areas), but also in all other regions of the CNS down to the spinal cord. The 

zebrafish larva is a very simple model yet representative of vertebrate CNS 

organization, so we expect the paradigm of spectral information 

propagating through non-visual areas to be relevant in all vertebrates. 

Comparison across larvae at two different stages of development 

highlighted different spectral patterns of activity with responses strongly 

dominated by UV stimuli in 5 dpf larvae and red stimuli in 3 dpf larvae. 

The latter showed a negligible level of integration between multiple stimuli 

and no wavelength-selective neurons in the spinal cord. The spectral tuning 

of responses and anatomical maps of neurons involved in color-driven 

behaviors indicate the complexity of the circuits involved and open the way 

to their detailed investigation. Perturbative optical approaches, based on 

laser ablation and optogenetics techniques, allow dissecting neuronal 

circuits underlying visually-evoked responses. As part of this work, I setup 

novel methods for GCaMP-based temporary and selective perturbation of 

neurons and for optical highlighting of their intricate neurite structure. 

These methods were tested with the inactivation of tectal neurons 

responding to specific spectral stimuli, followed by a mapping of their 

projections into the tectal neuropil. This approach, in combination with the 

pan-neuronal expression of the genetically-encoded Ca2+ indicator 

GCaMP6s, allowed us to induce a temporary loss of function to the visual 

stimuli specifically localized to the irradiated cell, without affecting the 

surrounding neurons. Therefore, the method developed in this thesis can be 

applied to the study of local connectivity and networks in the CNS.  
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Understanding the workings of the vertebrate brain is one of the main 

challenges of modern science. In this context, the development of novel 

approaches at the interface between physics and biology drives constant 

improvements in our capability of studying neuronal activity at large scale 

and dissecting connectivity patterns to form complex and dynamic 

networks. The goal of measuring neuronal activity in real time and in an 

entire vertebrate brain represents a formidable task and finds in the 

transparent zebrafish larva the best model for implementing many 

innovative technologies. In this thesis, two-photon microscopy allowed to 

investigate the distribution of spectral information across the whole brain 

and spinal cord, providing novel insights in this field and laying the ground 

for future investigations based on perturbative approaches. 
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1. INTRODUCTION 
 

1.1 Zebrafish: a model system for circuit neuroscience 
 

The brain is an extremely complex system, not only for the number and 

different types of neurons that constitute it, but especially for their 

connections to form dynamic networks through synapses. Understanding 

the mechanisms of information processing in the brain (and their alterations 

in neurological disorders) requires mapping the neuronal circuits activated 

in response to different stimuli. This is a daunting task, since it requires 

imaging large volumes with enough spatial and temporal resolution to map 

cellular networks and their activity often spanning the whole brain. A 

technique commonly used to identify the populations of neurons involved 

in a specific task is functional Magnetic Resonance Imaging (fMRI). 

However, the low spatial (1 mm) and temporal (1 s) resolution of this 

technique does not allow mapping circuitries at the cellular level, so that, 

in order to monitor neuronal activity (with ms dynamics) at single cell 

resolution (in the micrometric range), other techniques are needed. Among 

these, optical techniques are prevalent due to their numerous advantages. 

In particular, confocal, light-sheet and two-photon microscopy, in 

combination with Genetically Encoded Calcium Indicators, allow 

monitoring neuronal activity at the single cell level (see paragraphs 1.6.3). 

Even in this case, however, fully mapping circuits in the whole brain of an 

animal is often hindered by the opacity of the tissue. For this reason, in 

recent years, zebrafish has become an important model in neuroscience (as 

well as in other fields of biological research). The transparent larva of 

zebrafish represents an ideal model for imaging neurons and their activity 

throughout the whole central nervous system (CNS), enabling the study of 

the neuronal circuit correlates of behaviors. Zebrafish (Danio rerio) is a 

small freshwater teleost fish native of South-Est Asia belonging to the 

cyprinid family (Figure 1). Given its small size, rapid development 

(precursors of the internal organs appear by 36 hours post fertilization, hpf), 

and the short generation time (generally 3-4 months), it is easy to 
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manipulate and to raise in the laboratory. Moreover, the optical 

transparency of embryos and larvae, and the small size of the brain (~300 

µm thick, 400 µm wide and 800 µm long) which maintains the basic 

vertebrate brain organization (although at a lower-level complexity), make 

the entire larval nervous system optically accessible, allowing brain-wide 

monitoring of neuronal activity [1-6]. The relatively simple larval CNS, 

constituted by about 100000 neurons at 4 days post fertilization (dpf) [7] is 

yet capable of a wide array of visually-guided behaviors (i.e. optomotor 

and optokinetic response, phototaxis and prey capture; [8-11]). Together, 

these characteristics made zebrafish larvae prominent models for the study 

of the neuronal basis underlying these behaviors both at synaptic, cellular 

and circuit levels. The dependence of larvae on vision is associated to a 

rapid development of their visual system and to the presence of a spatially 

and functionally anisotropic retina characterized by four spectrally-distinct 

cone types allowing these organisms to perceive and discriminate 

chromatic signals ranging from UV to red. Zebrafish retinal circuits, in fact, 

are specialized in processing chromatic signals (among other features) in 

relation to their behavioral requirements based on the asymmetric 

distribution of the spectral content in their natural visual environment. As 

a consequence, light of different wavelengths and its fluctuations in their 

natural habitat affect some fundamental larval behaviors (for example prey 

capture) resulting in an integration of visual inputs from the retina to the 

brain regions specialized in encoding associated motor events. Thus, the 

complex interplay between light, neuronal networks and behaviors can be 

"easily" investigated in these organisms, whose characteristics allow to 

overcome all limitations that emerge working on other vertebrates (i.e. 

tissue opacity and large size and complexity of the brain). This has enabled 

employing advanced calcium imaging techniques, electrophysiological 

recordings and optogenetics measurements to record neuronal activity in 

vivo, in the whole brain and at single-cell resolution, during visual 

stimulation or while tracking visually-evoked behaviors. 
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1.2 Zebrafish visual system: structure and function 
 

Zebrafish retina is a specialized part of the CNS capable of detecting and 

processing visual inputs from the outside world to then convey them to the 

brain. It is a multilayered structure, similar to that of the other vertebrates 

[12], characterized by five highly specialized neuron types (photoreceptors, 

horizontal, bipolar, amacrine and ganglion cells) and one glial type (Müller 

glia cells) arranged into three nuclear and two synaptic (or plexiform) 

layers. In the outer nuclear layer (ONL) cones and rods photoreceptors 

(PRs) are located, whose axons release glutamate as neurotransmitter and 

form synaptic contacts with horizontal and bipolar cell dendrites in the 

outer plexiform layer (OPL). Horizontal cells (HCs) are second-order 

inhibitory cells and contact PRs and bipolar cells (BCs) laterally, thus 

providing them with inhibitory feedback and feedforward signals. The 

inner nuclear layer (INL) contains the somata of BCs, HCs and amacrine 

cells (ACs) and also the cell bodies of the glia cells. The synaptic terminals 

of BCs, in turn, contact retinal ganglion cell (RGC) dendrites and AC 

terminals in correspondence of the inner plexiform layer (IPL). ACs 

connect horizontally and, at the same time, also across the IPL to provide 

inhibitory feedback and feedforward signals to BC and RGC terminals. 

RGC bodies and displaced amacrine cells (dACs) are located in the 

ganglion cell layer (GCL). The ganglion cell axons form the optic nerve 

Figure 1. Adult zebrafish (long-fin variety). 
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through which the synaptic inputs, integrated across their dendrites, are sent 

to the brain (Figure 2) [13-15]. Eye morphogenesis in zebrafish begins at 

12 hpf and subsequent structural changes appear at 24 hpf when also the 

retina stratification from the inner to the outer layer starts developing. At 

32 hpf GCs and ACs development begins, while formation of PRs starts at 

50 hpf. The last cell type to form are BCs at 60 hpf and the complete retina 

stratification with the different retinal cell types and synaptic contacts 

appear functional at 60-70 hpf [16-19]. At around 70-74 hpf the first 

connections between retina and optic tectum start appearing and tectal 

neurons begin to display mature responses at around 78 hpf. In the 

vertebrate retina, included zebrafish, sensory inputs follow a vertical 

pathway starting from PRs to BCs and finally to RGCs which, in turn, relay 

visual information to the brain. In the zebrafish larva, this vertical pathway 

becomes functional at 70-74 hpf and it is necessary in establishing contacts 

with the optic tectum [17]. All these three cell types use glutamate as 

neurotransmitter. However, this vertical flow of information can be 

modified through lateral inhibition induced by HCs in the distal retina and 

by ACs in the proximal retina [20, 21]. 

 



INTRODUCTION 
 

5 
 

1.2.1 Retina cell types 

 

PRs. Zebrafish retina is characterized by one rod photoreceptor type and 

four morphologically and spectrally distinct cone types both in larvae and 

in adults, with differences in their spatial organization [18, 22-24]. Given 

the presence of a tetrachromatic retina with cone pigments absorption peaks 

centered at 362 nm (UV cones), 415 nm (G cones), 480 nm (B cones) and 

570 nm (R cones), zebrafish is capable of detecting and responding to light 

wavelengths ranging from UV to red [23-27]. In adult zebrafish, retina 

cones and rods are arranged into a highly-organized row mosaic scheme 

Figure 2. Retina organization and composition in larval and adult 

zebrafish. 

The figure shows the five characteristic layers (demarcated alongside the image) of 

the retina highlighting the different cell types (see legend) and connections. 

Abbreviations: ONL, outer nuclear layer; OPL, outer plexiform layer; INL, inner 

nuclear layer; IPL, inner plexiform layer; GCL, ganglion cell layer; RGCs, retinal 

ganglion cells; ACs, amacrine cells; BCs, bipolar cells; HCs, horizontal cells; 

Photoreceptors (cones and rods) are highlighted in its individual colors in 

correspondence of the ONL. Note that in the zebrafish larva retina there are no 

functional rods. (Figure modified from Baden et al., 2020). 
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with red and green double cones alternated with blue and UV single cones 

in a pattern 2:2:1:1. In this way, the red cone is always next to the blue one, 

and the green cone is always next to the UV one (Figure 3) [14, 22-24]. 

Rods insert into this highly organized mosaic, with four rods forming a 

square around each UV cone [28].  

In contrast to the adult stage, in larval zebrafish there is no cone mosaic 

arrangement, but the distribution of the different cone types vary across the 

larval retina, giving rise to a spatial anisotropy with functional implications 

(more in details in paragraph 1.3) [29]. Moreover, rods are not functional 

until 15 dpf [30]. Indeed, in early stages of development, zebrafish vision 

is mostly photopic, with scotopic vision kicking in only at about two weeks 

of development when the transition from larval to adult mosaic pattern 

begins developing [13, 24, 31, 32]. 

BCs. In the outer retina the first processing of chromatic signal from 

different PRs occurs with BCs receiving inputs from different rods and 

cone types [14]. These signals are modified by HCs, which establish 

feedback and feedforward connections with specific combination of PRs 

Figure 3. Adult zebrafish cone mosaic pattern. 

In adult zebrafish photoreceptors are organized in a row mosaic pattern with red and green 

double cones (DC) between blue long single cones (LS) and UV short single cones (SS). 

In this pattern, the red cones are always next to the blue ones, whereas the green cones are 

next to the UV ones following the scheme shown in the figure. Figure from Meier et al., 

2018. 
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and BCs, thus originating mono- and multiphasic spectral responses (see 

below). In adult zebrafish, there are 17 morphologically distinct BC types 

whose classification in ON- and OFF- type depends on the different 

response to light and type of glutamate receptors they express (the ON-type 

express metabotropic glutamate receptors, while the OFF-type 

AMPA/kainate ionotropic receptors) and also on the stratification of their 

axons across the IPL [21, 33-36]. The IPL is subdivided into two halves, 

the sublamina a, which is the outer half near ACs, and the sublamina b, the 

inner half near GCs. More in detail, BCs axon terminals in the sublamina 

a mediate OFF-type responses, thus hyperpolarizing in response to light, 

while processes in the sublamina b mediate ON-type responses, resulting 

in a depolarized response to light. BCs form presynaptic connection 

patterns with specific PRs (both cone-only and mixed-rod-cone 

connections; [14, 36]). Two-photon calcium imaging recordings in 

zebrafish larvae BCs axon terminals revealed that BCs can be classified in 

chromatic (selective to a specific wavelength), achromatic (responding to 

all wavelengths) and opponent (responding in an opposite manner to two 

different wavelengths; [29]). Zimmermann et al. [29] found UV chromatic 

ON-BCs in the IPL in the dorsal-frontal area of the larva visual field 

(corresponding, in the retina, to the temporo-ventral “strike zone (SZ)”), 

achromatic ON and OFF BC types, both excited or inhibited by all 

wavelengths tested, and color-opponent BCs. The latter are of two 

typologies: color-opponent BCs excited by red and inhibited by green, blue 

and UV; and opponent BCs excited by blue and UV and inhibited by red 

and green [14, 29]. 

HCs. HCs are second-order inhibitory neurons (GABAergic interneurons) 

and receive information from cones and rods synapses called pedicles. HCs 

are involved in early processing of color signals in the outer retina and are 

responsible for generating contrast enhancement, color-opponency and 

centre-surround receptive fields in cones and BCs, allowing to improve 

performance in the detection of spectral contrast and edges. Rods and cones 

convey information to HCs and BCs through specialized presynaptic 

structures called ribbons existing in their axon terminals. Cone terminals 

contain multiple ribbon synapses while rods have only a single ribbon 
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synapse. These presynaptic structures modulate a fast and sustained 

glutamate release resulting in HCs depolarization [14, 20, 37, 38]. HCs, in 

turn, feed back negatively onto the photoreceptors pedicle with which they 

directly interact (feedback connections) and pedicles of other cones 

(feedforward connections), thus mediating opponency in wavelength and 

space (lateral inhibition) [39]. Zebrafish retina is characterized by four 

types of HCs, three cone-contacting HCs (H1, H2 and H3 types) and one 

rod HC (RHC or H4 type) with different spectral and morphological 

characteristics [34, 40-42]. H1 cells contact R, G and B cones but not UV 

ones, H2 cells contact G, B and U cones but not R ones, H3 cells contact U 

and B cones only, and rod HC interact with rods. With these observations, 

Connaughton & Nelson [40] found that, in zebrafish larva, H1, H2 and H3 

cells can be subdivided into six physiological cell subtypes. They pointed 

out six spectral classes of HCs with different types of spectral responses: 

two classes of luminosity HCs with a monophasic response named L-type 

(L1 and L2) hyperpolarized at all wavelengths, and four chromatic HCs 

named C-type, both hyper- and de-polarized depending on the stimulus 

wavelength. H1 cells identified by Li et al. [41] correspond to L1 and L2 

subtype. The first are equally hyperpolarized by R and G cones, in addition 

to a “hidden opponency” from B cones, and are classified as R-/G-/(b+); 

the latter are hyperpolarized mainly by R cones and to a lesser extent by G 

cones (R-/g-). C-type horizontal cells are classified in biphasic, blue-

triphasic, UV-triphasic and UV-tetraphasic. H2 cells correspond to C-type 

biphasic cells which receive depolarizing inputs from the R cones and 

hyperpolarizing inputs from G and B cones, denoted as R+/G-/B-. H3 cells 

are, in turn, of different types and correspond to C-type blue-triphasic, C-

type UV-triphasic and C-type UV-tetraphasic cells. Blue-triphasic cells (r-

/G+/B-/(u+)) hyperpolarize to red and yellow, depolarize to green, 

hyperpolarize to blue and hyperpolarize only for UV stimuli; UV-triphasic 

cells (r-/G+/U-) are hyperpolarized by red, depolarized by green and 

strongly hyperpolarized by UV stimuli; UV-tetraphasic HCs are denoted as 

r-/G+/B-/u+ thus receiving hyperpolarizing inputs from R and B cones and 

sign inverting inputs from the H2 cells and the other H3 cells via the UV 

cones terminals [14, 40, 41]. 
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ACs. ACs are third-order inhibitory neurons and are the most 

heterogeneous class of retinal neurons, for their physiology, pharmacology 

and morphology. In a 5 dpf larva retina 28 different types of ACs have been 

identified and classified in ON-, OFF- or ON-OFF types depending on the 

response to light which evokes sustained or transient responses and on the 

stratification of their dendrites in the IPL sublaminae [14, 43, 44]. Indeed, 

by a morphological point of view, stratification of AC dendrites in 

sublamina a indicates they are ON-type, while stratification in subilamina 

b classifies them as OFF-type. From a physiological point of view, it has 

been found that transient ON-OFF AC types receive inputs mainly from 

red cones and to a lesser extent from green and blue ones, while sustained-

ON and OFF ACs receive mixed signals both by red and green cones, thus 

resulting in a mid-spectral sensitivity (these cells sum signals received by 

red and green cones; [14, 43]). As for BCs, also some ACs are color-

opponent, named as C-type, whose dendrites ramify in sublamina b so that 

they can be classified as ON-type. In adult retina it is possible to distinguish 

biphasic and triphasic ACs (the same classification found in HCs). Some 

biphasic ACs are red-green opponent receiving depolarizing input from red 

stimulation and hyperpolarizing inputs from green, blue and UV 

stimulation; while others are blue-yellow opponent, which depolarize to 

short wavelengths and hyperpolarize to long wavelengths. Some triphasic 

ACs depolarize to UV and green, and hyperpolarize to blue stimulation [14, 

43]. ACs can be also divided into two main groups, the small-field type and 

the wide-field type. The first transfers information vertically across the IPL 

and modulates visual information processing locally, while the wide-field 

type conveys information laterally and shape visual signaling at a lager 

spatial scale. In mammals, small-field ACs use glycine as neurotransmitter, 

while the wide-field ones are GABAergic [45]. 

RGCs. RGCs receive, integrate and encode information about several 

parameters of the visual scene (i.e. color, motion direction, object size) 

from BCs and ACs. They then relay this information to specific 

retinorecipient areas in the brain which, in turn, influence different types of 

behaviors [14, 46, 47]. A complete connectivity map between the different 

zebrafish RGCs types and their target brain visual areas has been provided 
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by Robles et al. [46]. Fifty morphologically distinct RGCs types have been 

found in larval retina. Recordings in zebrafish larvae RGCs somata and 

dendrites pointed out different spectral responses and distributions of these 

cells across the eye, probably to satisfy the larva’s behavioral demands in 

the natural environment (see below) [29, 48]. Larval zebrafish RGCs 

respond to light of different wavelengths with either transient or sustained 

ON-, OFF-, ON-OFF responses [35]. Stable light responses are evident at 

4 dpf and color-opponent and non-opponent ones at 5-6 dpf. At this stage 

of development, robust spectral responses to UV and red have been 

recorded [14, 49, 50] and also direction-selective and orientation-selective 

RGCs have been observed [51-53].  

 

1.2.2 Brain retinorecipient areas 

 
At the larval stage, RGCs project mainly to the optic tectum (OT), that is 

the most dorsal part of the mesencephalon and the principal retinorecipient 

area in the zebrafish brain [19]. Beyond the OT, other retinorecipient areas 

have been identified and subdivided into nine nuclei known as arborization 

fields (AF1-9, Figure 4) [19]. Connections between RGCs axons to one or 

multiple AFs provide to the brain a representation of the visual field. 

Clearly, different types of connections are involved in the execution of 

specific behaviors. It has been demonstrated that AF7 participates to prey-

capture responses [46, 54], while AF9 to the detection of the optic flow [55, 

56].  

Optic tectum. The OT, also known as AF10, is the largest retinorecipient 

area in Teleosts and it is homologous to the mammalian superior colliculus 

(Figure 4). Zebrafish OT is divided into seven distinct laminae in the 

following order, from the most superficial to the deepest layer: stratum 

opticum (SO), which is divided into two sublaminae; stratum fibrosum et 

griseum superficiale (SFGS) including its six sublaminae; stratum griseum 

centrale (SGC); stratum album centrale (SAC) and stratum periventriculare 

(SPV) [46, 57]. Most RGCs (97%) send their axons to the tectum 

generating retinotopically biased visual maps throughout the brain: nasal, 

temporal, dorsal and ventral RGCs axons project to posterior, anterior, 
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ventral and dorsal tectal neuropil, respectively [46]. Beyond the visual 

inputs, the tectum receives other sensorial information, generating and 

integrating different sensory maps. In zebrafish, each tectal lamina receives 

projections from several RGC types, thus establishing the functional 

specializations of this structure capable of processing different visual 

features (i.e. colors, luminance and contrast, visual motion direction, object 

size). Several studies, based on the use of genetically-encoded calcium 

indicators (see paragraph 1.6.3), allowed to dissect the connectivity 

patterns among these structures and monitor tectal neurons activity in 

response to a wide array of visual (among other sensorial) inputs [47, 51, 

58, 59].  

 

 

 

 

 

 

 

 

 

 

 

 

1.3 Environmental light spectral distribution and retina 

anisotropy 
 

For animals inhabiting shallow freshwaters, such as zebrafish, the visual 

world and how it appears and it is processed by their visual system is very 

peculiar and depends on specific neural retinal circuits specialized in 

processing different parts of the visual field (and so light of different 

Figure 4. Schematic 

lateral view of optic tract 

and arborization fields. 

Arborization fields formed by 

RGCs axon projections are 

termed AF1-9 in the panel and 

highlighted with distinct 

colors. AF10 indicates the 

optic tectum. Scale bar: 50 µm. 

Abbreviations: A, anterior; P, 

posterior; D, dorsal; V, 

ventral. Figure modified from 

Robles et al., 2014. 
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wavelengths) in order to satisfy the different behavioral requirements. 

Along the water column, mid-wavelength light (green) dominates 

underwater horizon leading to a separation between the lower visual field 

of the ground which is dominated by long-wavelengths (red), and the upper 

visual field where short-wavelengths are predominant [29]. The short-

wavelengths light dominating the upper visual field is scattered by the 

underside of the water surface giving rise to the Snell’s window that is a 

featureless representation of the sky directly above the animal and it is an 

achromatic region (Figure 5) [15, 29]. Due to this spatial stratification of 

wavelengths, larval tetrachromatic retina is functionally and spatially 

anisotropic. Zimmermann et al. [29] mapped the distribution of cones and 

rods across the larval retinal surface pointing out a predominance of all 

photoreceptors, mainly R-, G-, B- cones at the horizon, and R-cones type 

in the lower visual field, thus indicating that there is a huge investment in 

chromatic circuits in this part of the eye. Conversely, the little color 

information in the upper visual field led to the development of achromatic 

circuits, probably specialized in detecting achromatic silhouettes along the 

water column. Interestingly, a large amount of UV-cones has been found 

in correspondence of the area temporalis (or "strike zone", 30° above the 

forward-facing horizon of the larva) which has been demonstrated to be 

involved in prey detection (Figure 5) [29, 60]. Indeed, zebrafish larvae are 

attracted by microorganisms (i.e. paramecia) inhabiting the upper water 

column which appear UV-bright when illuminated by the sun [29]. This 

behavior is also justified by the distribution and morphology of these cone 

types, which are broadly stratified and show an enlarged outer segment to 

increase the absorption surface for UV-photons detection [60]. Thus, the 

high anisotropy of the larval visual system leads to a different color-coding 

in the different parts of the eye. In this regard, different RGCs dendrites 

and somata play an important role in encoding visual information such as 

color, speed and shape [48]. A subset of RCGs in the strike zone shows an 

UV-ON response, thus corroborating UV-bright prey capture requirement 

[60], while other RGC types located in different retinal layers and parts of 

the eye exhibit different forms of color opponency, mostly a blue-OFF 

response. Thus, RGCs encode specific chromatic signals which are then 
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relayed, with a specific and regionalized code, to the brain regions 

receiving RGCs connections (for example the optic tectum and other RAs) 

[48].  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5. Chromatic organization of zebrafsih larva eye. 

(A) Distribution of circuits responsible for color vision dominated by R, G, B and U cones 

are generally biased to the horizon and the lower visual field to match the chromatic 

content of zebrafish natural environment. (B) UV-circuits are abundant in the upper and 

frontal visual field, presumably used for prey capture of UV-bright paramecia and for the 

detection of UV-dark silhouettes (potential predators) against a UV-bright background. 

(C) Achromatic circuits are present throughout the eye and are classified into ON circuits 

in the upper-frontal visual field (light grey shape) and OFF circuits in the lower-outward-

facing visual field (dark grey shape). (D) Rod circuits, responsible for scotopic vision, are 

used to map the sky and the ground respectively above and beneath the animal. Each panel 

shows the Snell’s window highlighted by the triangle above the larva and the dashed line 

indicates the horizon. Figure from Zimmermann et al., 2018. 
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1.4 Functional organization of the larva visual system 
 

RGCs are the link between eye and brain, projecting to ten arborization 

fields (AFs) in the diencephalon (AF1-6) and mesencephalon (AF7-10), 

where populations of neurons responsive to specific visual stimuli have 

been identified [46, 61]. Neuronal circuit schemes in which the retinal 

information, relayed to the tectum and here integrated vastly with other 

visual and nonvisual stimuli, is transmitted to the downstream CNS 

districts up to the spinal cord for further processing and to elicit a response 

have recently been investigated. It is known that a sensorimotor 

transformation, that is how a sensory input generates a motor output, is the 

result of a complex network between different neuron types distributed 

across multiple brain regions acting to generate a behavior. The main 

pathway originates in the nucleus of the medial longitudinal fasciculus 

(nucMLF) which directly elicits a motor command by the activation of 

motor neurons or via spinal interneurons (Figure 6) [61]. However, 

specialized subset of neurons localized in different brain areas are involved 

in the elaboration of visual stimuli encoding specific visually-related 

behaviors (i.e. swim speed and duration, turn amplitude, eye position) [3, 

4, 56, 62-65]. In particular, forward motion is elicited by the nucMLF, 

while turning by ventromedial spinal projection neurons (vSPNs). 

Mauthner cells mediate escape swims and the left-right oscillatory activity 

in the hindbrain oscillator (HBO) is responsible for gaze direction and 

turning during swimming (Figure 6) [66]. Naumann et al. [3] describe the 

neural circuitry underlying the OMR and point out the role of distinct 

neurons organized in the rostro-caudal direction to allow propagation of the 

landscape motion information and consequent generation of a motor 

response. In this regard, color vision is an important sensory cue associated 

with specific behaviors both in zebrafish larvae and adults.  
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1.5 Visually-driven behaviors 
 

Zebrafish larvae exhibit a broad visually-guided behavioral repertoire in 

response to the stimuli they are expected to encounter in their natural 

environment (for example luminance and contrast, object color and size, 

visual motion direction). This repertoire is evolutionarily well engrained in 

the morphological and functional organization of their visual system 

(Figure 6). Among the stimuli evoking strong responses there are whole-

Figure 6. Schematic organization of zebrafish larva CNS. 

The scheme shows the functional and anatomical organization of the zebrafish larva 

visual system and its connections in the brain. The first level of integration of visual 

stimuli occurs in the retina, which, through Retinal Ganglion Cells, projects directly or 

indirectly to the main mesencephalic and diencephalic areas (arborization fields, AFs, 

and other brain areas displayed in yellow) where visual inputs are further processed. 

Other diencephalic and rhombencephalic regions (highlighted in purple) are active in 

response to visual stimuli, probably changing the parameters of visuomotor 

transformations (i.e. cerebellum, hindbrain oscillator, inferior olive). The regions 

highlighted in blue, belonging to the reticulospinal system, participate in encoding 

motor outputs (e.g. swim speed, duration, turn amplitude). Abbreviations: AF, 

arborization fields; nucMLF: nucleus of the medial longitudinal fasciculus; SPNs, spinal 

projection neurons; VPNI, velocity-to-position neural integrator. Figure from Bollmann, 

2019. 
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field stimuli such as moving gratings and changes in luminance gradients 

eliciting responses across the retina, and local stimuli including flashes and 

moving spots affecting more restricted regions of the retina. Responses to 

whole-field motion include optomotor (OMR) and optokinetic responses 

(OKR). 

OMR is an orienting swimming behavior in the direction of the optic flow. 

In this way the larva maintains its position in relation to the landscape 

motion. In the laboratory, it is evoked by grating patterns moving under the 

larva. In this way, the larva stabilizes its position following the direction of 

the moving pattern (Figure 7). OKR is a compensatory eye movement in 

response to whole-field motion to stabilize the image of the surrounding on 

the retina (Figure 8) [8, 9]. These behaviors allow the animal to perceive 

all translational and rotational directions of motion from both eyes and their 

underlying circuitries share components in the pretectum. Indeed, 

direction-selective RGCs (DSRGCs) convey information about visual 

motion direction to specific AFs, which, in turn, project to the pretectal 

area. Specific subpulations of pretectal neurons integrate directional signals 

from both eyes sending this information to the downstream pre-motor areas 

in the mesencephalon and rhombencephalon responsible of eliciting 

compensatory tail and eye movements, respectively [3, 4, 56, 63]. Color 

vision is strongly associated with these behaviors. It has been reported that 

long-wavelengths dominate optomotor circuits demonstrating that 

zebrafish larvae are red-green motion colorblind [67, 68], while short 

wavelengths affect phototaxis and prey capture [60, 68].  
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Figure 7. Whole-brain activity maps underlying optomotor response. 

OMR is usually elicited in the laboratory by presenting under the fish striped 

patterns with different directions of motions covering both the monocular and 

binocular larva visual field. In addition to behavioral measurements, two-

photon calcium imaging recordings are performed to correlate neuronal activity 

and behavior.  The panel shows two-photon imaging of the whole larva brain 

during visual stimulation with moving gratings projected under the fish.  As a 

result, a functional and anatomical map of neuron clusters responding to 

specific direction-selective stimuli have been obtained across the different 

larval brain regions. Figure from Naumann et al., 2016. 
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Phototaxis is a light-induced behavior consisting in the detection of spatial 

illumination gradients resulting in a movement from dark toward brighter 

regions (positive phototaxis) [69]. This is a light-preference behavior based 

on the detection of environmental luminance variation from both eyes 

followed by a motor event. It can be elicited by presenting a bright spot in 

an open arena or projecting a dark/light split field under the larva [69]. 

Phototaxis assays have shown that larvae, when faced with a binary choice 

Figure 8. Whole-brain two-photon imaging during optokinetic response. 

OKR is measured by presenting radial striped patterns rotating both in 

counterclockwise and clockwise direction. The sample is placed under the 

microscope with eye and tail free while measuring neuronal activity in response to 

visual stimuli. The panel shows neuronal responses triggered by optokinetic stimulus 

mapped in the whole larva brain highlighting the responsive neuronal clusters. Figure 

from Portugues et al., 2014. 
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between two colors, display a clear chromatic preference, with an 

especially strong UV avoidance [27]. Neuronal circuits underlying 

phototaxis are still under investigation, with some clusters of neurons 

participating to this behavior located in the hindbrain (the hindbrain 

oscillator). Recent studies demonstrated that RGCs send information about 

ambient luminance changes to the habenula that, in turn, relays this 

information to the hindbrain [62, 65, 70]. In addition to whole-field motion, 

zebrafish larvae also respond to small moving objects with different swim 

patterns. These behaviors (i.e. prey capture, looming-evoked escape 

responses, avoidance of large moving object), in opposition to the ones 

mentioned above, affect some restricted regions of the retina.  

Prey capture appears at around 5 dpf, when zebrafish larvae become able 

to capture small ciliates such as paramecia. To perform this behavior, the 

larvae converge the eyes towards the prey and keep them in this position 

until the capture swim motor event ends. This strike movement is 

characterized by a stereotyped tail movement termed J-turn (Figure 9) [71, 

72]. 

 
Figure 9. Prey-capture 

scheme. 

The panel shows the 

sequence of events that 

characterize zebrafish prey-

capture behavior simulated 

by presenting a small 

moving spot resembling a 

paramecium.  When the prey 

appears in the binocular 

larva visual field, both eyes 

start following it and the 

stereotyped tail movement 

(J-turn) can be observed. 

Finally, both eyes converge 

towards the pray, 

maintaining this position 

until the capture maneuver 

ends. Figure from Bianco et 

al., 2011. 
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Neuronal circuits underlying prey capture involve RGCs specialized in 

detecting size tuning whose axons project to the superficial tectum neuropil 

and AF7 which, in turn, establish connection with the spinal projection 

neurons in the nunMLF midbrain, which is responsible for eliciting the 

capture event [47, 54, 71, 73, 74]. Thus, the mesencephalon plays an 

important role in object-size dependent behaviors [47]. 

Another escape-inducing behavior is the looming response. It is usually 

triggered by an incoming threat for the larva, simulated in laboratory 

experiments by an expanding dark disc (on a white background) projected 

into the larva visual field (Figure 10) [75]. Escape responses to looming 

stimuli termed C-bend involve the deeper layer of the tectal neuropil 

through a direct retino-tectal pathway, which could eventually involve the 

Mauthner-cells system [75, 76].  

 

 

Startle response is an escape behavior elicited by sudden transitions 

between light and dark and vice versa [69, 77]. The larva responds to this 

stimulus through a stereotyped escape known as O-bend. This behavior is 

subject to habituation and is affected by contrast due to variation in light 

Figure 10. Looming-evoked escape response. 

Looming stimulus consists of an expanding dark spot presented to the larva with a precise 

time sequence. In response to this stimulus, the larvae exhibit a stereotyped C-bend tail 

movement which can be tracked by embedding the samples in agarose maintaining the tail 

free and presenting the stimulus with a projector positioned in correspondence of the larva 

binocular field of view. Figure modified from Temizer et al., 2015.  
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intensities before and after the flash. However, the neuronal basis 

underlying this response are still unknown.  

 

 

1.6 Tools to dissect neuronal circuits and function 
 

Given its structural complexity and the many scales involved in its 

working, the brain is the only part of the vertebrate body where the 

comprehensive relationship between structure and function remains still far 

from being resolved [78]. Indeed, a complete mapping of all neural 

connections in the brain and the investigation of their role is a goal still 

hard to reach, also considering the intricate wiring connections among the 

different neuron types which require methods for their detailed dissection. 

The first attempts to investigate brain structure-function relationship date 

back to seventeenth century with macro-level reconstructions based on the 

knowledge and techniques available at the time [79] which were later 

overcome by Golgi and Cajal in the nineteenth century, providing 

reconstructions at meso- and microscale level [80, 81]. In fact, it was at this 

time that the cell-based structure of the brain was determined with the first 

observations of the neurons and their morphology and the concept of 

synapse and neural network was proposed by Cajal. It was in the mid-

twentieth century, with the development of the electron microscope, that it 

became possible to investigate brain connectivity patterns at the nanoscale 

level enabling to resolve single synapses and eventually starting to provide 

3D reconstructions of neuronal circuits though on very small sample scales 

[82-85]. In this regard, the zebrafish larva represents the most suitable 

model for deciphering neuronal connectivity underlying its wide 

behavioral repertoire, also considering that most of limitations suffered by 

other models to achieve this task have been overcome in the larva. Indeed, 

the optical transparency, together with the small size of the brain and a 

relatively low number of neurons, enables to analyze activity and 

connectivity of all neurons in the whole brain of the living larva. This has 

been made possible thanks to neurons labelling with fluorescent probes or 

genetically-encoded fluorescent calcium indicators (among other 
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transgenic approaches) combined with in vivo high-resolution imaging 

techniques to record neuronal activity of labeled neurons in response to 

multiple stimuli and/or conditions. Any of the approaches aiming at 

deciphering the workings of an ensemble of neural circuits requires both 

the complete structural mapping of the network involved (at cellular 

resolution, Figure 11) and the functional measurement of activity in 

response to a given stimulus. Among the morphological mapping 

strategies, the use of Brainbow imaging to multi-label neurons with 

different fluorescent proteins provided examples of how to use colors as a 

guide to map neurons and their projections [86-88]. Another approach 

stems from the use of electron microscopy for 3D reconstruction, which 

provides a full morphological reconstruction of axons, dendrites and 

synapses that form neuronal circuits, enabling precise investigation of 

neuronal morphology [82-84, 89]. 
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To combine network morphology and function, in recent years, 

perturbative approaches such as light-activated ion channels, photo-

inducible probes and laser ablation, started being used in zebrafish research 

for dissecting circuit function and for establishing causal relationship 

between neuronal activity patterns and behavior. Below, I will focus on the 

tools and techniques I used in my project. 

 

 

1.6.1 Fluorescence 

  
Fluorescence is the property of some molecules to absorb photons at a 

specific wavelength and to subsequently re-emit them (after a chain of 

photophysical events) at a longer wavelength. This phenomenon occurs in 

molecules having a characteristic electronic structure (i.e. fluorophores, 

fluorescent probes, dyes) well illustrated by the Jablonski diagram shown 

in Figure 12. These molecules possess electronic orbitals structures 

depending on the total electron energy and the symmetry of the spin state: 

a lower energy orbital, named ground state (S0 in Figure 12), and higher 

energy orbitals (excited states S1 and S2 in Figure 12). Each of these 

electronic states is further divided into a manifold of rotational and 

vibrational levels with slightly different energies. At room temperature 

almost all the molecules are in the S0 state, which is generally characterized 

by an electronic singlet with opposite spins electrons. The excitation of a 

molecule, which consists in the interaction between the electromagnetic 

radiation and the electrons in the molecule, occurs following absorption of 

a photon at a specific wavelength having an energy (hνabs in Figure 12) 

Figure 11. Historical milestones in circuit mapping. 

(A) Purkinje cell from the cerebellum drawn by Golgi and reported in his Nobel Lecture. 

(B) Schematic of circuits in the thalamus drawn by Cajal. Figure from Cajal Nobel 

Lecture. (C) Brainbow expression in mouse Dentate gyrus. Figure from Livet et al., 2017. 

(D) Zebrafish larval brain targeted for serial-section electron microscopy. The insets on 

the right show a Mauthner cell reconstruction with the axon cap and axon (top inset) and 

the posterior Mauthner axon extension. Figure from Hildebrand et al., 2017. 
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matching the change in energy associated with the electronic transition 

from S0 state to one of S1 or S2 manifolds of vibrational levels. This event 

is very fast, occurring within ~10-15 s. The excited state is also a singlet 

since photon absorption does not change the electrons spin state. Given the 

presence of manifold of vibrational levels in the excited states, the molecule 

does not absorb a single wavelength but can actually absorb a band of 

wavelengths, so that each fluorophore has a specific absorption spectrum 

with a maximum absorption peak centered at a precise wavelength. Rapidly 

after the electron transition to the excited state, internal conversion occurs, 

consisting in the dissipation of vibrational energy in a non-radiative way 

(loss of energy without light emission) and resulting in the vibrational 

relaxation of the excited state electron to the lowest vibrational energy level 

of the fist excited state S1. This phenomenon takes place within 10-14 to 10-

12 s after excitation [90]. An important consequence of this rapid internal 

conversion is that all subsequent relaxation pathways proceed from the 

lowest vibrational level of the excited state S1. After the internal 

conversion, the excited fluorophore decays from the lowest vibrational 

level of S1 to one of S0 vibrational levels. This event takes ~10-9 s and can 

be associated with the emission of a photon (hνem in Figure 12) in a 

radiative process known as fluorescence. Also in this case, the presence of 

closely spaced vibrational levels in the ground state leads to the emission 

of photons with a wide range of energies (different wavelengths). Indeed, 

the fluorescence spectrum is the result of emission intensity over a band of 

wavelengths (emission spectrum) rather than a sharp line. As a result of 

non-radiative relaxation occurring before fluorescence emission, the 

emitted photon always has lower energy than the absorbed one and the 

emission spectrum is shifted towards longer wavelengths compared to the 

absorption spectrum. This is termed Stokes shift by the name of the 

scientist who discovered and described for the first time this phenomenon. 

This shift is measured as the difference in wavelength between the 

maximum peak in the excitation and emission spectra and it is peculiar to 

each fluorophore. However, electron decay to the ground state can occur 

through alternative non-radiative processes which happen with lower 

probability than fluorescence (the relative probability of radiative versus 
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non-radiative decay determines the fluorophore efficiency also termed 

quantum yield). One of these consists in the dissipation of the excited state 

energy as heat in a non-radiative process termed quenching. Another 

somewhat infrequent event is the intersystem crossing, which occurs when 

molecules in the S1 state undergo spin conversion followed by the transition 

to first triplet state T1 characterized by unpaired electrons (i.e. electrons 

with the same spin). The electron returns back to the S0 state from T1 state 

yields to the emission of a photon through a process termed 

phosphorescence, whose emission spectrum is shifted to longer 

wavelengths than the fluorescence one. The phosphorescence lifetime is 

longer than fluorescence and it occurs within 10-3 to 103 s. Molecules in the 

triplet state are highly reactive and the transition to the ground state can 

also occur through the interaction with the biological sample and/or the 

environment, leading to the production of reactive oxygen species (ROS) 

[91]. ROS are responsible for fluorophores degradation causing 

photobleaching (loss of fluorescence by photoinduced chemical 

degradation) and sample photodamage. Molecular oxygen is involved in 

this event reacting with the excited fluorophore in two different ways. First, 

a fluorophore in the triplet excited state can transfer energy to molecular 

oxygen with the resultant formation of the energetically excited singlet 

oxygen (1O2). Second, the electron transfer from the triplet state T1 to the 

S0 ground state can involve molecular oxygen causing the formation of a 

superoxide radical (O2
-) (Figure 12) [91]. Both 1O2 and O2

- belong to the 

ROS family. Photobleaching is typical of most fluorophores. In fact, after 

the repetition of excitation and emission cycle several hundreds or 

thousands of times, the fluorophores fall into a non-fluorescent dark state 

due to photobleaching. 
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1.6.2 Green Fluorescent Protein 

 
The Green fluorescent protein (GFP) was discovered and isolated by 

Shimomura and colleagues in 1961 from the Pacific jellyfish Aequorea 

victoria, together with the chemiluminescent protein aequorin (Figure 13) 

[92]. This discovery came from the observation that: “a protein giving 

solutions that look slightly greenish in sunlight through only yellowish 

under tungsten lights, and exhibiting a very bright, greenish fluorescence 

Figure 12. Jablonski diagram.  

The diagram illustrates the singlet ground state (S0), the first (S1) and second (S2) excited 

states. The thicker lines represent the electronic energy levels, while the thinner ones the 

vibrational energy states (rotational energy states are not shown). The colored arrows 

highlight transitions between the different states: transitions associated with absorption 

are indicated by the blue arrows (from S0 to S1 or S2 state), whereas transitions associated 

with emission are highlighted in red. Emission is the result of the electronic transition from 

the lower S1 energy state to the S0 ground state. The wavy arrows indicate internal 

conversion (IC) or non-radiative relaxation processes (quenching). Transition from S1 

state to the first triplet state (T1) is termed intersystem crossing (ISC). Electron transition 

from T1 to S0 state results in the emission of photons through phosphorescence. The panel 

also shows photobleaching event occurring as a consequence of oxygen electron transfer 

from T1 to S0 state or energy transfer leading to the formation of reactive oxygen species 

(ROS).    
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in the ultraviolet of a Mineralite, has also been isolated from squeezates" 

[92]. 

The emission spectrum of GFP peaks at 508 nm, the same peak of the green 

bioluminescence produced by living Aequorea tissue. Moreover, pure 

Aequorine chemiluminescence peaks at 470 nm as one of the GFP 

fluorescence excitation peaks [93, 94]. Subsequently, GFP was purified and 

crystallized, and its absorbtion spectrum and fluorescence quantum yield 

were measured [95]. Still in that year the FRET energy transfer mechanism 

from aequorin to GFP was confirmed. GFP crystal structure was first 

solved in 1996 independently by Yang et al. and Ormö et al. [93, 96]. The 

native GFP is a 238 amino acid protein (27 kDa) whose structure consists 

of a regular β-barrel with 11 strands (2.4x4.2 nm) threaded by an α-helix 

running up the axis of the cylinder [93, 94]. Moreover, small sections of α-

helix also form caps on the ends of the cylinders. This structure, with a 

single α-helix inside a uniform β-barrel, represented at the time a new 

protein fold, which was named β-can [93]. The fluorophore is located 

inside the cylinder in correspondence to the α-helix central segment, a 

Figure 13. Aequorea victoria. 

The jellyfish A. victoria (left panel) and its light organs located at the ring-edge of the 

umbrella in daylight at sea (top right) and in the dark (bottom right) where green 

fluorescence emitted by the GFP is visible. Figure adapted from Shimomura, 2005.    
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highly protected position in order to avoid interaction and/or reaction with 

the surrounding environment (Figure 14). Already in 1979 Shimomura 

proteolyzed the denatured GFP and demonstrated that the chromophore is 

a 4-(p-hydroxybenzylidene)imidazolidin-5-one originated from an 

autocatalytic reaction of intramolecular cyclization involving the tripeptide 

Ser65-Tyr66-Gly67 [97]. In more details, GFP at first folds into a nearly 

native conformation and then a cyclization between Ser65 and Gly67 

occurs, followed by dehydration and the intermediate imidazolinone 

formation. Finally, the Tyr66 side chain undergoes dehydrogenation by O2 

to put its aromatic group into conjugation with the intermediate, resulting 

in fluorophore maturation to its fluorescent form [94, 98-100]. This is an 

autocatalytic reaction and no cofactors or enzymes are required. GFP is 

very resistant to denaturation and in its native form it exhibits a main 

excitation peak centered at 395 nm and a minor peak (three times lower in 

amplitude) at 475 nm, whereas the emission peaks are at 508 and 503 nm, 

respectively (Figure 14) [93, 94]. Tyr66 is the amino acidic residue 

essential for the two GFP absorption peaks. Indeed, in its protonated or 

neutral form it is responsible for the UV absorption peak (395 nm), whereas 

the deprotonated or anionic form for the 475 absorption peak [93]. Due to 

protonation/deprotonation of the chromophore, GFP spectral properties are 

influenced by pH: an increase of pH promotes chromophore deprotonation 

making it more sensitive to 475 nm excitation; in contrast, lower pH values 

induce chromophore protonation promoting absorption at 395 nm [99, 101, 

102]. During most cycles of light absorption/emission, the proton transfer 

eventually reverses. However, occasionally the proton does not return to 

the chromophore, so the neutral chromophore is photoisomerized to the 

anionic form. Thus, upon intense UV illumination, the 395 nm absorbance 

and excitation peak of the neutral form gradually declines leading to an 

increase of the 470 nm peak of the chromophore anionic form [94, 99, 101, 

102].  
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In 1992 Prasher et al. [103] cloned the GFP cDNA sequence and it was 

demonstrated that the expression of this gene (under a specific promoter) 

in other organisms, both eukaryotic (Caenorhabditis elegans) and 

prokaryotic (Escherichia coli), induced fluorescence [104, 105]. This was 

the demonstration that the gene contains all the information necessary for 

the chromophore post-translational maturation, without need for jellyfish-

specific enzymes or cofactors. This discovery was a real breakthrough in 

biological research, since it showed that GFP could be used for monitoring 

gene expression and protein localization in practically any living organism. 

Subsequently, Roger Tsien by applying random chromophore mutagenesis 

produced a GFP variant named enhanced GFP (EGFP), characterized by a 

brightness 5-fold higher than wild-type GFP (with selection of absorption 

in the blue peak so to avoid the need for UV radiation) and an improved 

folding at 37°C [98]. Tsien also developed GFP spectral variants exhibiting 

absorption/emission spectra in different wavelength ranges (i.e. blue 

fluorescent protein, BFP; cyan fluorescent protein, CFP; yellow fluorescent 

protein, YFP) [98]. Osamu Shimomura, Roger Y. Tsiens and Martin 

Chalfie received the Nobel Prize in Chemistry in 2008 “for the discovery 

Figure 14. GFP structure and spectral properties. 

Left panel: GFP crystal structure showing the 40 Å β-barrel consisting of 11 β strands 

with the fluorophore Ser65-Tyr66-Gly67 located and protected inside (shown in 

orange spacefilling). Right panel: wtGFP fluorescence spectrum characterized by two 

absorption peaks centered at 395 and 475 nm, and the emission one at 508 nm. Right 

panel adapted from Day and Davidson, 2009. 
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and development of green fluorescent protein, GFP”, undoubtedly one of 

the greatest revolutions in the field of biological microscopy. 

 

 

 

 

 

 

 

1.6.3 Genetically-Encoded Ca2+ Indicators (GECIs)  
 

Calcium is a ubiquitous second messenger, playing an essential role for 

signal transduction in all cells, including excitable cells, such as neurons. 

Calcium ions (Ca2+) are indicators of neuronal activity since they enter 

neurons during action potential (AP) firing and synaptic input, with 

dynamics that can be evaluated by measuring changes in intracellular 

[Ca2+] that in resting state is ~100 nM [106, 107]. To monitor variations 

in intracellular [Ca2+], calcium-sensitive dyes and genetically encoded 

calcium indicators (GECIs) have been developed [108, 109]. All these 

molecules feature the capability of binding Ca2+ ions reversibly, with high 

affinity and specificity, associating to calcium binding a variation of 

fluorescence emission, i.e. acting as fluorescent reporters. GECIs offer an 

extremely powerful tool in a variety of studies, since they allow calcium 

measurements without the need of invasive procedures (such as 

microinjection or other methods needed for organic dyes), and insuring 

selection of the cellular types in which the reporter is expressed (by 

construction under the appropriate promoter) [110]. GECIs include sensors 

based on the aequorin chemiluminescence, FRET-based sensors, or 

proteins expressing an intrinsic fluorescence such as the GFP. Among the 

Ca2+ indicator proteins, the GCaMP sensors family has found several 

applications in the last years. GCaMP protein and its variants consist of 
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circularly permuted GFP (cpGFP), the calcium-binding protein calmodulin 

(CaM) and the CaM-interacting peptide M13 [111, 112]. Circular 

permutation of GFP gave rise to variants in which the amino and carboxy 

terminals of the protein are positioned differently than in the native 

sequence. In detail, the original N- and C-termini are linked via a short 

linker peptide sequence, leading to the formation of a theoretical protein 

with a circular structure (lacking terminals) that can be cut in any position 

so that new N- and C-termini will be generated (Figure 15) [111]. It has 

been observed that the introduction of new termini into regular secondary 

structures may be tolerated in some regions of the protein, allowing folding 

to a biologically active conformation [113]. This approach allowed the 

insertion of other peptides (for example CaM and M13 in GCaMP 

indicators) in positions providing a significant improvement in the 

indicator sensitivity to [Ca2+] variations and/or its dynamics. CaM has four 

Ca2+ binding sites and following the increase of [Ca2+] it binds the ion and 

changes its conformation resulting in high affinity for the M13 peptide and 

CaM-M13 binding. In the first GFP-based Ca2+-sensors, CaM and M13 

were fused to the natural GFP C- and N-termini, leading to the formation 

of a sensor with a low Ca2+-sensitivity, since the CaM-M13 complex 

formation/dissociation did not result in a substantial change of the β-barrel 

conformation and, therefore, did not affect significantly fluorescence 

levels. The use of cpGFP and the insertion of CaM and M13 in proximity 

of the chromophore (in correspondence of the new N- and C-termini in 

position 144 and 145, respectively) induced calcium-dependent 

conformational changes (including modulation access of solvent leading to 

deprotonation of the chromophore) causing an increased brightness with 

calcium binding (clearly exciting the chromophore at the appropriate 475 

nm λex) [107]. In absence of Ca2+, a low fluorescence intensity is observed, 

since the chromophore is in its protonated form resulting in a reduced λex 

absorption. Thus, GCaMP follows the GFP absorption and emission 

spectra (488 and 512 nm, respectively) and its green fluorescence intensity 

increases in presence of Ca2+. The first GCaMP indicators suffered from 

low sensitivity and slow kinetics. In order to improve sensitivity, extensive 

mutagenesis at the interface between cpGFP and CaM has been performed, 
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giving rise to a wide array of GCaMP variants with different sensitivities 

and kinetics (i.e. GCaMP5G, GCaMP6s, GCaMP6m, GCaMP6f, for slow, 

medium and fast, respectively) [114]. Comparison between GCaMP5G and 

GCaMP6 sensors shows that the latter have similar baseline brightness and 

1.1- to 1.6-fold increase in dynamic range. Ultrasensitive GCaMP6 sensors 

vary in kinetics, with the more sensitive ones having slower kinetics. 

GCaMP6s sensor is characterized by relatively slow kinetics (as suggested 

by its name), measured, for a single AP, with a 180 ms 𝜏ON and 550 ms 

𝜏OFF (measured in mouse cortex in vivo, see Table 1) [114]. 

 

 

Moreover, calcium-saturated GCaMP6s is 27% brighter than EGFP [114]. 

Compared to GCaMP5G, GCaMP6f shows two-fold faster rise time and 

Figure 15. GCaMP structure. 

GCaMP crystal structure and its constituents: circularly permuted GFP (cpGFP), 

calmodulin (CaM) and myosin light chain kinase M13 peptide. Illuminated by blue light 

(488 nm) and in presence of low [Ca2+], GCaMP emits low fluorescence. Increase of [Ca2+] 

followed by the Ca2+-binding to the CaM domain induces a conformational change 

resulting in chromophore deprotonation and a brighter green fluorescence emission. Such 

process is reversible.  
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1.7-fold faster decay time. Although it is the fastest genetically-encoded 

Ca2+ indicator, it is not capable of revealing single action potentials [114]. 

 

GCaMP indicators thus represent an ideal tool to image neurons as well as 

synapsis dynamics in vivo with cellular resolution. Moreover, given the 

presence of GFP in their structure, these sensors are characterized by a large 

two-photon cross-section (indicated as 𝜎2P for two-photon absorption, see 

next paragraph) making them suitable for high-resolution in vivo two-

photon calcium imaging. The expression of GCaMP6 indicators at a pan-

neuronal level in animal models, such as zebrafish, allows monitoring 

neuronal activity in the whole brain of the animal with cellular resolution.  

   

1.6.4 Two-photon excitation 

 

Two-photon excitation theory was described, for the first time, by Maria 

Göppert-Mayer in her doctoral dissertation at the beginning of the 

development of quantum mechanics [115]. She hypothesized that two or 

more photons of lesser energy together can cause a molecular excitation 

normally produced by the absorption of a single photon of higher energy. 

This process is named multiphoton or two-photon excitation (TPE) [116]. 

Two-photon microscopy [117] follows the above described theoretical 

prediction: two photons characterized each by half the energy necessary for 

an electronic transition interact with a molecule leading to its excitation in 

a manner equivalent to the absorption of a single photon with energy 

matching directly the transition energy. This event occurs if the two 

Table 1. GCaMP sensors dynamics. 

The table shows the kinetic features of some ultrasensitive genetically-encoded Ca2+ 

sensors. Data from Chen et al., 2013. 



INTRODUCTION  

34 
 

photons interact with the molecule nearly simultaneously (i.e. within ~10-

16 s), resulting in a quadratic dependence of the probability of excitation on 

the light intensity. For this reason, multiphoton processes, such as TPE, are 

often termed ‘nonlinear’ since the probability with which this event occurs 

does not depend linearly on the light intensity, differently from 

conventional one-photon excitation [116]. If the excited molecule is 

fluorescent, regardless of the pathway of excitation (one or two-photon 

absorption), the fluorophore returns to the ground state emitting a single 

photon of fluorescence with an emission spectrum akin to that obtained by 

one-photon excitation. Multiphoton absorption efficiency depends on 

physical properties of the molecule (i.e. two-photon cross-section (𝜎2p), 

that is a conceptual molecular “surface” available for the collision of 

impinging photons, thus representing a quantitative measure of the 

probability of two-photon absorption) and on the spatial and temporal 

distribution of the excitation light [116, 118, 119]. 

 

Since TPE occurs with extremely small probabilities, a high intensity is 

required to induce detectable two-photon excitation fluorescence. The 

intensity (I) is the number of photons passing through a unit area per unit 

time (photons∙cm-2∙s-1), while power is energy per second (1W = 1 J∙s-1). 

Figure 16. Two-photon action cross-sections. 

Two-photon action spectra of five fluorescent proteins: cyan fluorescent protein (CFP, 

cyan trace), enhanced GFP (eGFP, green trace), yellow fluorescent protein (YFP, yellow 

trace), Discosoma Red (dsRed, red trace), wild-type GFP (wtGFP, black trace). Figure 

modified from Zipfel et al., 2003. 
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Since the intensity depends on the area, it is greater at the focal plane (due 

to the focusing of the laser beam by a high numerical aperture microscope 

objective), whereas the total power is the same everywhere along the beam. 

Conversely, away from the focal plane TPE probability rapidly decreases 

and no detectable fluorescence is emitted. To achieve high temporal photon 

density and thus to further increase the probability that two photons will 

simultaneously interact with a molecule, a mode-locked pulsed laser is 

employed. The most common pulsed laser adopted in two-photon 

fluorescence microscopy (TPFM) is the titanium sapphire (Ti:S) laser. It 

produces ~80 million high peak power (from 0.5 to 1.5 W) pulses per 

second, each one with ~100 femtosecond duration, at a repetition rate of 

~80 MHz [116, 118]. Ti:S laser is a tunable laser with a large spectral range 

emitting pulses in the near-IR wavelength range (~700 to 1100 nm). Since 

pulsed lasers emit ultrashort pulses of high peak intensity rather than a 

continuous wave, this contributes to keep in the sample the average power 

relatively low thus avoiding sample overheating and limiting cytotoxicity.  

Spatial photon density is 

maximized in the sample 

by using a high 

numerical aperture (NA) 

objective, which focuses 

the laser beam to a focal 

spot (typically about 

0.17 µm lateral radius 

and 0.45 µm axial radius, 

Figure 17) thus 

restricting the photons 

absorption (and so the 

sample excitation) to a 

very small volume (0.1 

fL) in the focal plane 

(Figure 18). 

 

 

z 
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Consequently, the photon density in out-of-focus planes drops off 

dramatically, resulting ina drastic reduction of photobleaching (permanent 

loss of fluorescence due to photon-induced chemical damage) and 

photodamagecompared to confocal microscopy. Another important 

advantage of two-photon excitation regards tissue penetration. In fact, one-

photon excitation beam intensity dramatically decreases from the surface 

to the depth of a scattering tissue. This problem is much reduced with 

multiphoton microscopy, since the IR light used for excitation is scattered 

less efficiently by the tissue, allowing deeper imaging (several hundred 

microns depth up to one millimeter) [118, 120], minimizing the degradation 

of the excitation beam and keeping a high excitation efficiency (Figure 18) 

[118]. Zebrafish larvae, due to their optical transparency, allow deep 

volumetric imaging overcoming all limitations related to scattering tissues. 

Since two-photon microscopy excites a single spot, imaging requires raster 

scanning of the sample, which is obtained by moving the focal spot along 

the x-y-z axes, allowing 3D resolution and optical sectioning of the sample 

without the need of a spatial filter (i.e. the confocal pinhole) and 

eliminating image degradation due to scattering. Indeed, fluorescence 

emission in scattering tissues produces both ballistic (i.e. a photon not 

affected by scattering phenomena thus following its original direction of 

propagation) and non-ballistic (i.e. a photon whose direction of propagation 

is deviated because of scattering) photons. In confocal microscopy, the 

pinhole rejects non-ballistic photons resulting in a drop of fluorescence 

signal. Conversely, in multiphoton microscopy fluorescence is exclusively 

excited in the objective focal volume and so all photons emitted and 

collected derive from the excitation plane, resulting in intrinsic optical 

Figure 17. Schematic Ti:S laser pulse and two-photon point spread function. 

Left panel: pulse train (12 ns apart each other) from a Ti:S mode-locked laser at 80 MHz. 

The panel shows the 100 fs duration of each pulse and the corresponding bandwidth. Right 

panel: axial (top) and lateral (bottom) view of the two-photon illumination point spread 

function (IPSF2). By approximating the IPSF2 as a three-dimensional Gaussian volume, 

the focal spot assumes the following dimensions: 0.451 µm of axial radius (z) and 0.175 

µm of lateral radius (xy). Figure modified from Zipfel et al., 2003. 
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sectioning. (Figure 18). For this reason, the use of the pinhole is not 

necessary, but rather a high NA objective is employed, collecting all 

fluorescence photons regardless of their ballistic or non-ballistic 

trajectories. Another advantage is that generally the two-photon absorption 

spectrum is larger than one-photon absorption one, thus allowing excitation 

of different fluorophores with the same laser avoiding chromatic 

aberrations and facilitating multicolor imaging [116].  

 

 

 

 

 

 

 

 

 

 

Figure 18. One- vs. two-

photon excitation. 

Upper panels: Jablonski 

diagram showing linear (left) 

and nonlinear (right) 

fluorescence excitation and 

emission. In one-photon 

excitation, the absorption of a 

short wavelength photon with 

high energy promotes the 

transition of the molecule to the 

excited state which then decays 

to one of the vibrational levels 

of the ground state resulting in 

a long wavelength fluorescence 

photon emission. In two-

photon excitation, two photons 

having half of the energy (and, 

thus, double the wavelength 

compared to the single photon) 

induce the same excitation in 

the molecule, leading to the 

emission of a fluorescence 

photo 

 

photon. 488 nm cw laser (bottom left) and 960 nm pulsed laser (bottom right) focused 

into a quartz cuvette containing a dilute solution of fluorescein. In single-photon 

microscopy the excitation of out-of-focus planes generates an entire cone of 

fluorescence light (left) since single-photon absorption occurs within the entire 

focused beam. In contrast, two-photon absorption is restricted to the objective focal 

volume thus restricting the excitation to a small focal spot (right) avoiding multiphoton 

absorption away from the focus. Figure adapted from S. Ruzin and H. Aaron, UC 

Beckeley. 
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1.6.5 Laser ablation 

 

Two-photon absorption can be also employed in targeted laser ablation 

experiments. Nonlinear absorption of femtosecond IR pulses focused 

through a high numerical aperture objective to a specific target can lead to 

a localized damage in living organism cells or tissues [121, 122]. Since the 

laser is focused into a small focal volume, this increases the probability of 

simultaneous multiphoton absorption resulting, at sufficiently high power, 

in a plasma formation (an ionized gas) in the focal volume [123]. Plasma 

formation is achieved following two steps: at first, molecule-bound 

electrons are released from their molecular orbitals and interact with the 

electric field of the laser pulse. The free electrons cause an impact 

ionization cascade in which an electron absorbs photons while colliding 

with molecules [123, 124]. These absorption events repeat until the free 

electrons achieve sufficiently high kinetic energy to ionize another 

molecule by impact ionization. As a consequence, micron-size plasma 

bubbles appear [123, 124]. The end of the laser pulse is followed by 

recombination of the free electrons with the ionized molecules at the focus 

(dynamics of 10-15 s), resulting in a strong increase of pressure within the 

excitation volume and leading to cavitation bubble formation and damage 

of the ablated region. Thus, the bubble is associated to the ablation site 

[124]. This technique found several applications in biology including laser-

mediated ablation of cellular components (for example axons, micro-

vessels), but it is also a powerful tool for the investigation of the neuronal 

circuits involved in response to specific stimuli and information processing. 

This was possible by combining laser-ablation methods with labelling of 

specific neurons, for example by loading specific dyes [125], or by the 

expression of GFP [55] or genetically-encoded fluorescence Ca2+ 

indicators [3]. The variation of the fluorescence intensity is very useful for 

monitoring the irradiation procedure in time and to localize the irradiated 

structure if long-term observations are performed. Moreover, the 

possibility to vary the position and the intensity of the laser beam with high 

precision together with laser penetration depth, allows site-specific and 

controlled irradiation. Several works report the application of this tool in 
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zebrafish to dissect neuronal circuits correlated with specific visually-

driven behaviors. Among these, neuronal circuits responsible for escape 

behaviors and visually-evoked basic swim patterns emerged by the ablation 

of specific hindbrain neuron clusters [66, 125], whereas ablation of retino-

tectal neurons highlighted their involvement in prey-capture execution [55, 

71]. Laser-induced ablation is a destructive approach (restricted to the 

irradiated targets) and the transparency of larval zebrafish allows to apply 

this method with high efficiency also selecting as target neurons localized 

deep in the brain, taking advantage of two-photon absorption 

characteristics. Moreover, given the small size of the brain and a lower 

number of neurons, zebrafish is a good candidate to investigate the 

neuronal connectivity patterns acting to generate specific behaviors and 

within this context laser-ablation methods find numerous applications. 
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2. THESIS OBJECTIVES

The capability to discriminate colors is ubiquitous in nature and the visual 

system, in all species, has evolved to collect spectral information from the 

natural environment, which are crucial for behaviors and survival. Eye’s 

photoreceptors are tuned to absorb selective wavelengths and their 

sensitivity is related to the spectral stimuli that the animals encounter in 

their natural habitat. This led to the diversity of color vision across species 

(i.e trichromacy and tetrachromacy) characterized by different types of 

specialized photoreceptors, among other retinal cells whose distribution 

vary both functionally and spatially. Chromatic signals thus trigger a 

signaling cascade from photoreceptors to the several retinal layers (where 

visual information is processed at different levels) and beyond. The 

importance of vision in zebrafish larvae is demonstrated by the rapid 

development of their visual system, their anatomical size (both in regards 

to the eyes themselves and to the brain areas dedicated to processing the 

signals coming from them), as well as the metabolic cost sustained already 

at the larval stage for the development and functioning of this system. 

Indeed, the relative volume of the total larval body is dominated by the eyes 

(this imbalance disappears in the adults) which contain half of the CNS 

neurons, resulting in a high dependence on this system to carry out most 

larval behavioral requirements. The functional and spatial anisotropy of the 

larval retina is fundamental to match the chromatic asymmetry of their 

natural environment underlying some spectrally-dependent larval 

behaviors. The retina anisotropy is determined by the different anatomical 

distribution of cones and rods photoreceptors across the eye, leading to the 

construction of a visual representation of the outside world mapped with 

the different wavelengths encountered along the water column [29]. Color 

vision has been investigated at various levels in zebrafish both by 

recordings of activity at cellular and synaptic level in the larval retina [29, 

48, 60] and by performing behavioral tests based on measurements of 

color-driven behavioral choices in adults [126-130] and larvae [27, 68]. 

However, how spectral information spreads beyond the eye across the CNS 
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has not yet been investigated and this is the aim of my PhD project. This 

work investigated and mapped the anatomical distribution and spectral 

tuning of visually-evoked responses in the brain and part of the spinal cord 

of zebrafish larvae at two different stages of development (3 and 5 dpf) 

during visual stimulation with four spectrally-distinct stimuli with 

wavelengths matching the absorption peaks of the four zebrafish retina 

cones. We studied how the spectral information flow is conveyed and 

further processed beyond the first visual synapses (receiving inputs directly 

from the retina), and how these visual inputs spread across the CNS and the 

downstream areas involving also regions responsible for encoding motor 

events (i.e. the hindbrain and the spinal cord). We performed two-photon 

imaging and recorded neuronal activity in vivo in transgenic larvae 

expressing at the pan-neuronal level the nuclear-localized calcium indicator 

H2B-GCaMP6s. We pointed out preferred wavelength responses 

throughout the whole-brain volume of the larva and the spinal cord 

segments analyzed, providing anatomical and spectral maps with single-

cell resolution. For this aim, the use of zebrafish larvae represents a 

fundamental model in the field of neuroscience, allowing in vivo 

volumetric imaging (due to the optical accessibility of the transparent larva) 

and single-cell measurements of activity (labelling whole neurons or 

specific clusters with Ca2+ fluorescent indicators) with the possibility to 

simultaneously apply different types of visual stimuli (among other 

sensorial stimuli) and monitor neuronal responses in the whole CNS. From 

the results obtained in this work, the presence of spectrally-distinct 

neuronal responses whose distribution is extended outside the main 

retinorecipient areas up to the spinal cord is revealed. The existence of 

wavelength-selective neurons in brain areas not directly involved in 

processing visual information (and not receiving retinal axon projections 

directly) is strongly related to the presence of circuits involved in color-

driven behaviors. Moreover, a certain level of integration among multiple 

spectral stimuli has been demonstrated (as expected, more evidently in 

larvae at 5 dpf); whereas an inhibitory effect of light, specifically UV 

radiation, on certain anatomical structures (i.e. the pineal region) has been 

observed both in 3 and 5 dpf larvae. This work is the first investigation of 
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spectrally-tuned responses outside the retina, until now not described, 

providing spectral and anatomical maps of neurons involved in color-

driven responses in the larva CNS and spinal cord. 
My next goal was to set up laser-irradiation methods to induce a reversible 

inactivation of selectively irradiated neurons, without collateral damage to 

nearby neurons.  We applied this technique to wavelength-responsive tectal 

neurons and observed that the perturbation lasted just few minutes, during 

which the cell stopped responding to spectral stimuli, followed by a 

recovery of both fluorescence and neuronal activity to initial conditions. 

Increasing the power of irradiation and taking advantage of GCaMP 

spectral properties, we also performed experiments to optically highlight 

the projections of some neurons in tectal neuropil inducing, in this case, an 

irreversible fluorescence increase. The effect of the irradiation procedure 

allowed us to reconstruct in 3D the axons projections of the tectal neurons 

in the neuropil otherwise not resolvable during two-photon scanning 

imaging. Both temporary and irreversible inactivation represent optimal 

tools for the study of local connectivity, applicable to the investigation of 

the networks underlying spectrally-evoked responses we mapped across 

the CNS.   

In conclusion, this work provides single-cell resolution anatomical 

mapping of the distribution of spectral information across the larval CNS 

and spinal cord. We investigated the effect of colors beyond the retina and 

obtained a detailed characterization and anatomical localization of spectral 

responses to one or multiple spectral stimuli. We then implemented new 

optical tools to induce temporary loss of function of tectal neurons 

responding to visual stimuli and optical highlighting methods to trace their 

projections in the tectal neuropil lending this tool to the study of local 

connectivity.  
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3. METHODS 
 

3.1 Zebrafish husbandry 
 

To raise and breed zebrafish in the laboratory we use the aquaria system Z-

Hub Mini System (Pentair, Florida, USA, Figure 19). It consists of a shelf 

with three rows of individual tanks of different volumes (1.5, 3, 10 L) with 

a maximum density of 3-5 fish/L (the low density is necessary to keep the 

water clean). Each tank presents an overflow tip on the back side equipped 

with grids of different diameters to prevent fish escaping and, on the upper 

side, a lid with a small hole (≤ 1 cm in diameter) to allow feeding and water 

supply. The system is provided with a pump for water recycle and filtration 

through biological and mechanical filters. In detail, tap water is carried 

through a mechanical 50 µm filter and a carbon filter to remove possible 

contaminants and chloride and then through a reverse osmosis system to 

desalt the water and reach a conductivity of about 20 µS and a pH of 7.5 

and it is collected into a reservoir. Water enters into each tank through a 

series of outlets connected to a silicon tube (to adjust the water flow rate 

going inside them) and it is drained on the shelf through the overflow tip 

from where it is brought back by gravity into the filter system. A first coarse 

filter consists of a pad that blocks food debris (Figure 19A). Then the water 

is filtered through biological filters (BF150A, Sweetwater SW X Bio-

Media, Pentair, Florida, USA; Figure 19B) which provide a large surface 

area for aerobic nitrifying bacteria thus degrading ammonium compounds 

produced by fish metabolism to nitrite and finally nontoxic nitrate. 

Normally 10% of the water is exchanged daily with fresh water allowing 

to keep the nitrate at a tolerable level (≤200 mg/L). In addition to biological 

filters, the system is equipped with mechanical filters: a 50 µm filter and 

an activated carbon one to remove small debris and particulate, and 

possible organic contaminants and heavy metals, respectively (Figure 

19E,F). The system is also provided with an UV lamp in order to sterilize 

the water with UV radiation before redistribution to the tanks, thus reducing 

microbial and algal growth and diseases transmission (Figure 19D), and 
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with a 300 W heater to ensure the optimal water temperature at around 

28°C (Figure 19C). The water quality parameters are constantly controlled 

since they are important to guarantee fish health and fecundity. Indeed, to 

maintain pH and conductivity values constant, on the side of the shelf are 

located two 5L containers with the following solutions: 8 g/L NaHCO3 and 

25 g/L Instant Ocean (mix of aquaria salts; Figure 19I). Water parameters 

are monitored by a control unit which activates peristaltic pumps that pump 

the solutions into the system if a pH and/or conductivity lowering occurs 

(pH < 7 and conductivity < 240 µS). To raise zebrafish according to their 

natural day/night cycle (14/10 h light/dark), LEDs have been installed 

above each row and controlled by a timer (Figure 19H). This artificial 

illumination reproduces the sunrise and the sunset with gradual intensity 

ramps, avoiding a sudden light switching on and off. We set the dawn at 

9.00 and the sunset at 23.00. Zebrafish feeding consists of both live and dry 

food to keep them in good breeding conditions. We use Artemia nauplia, 

as live food, and dry food flakes of different kinds and grades (based on the 

fish age and the different nutrition values). Artemia were bought as cysts 

(Blue line, Macerata, Italy) and, after a chemical procedure of 

decapsulation to remove their outer shell, the embryos surrounded only by 

the chorionic membrane were stored in hypersaline (10% NaCl) at 4 °C. 

For hatching, artemia are placed in salt water (25 g/L NaCl, pH 9.0) at 28°C 

with constant illumination and aeration for 48h. Given the small size of 

zebrafish larvae and juvenile fish, they are feed with dry food (the smallest 

grade; Artemia grains grade 12, Blue line, Macerata, Italy) from 6 to 14 dpf 

and then the dry food is replaced with the Artemia nauplii freshly hatched, 

providing a high nutritional supply and encouraging pray capture. Adult 

zebrafish were maintained for breeding at 28°C on a 14/10 hr light/dark 

cycle according to standard procedure [131]. Embryos and larvae were 

raised at 28°C up to 5 days post fertilization (dpf) in 40 ml fish water (150 

mg/L Instant Ocean, 6.9 mg/L NaH2PO4, 12.5 mg/L Na2HPO4, and 1 mg/L 

methylene blue, pH 7.2) in 9 cm diameter Petri dish. 

All experiments were carried in accordance to European and Italian law on 

animal experimentation (D.L. 4 March 2014, n.26), under authorization n. 

407/2015-PR from the Italian Ministry of Health. 
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3.2 Zebrafish larvae preparation 
 

We employed 3 and 5 dpf Tg(elavl3:H2B-GCaMP6s) zebrafish larvae 

(ZFIN line fi2Tg [132]) with pan-neuronal expression of the nuclear-

localized calcium indicator GCaMP6s (Figure 21A) [133, 134]. The 

transgene for GCaMP6s expression was carried in a heterozygote albino 

(slc45a2b4) background. Incross of adults allowed selection of larvae 

positive for GCaMP and homozygote albino for use in the measurements, 

so to completely avoid the presence of skin pigments. In order to select the 

larvae positive for the transgene, a fluorescence-based screening was 

performed. For this aim we used a stereomicroscope (Stemi 508, Carl Zeiss, 

Oberkochen, Germany) and a 470 nm blue LED (M470L3, Thorlabs, 

Dachau, Germany) for GCaMP excitation equipped with a specific filter 

(FF01-469/35, Semrock, Rohnert Park, California, USA). A pair of green 

filters (FF01-520/35, Semrock, Rohnert Park, California, USA) were 

mounted into the microscope eyepieces in order to detect GCaMP emission 

wavelength and at the same time block the excitation one, so that we were 

able to select only the homozygote albino larvae expressing the GCaMP 

Figure 19. Z-Hub Mini 

System. 

System used to raise and 

breed zebrafish in the 

laboratory. The figure shows 

the following components: 

sump with pad filter (A) and   

compartment for nitrifying 

bacteria (B); heater and air 

pump (C); UV sterilizer (D); 

50 µm filter (E); carbon filter 

(F); pH and conductivity 

sensors (G); illumination (H); 

5L containers with pH and 

conductivity solutions (I). 
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indicator in the whole CNS. Regarding the mounting procedure, each larva 

was transferred into a reaction tube 

containing low gelling temperature agarose 

(A9414, Sigma-Aldrich, Saint Louis, 

Missouri, USA; 1.5% w/v in fish water) at 

38°C, and then quickly drawn into a glass 

capillary tube (O.D. 1.5 mm, I.D. 0.86 mm, 

length 10 cm, B150-86-10, Sutter 

Instrument, Novato, California, USA) 

using a pipette (Figure 20). After gel 

polymerization, the larva was extruded 

from the capillary and positioned dorsally 

(with the dorsal side oriented toward the 

microscope objective) on a microscope 

slide (76x26x1 mm, Marienfeld, Lauda-

Königshofen, Germany) by appropriate 

rotation of the extruded agarose cylinder 

(Figure 20). The cylinder was then covered

with a small drop of melted agarose. To 

minimize movement artifacts, the larva 

was paralyzed with 4 mM d-tubocurarine 

(T2379, Sigma-Aldrich, Saint Louis, 

Missouri, USA) dissolved in fish water (10 

min pre-incubation before measurements 

followed by washing with fish water). 

Experiments were performed at room 

temperature. 

Figure 20. Schematic sample 

mounting procedure.  

The larva is transferred inside the 

glass capillary cylinder (outside 

diameter 1.5 mm, length 10 cm) 

embedded in 1.5% low gelling 

temperature agarose (left figure). 

After gel polymerization it is 

extruded from the tube and 

positioned on a microscope slide 

with the dorsal side up embedded in 

a drop of melted agarose (right 

figure).  
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3.3 Two-photon calcium imaging and visual 

stimulation 
 

Imaging during visual stimulation was performed with two-photon 

microscope (Bergamo II Series, Thorlabs, Dachau, Germany;) equipped 

with a Ti-Sa laser (Chameleon Ultra II, Coherent, Santa Clara, California, 

USA) with 140 fs pulse duration and 80 MHz repetition rate, tuned to 920 

nm for GCaMP 2P excitation. The raster scanning was obtained by a couple 

of galvo-resonant mirrors (LSK-GR12(/M) 12 kHz): a resonant scan mirror 

(resonance frequency 12 kHz) deflecting the IR laser beam along the X-

axis and a galvanometric mirror performing the slower Y-scan, thus 

enabling a high-speed scan across the larval brain. A 20x/0.95 NA water 

immersion objective (Olympus, Tokyo, Japan) was mounted on a 

piezoelectric motor for fine axial adjustments along the z-axis. GCaMP 

green fluorescence emitted by the sample was detected using PMT (PMT 

2100, Thorlabs) and band-pass filtered using a 520/35 nm filter (FF01-

520/35, Semrock, Rohnert Park, California, USA). Imaging was performed 

with a field of view (FOV) of 920x720 µm2 and a resolution of 0.9 µm/px. 

A mosaic acquisition was implemented to cover the whole larval 

encephalon and about one quarter of the spinal cord: this required 

acquisition of two adjacent FOVs, shifted by about 700 µm along the larva 

longitudinal axis. To obtain a full 3D acquisition of the CNS volume of 

interest, z-scans were performed on each of the two FOVs. The range of 

the z-scan, sampled with 5 µm steps, was adjusted based on the depth of 

the CNS area to be imaged (270 µm for the encephalon and about 120 µm 

for the spinal cord). The total scanned area was 1500x720 µm2 and variable 

depth as specified above. For visual stimulation, we used four LEDs 

(M365L2, M420L3, M470L3 and M590L3, Thorlabs, Dachau, Germany) 

with emission spectra centered on the absorption peaks of zebrafish cones 

(Figure 21B, C). The LEDs are indicated as L1, L2, L3 and L4 in Figure 21B. 

L2, L3 and L4 were equipped, respectively, with band-pass filters FF01-

420/10, FF01-469/35 and FF01-600/14 (Semrock, Rohnert Park, 

California, USA) to restrict the relatively broad spectrum of LED emission 

to a narrow band for selective cone excitation (corresponding to the 
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absorption peaks at 362, 415, 480, and 570 nm of UV, S, M, and L cones, 

respectively) [23, 25-27]. The LED sources were mounted on the stage of 

the microscope and coupled into one optical path with three dichroic 

mirrors (FF376-Di01, Semrock, Rohnert Park, California, USA; 

DMLP425R, and DMLP567R, Thorlabs, Dachau, Germany, respectively 

DM1, DM2 and DM3 in Figure 21B) so that all stimuli were presented to 

the larva from the same direction. The intensity of the four LEDs was 

measured and adjusted at 1 mW/cm2 (using power meter PM100D, 

Thorlabs, Dachau, Germany). LED flashes (100 ms duration) were 

presented to the larva in a sequence of 12 regularly paced stimuli (12.5 s 

apart from each other, see Figure 21D) and synchronized with the 

microscope acquisition program (ThorImageLS) using a NI USB-6002 

(National Instrument, Austin, Texas, USA) controlled by a custom software 

written in LabView. Based on the dynamics of the GCaMP6s indicator, we 

observed that the response of activated neurons typically consisted of a 

fluorescence spike fully returning to the baseline levels in about 12 s after 

the stimulus. Therefore, we spaced visual stimuli by 12.5 s from each other. 

Sampling the four stimuli of interest thus required 50 s for each repetition 

and we performed a set of three repetitions to ensure a reliable regression 

analysis (see paragraph 3.5). Each acquisition was controlled by a custom 

script written in ThorImageLS and performed in "streaming mode" (i.e. at 

the maximum sampling velocity allowed by our chosen FOV size and 

resolution), so that each scan of the FOV required 420 ms and the complete 

set of stimuli and fluorescence imaging on each plane required 176 s (i.e. 

418 frames), comprising an initial resting time of 20 s before visual 

stimulation was performed. Moreover, the ThorImageLS script controlled 

piezo iterations through the volume of the sample (Δz = 5 µm) and it 

depended on an external trigger from the NI USB-6002 for starting each 

acquisition so to synchronize the phase of visual stimuli with the image 

acquisition. The CNS 3D acquisition we performed consisted of about 54 

planes for the encephalon and 25 for the spinal cord, so that the whole 

experimental recording required about 3h 40m. 
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We did not turn off the PMT during stimulus presentation (and so we did 

not temporally separate visual stimulation from recording during two-

photon scan pattern). Two emission filters in series (FF01-520/35, 

Semrock, Rohnert Park, California, USA) were placed in the detection 

pathway resulting in a drastic reduction of stimuli bleed-through. Figure 22 

shows residual stimulus detection visible especially for the shorter 

wavelengths. During analysis the frames acquired during the application of 

the stimulus were removed. Figure 22 demonstrates total suppression of 

any possible light artifact from our analysis. The delayed and fairly slow 

onset of GCaMP6s response insures that the elimination of the frames with 

the stimuli does not affect at all the detection of neuronal response. 

 

Figure 21. Experimental setup and visual stimulation protocol.  

(A) H2B-GCaMP6s fluorescence maximum intensity projection of the CNS of a 5 dpf 

larva. Scale bar: 200 µm. (B) Schematic of two-photon microscope used for imaging 

zebrafish larva brain combined with visual stimulation. The larva is mounted on the 

microscope slide with the dorsal side up embedded in agarose. Stimuli are presented 

dorso-frontally using LEDs with four different wavelengths. Abbreviations: GM: 

Galvanometric mirror; FF: Fluorescence filter; DM: Dichroic mirrors; Obj: Olympus 20x, 

0.95NA, water immersion; L1, L2, L3, L4 are the LEDs used for visual stimulation. (C) 

Normalized absorption spectra of zebrafish cones (solid lines; modified from Guggiana-

Nilo and Engert, 2016) overlapped with the LEDs emission spectra (dashed lines) used 

for visual stimulation. (D) Protocol of visual stimulation. 
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3.4 Automatic neuron segmentation and calcium 

dynamics analysis 

For each plane (sampled for 176 s during visual stimulation) a maximum 

intensity projection (MIP) was produced to obtain the highest contrast for 

the nuclear-localized calcium indicator (Figure 23A, C). Automatic 

segmentation was performed on the MIP image with a Matlab routine 

adapted from Kawashima et al. [135]). This analysis produces a 

segmentation image that is an overlay of the MIP with the identified 

neurons highlighted with individual colors (Figure 23B, D). Consistently 

with the size of each neuron at the magnification of our imaging, segmented 

A B 

Figure 22. Suppression of light artefacts. 

(A) GCaMP time fluorescence raw intensity data measured from PMT in ROI 

selected for the example without removal of the frames where the stimuli appear 

(top panel). Stimulus time points are indicated in their respective colors above 

the trace. The L1, L2 and L3 light flashes are clearly visible as signal spikes in 

the trace (with decreasing amplitude for increasing wavelengths from L1 to L3), 

due to bleed-through of the LED light in the detection pathway; the L4 stimulus 

(red) is not detected, being entirely filtered out by the fluorescence filters placed 

in front of the PMT.  Bottom panel shows the same trace after elimination of the 

frames with the stimuli. (B) Corresponding ∆𝐹/𝐹0 traces obtained by applying 

Matlab msbackadj and smooth method (see paragraph 3.4). The top trace is 

shown only to display what the effect would be on the ∆𝐹/𝐹0 traces if stimulus

frame were not removed. The bottom trace is an example of the type of data 

analyzed throughout our work.  
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neurons were represented as a cluster of 13 pixels in a pattern 1,3,5,3,1 

(Figure 23E). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 23. Automatic neuron segmentation. 

(A) GCaMP fluorescence MIP of a selected plane of a 5 dpf Tg(elavl3:GCaMP6s-

H2B) zebrafish larva viewed dorsally and corresponding segmentation image (B) 

obtained by applying the Matlab script for automatic cell detection adapted from 

Kawashima et al., 2014. Each identified cell is labeled with an arbitrary color. Scale 

bar: 100 µm. (C) Magnified view of an optic tectum area (highlighted by the orange 

da 
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The fluorescence intensity integrated in the 13-pixel cluster attributed to 

each cell (F(t), Figure 24A) was processed through the 176 s of recording 

for each plane to obtain the ΔF/F0 normalized traces, as follows. A running 

average (window size 21 s, step size 0.84 s) was calculated on the F(t) trace 

using Matlab msbackadj to obtain a baseline (shown in red in Figure 24A) 

that was used as a measurement of F0 in the calculation of 

ΔF 𝐹0 = (𝐹(𝑡) − 𝐹0)/𝐹0⁄ .

Each ΔF/F0 trace was then smoothed by applying Matlab smooth function 

(window size 2.1 s). The resulting trace is shown in Figure 24B. 

3.5 Responsive neurons identification 

Identification of neurons responding selectively to the visual stimuli was 

based on linear regression analysis on individual ΔF/F0 recordings. 

Analysis was performed using a custom Matlab script written following the 

method described by Miri et al. [136] to measure the degree of 

responsiveness of each neuron to each stimulus. The time-dependent 

sequence of the controlled stimuli (Figure 21D) was convolved with the 

calcium impulse response function, modeled in our system with an 

exponential rise time 1.5 s and decay time 2.1 s (Figure 24C); these values 

were found empirically to best match the typical time course of the 

observed GCaMP6s fluorescence peaks associated with the visual stimuli. 

Time separation between adjacent stimuli ensured orthogonality of the four 

vectors describing the time trajectory of each spectrally-distinct stimulus. 

These vectors are the columns of the matrix G subsequently used for 

regression analysis: a four-element vector β was obtained by linear 

regression 𝛽̂ = 𝐺𝑇(∆𝐹 𝐹0)⁄  with each element representing the regression

coefficient for each stimulus in the neuron under analysis. From these 

coefficients, a T-score was calculated as follows: 

dashed square in A) displaying cellular resolution of imaging. (D) Enlarged view of B 

displaying segmented neurons. (E) Fluorescence intensity levels of a single neuron 

represented by a cluster of pixels (top panel) and overlay with the 13-pixels cluster 

resulting from segmentation analysis (bottom panel). 
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𝑇𝑖 =
𝛽𝑖

√ 𝜀2

𝑛 − 3

 

 

With 𝜀̂ = (∆𝐹 𝐹0) − 𝐺̂⁄ 𝛽 (which represents the residuals between 

regressed and measured data), βi with i = 1,2,3,4 for L1, L2, L3 and L4 

stimulus respectively, and n = 418 time samples of the recording. Figure 

24D shows an example of a ΔF/F0 trace with the corresponding T-values 

extracted with this analysis for each stimulus and the resulting fitted trace 

based on the measured β values, demonstrating the effectiveness of the 

regression analysis.  

 

Figure 24. Regression-based identification of responsive neurons. 

(A) Fluorescence intensity F(t) measured in the 13-pixel cluster attributed to a cell 

selected as an example (F0 is shown with the red line). Stimulus time points are shown 

at the top. (B) ΔF/F0 trace. (C) Visual stimuli normalized regressors obtained by 

convolution of the time-dependent sequence of stimuli with the calcium impulse 

response function. Each stimulus type produces a regression vector (shown with its 

color-code in the panel). (D) Fitted regression data (colored trace) and corresponding T 

values. 
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Once a set of T values (one for each stimulus wavelength) was attributed 

to each segmented neuron, we wanted to automatically and reliably select 

neurons displaying a specific spectrally-selective response. For this 

purpose, a T threshold (TTh) specific for each stimulus was chosen so that 

the percentage of false positives (false discovery rate, FDR) would be 1%. 

To select the TTh value fulfilling this requirement for each stimulus, we 

compared the normalized T distributions measured for each wavelength in 

the stimulated experiment with that of a control acquired in the absence of 

visual stimulation (see results section). Since the regression analysis 

calculates each T for the different stimuli based on the specific timing of 

the spectrally-distinct flashes used in the experiment, we submitted the 

control recording to the same analysis but producing all possible 

permutations of the T values measured, given that no specific color 

sequence would be preferable to any other. Thus, the control distribution 

has been made symmetric in all 4-wavelength dimensions. The presence of 

a subset of spectrally-distinct responsive neurons outside the false positive 

neurons derived from the control distribution allows setting a threshold and 

calculating the corresponding FDR as: 

𝐹𝐷𝑅(𝑇𝑡ℎ) = ∫
𝑃𝐶𝑇𝑅(𝑇) 𝑑𝑇

𝑃𝐸𝑋𝑃(𝑇) 𝑑𝑇

+∞

𝑇𝑡ℎ

We selected TTh values for each stimulus so that FDR = 0.01. 

In addition to the T threshold, we implemented a peak analysis in order to 

select only those neurons responsive above the T threshold whose response 

is peaked at each stimulus repetition (i.e. 3 peaks for each stimulus). For 

this analysis we used Matlab findpeaks with a minimum prominence of 0.3 

and applied it to the ΔF/F0 traces renormalizing each to its maximum level. 

As illustrated in detail in result section, peak analysis together with T score 

analysis provides a very strong selection of stimulated against spontaneous 

activity. 

3.6 Barcode for identification of multiple stimuli 

responses 

For the identification of the neurons responsive to multiple stimuli, a "T 

barcode" has been implemented. In the text this parameter will be termed 



METHODS 
 

57 
 

"Tbar". At first, the T threshold specific for each of the four stimuli and 

peak analysis (see paragraph above) were applied to all data. The Tbar was 

then calculated for the selected neurons as follow: 

Tbar = 8*L1 + 4*L2 + 2*L3 + 1*L4 

where L1, L2, L3 and L4 indicate the responses to the four stimuli, taking 

value of 1 if the neuron has a T value above the threshold for that stimulus 

and 0 otherwise. 

In this way each responsive neuron takes one of 15 possible values, 

indicating its unique response to one stimulus or to a specific combination 

of stimuli. 

 

 

3.7 Image registration 

 
Two-photon calcium imaging data (Figure 25A) have been registered with 

a zebrafish reference brain (a 6 dpf Tg(elavl3:GCaMP5G) zebrafish larva, 

Figure 25B) following the registration procedure described in Randlett et 

al. [137]. For each sample MIPs z-stacks were produced, oriented and 

scaled as the template brain (a 276 µm stack sampled with 2 µm z-step) 

and finally converted to 16-bit nrrd format. The reference brain was 

oriented dorso-ventrally to match our data thus facilitating the registration 

procedure. Nonrigid image registration was performed using the software 

CMTK (Computational Morphometry Toolkit, 

https://www.nitrc.org/projects/cmtk) and the munger wrapper for CMTK 

with the following command string: -a -w -r 01 -X52 -C8 -G80 -R3 -A "--

accuracy 0.4" -W "--accuracy 1.6" -s “template/templatename_01.nrrd” 

“images” [137-139]. 

Where the munger command line options mean: 

-a run affine transform 

-w run warp transform 

-r run reformat on these channel (we work on a single channel so we use 

01) 

-X [exploration] 

-C [coarsest] 

-G [grid-spacing] 

-R [refine] 

-A [options] additional options for affine transformation 

-W [options] additional options for warp transformation 
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-s reference brain 

"images" directory containing the image stacks to be registered 

Figure 25C shows an example of our data after the registration procedure. 

Anatomical localization of responsive neurons has been obtained 

reformatting the cell label z-stacks (mapped throughout the brain volume 

of each sample and progressively numbered) by applying the 

transformation parameters obtained from the registration (Figure 25D). The 

cell label stacks were produced by a script written in Matlab which 

enumerates, for each plane, all segmented neurons. To apply a progressive 

numeration across the volumes sampled (about 60 planes with 5 µm z-step) 

we implemented a custom script written in Matlab and saved the resulting 

stacks into a 32bit nrrd format file since the total number of neurons 

identified in the imaging volume exceeds the 16bit number range (i.e. 

65536). CMTK reformatx has been performed on 32bit cell label z-stacks 

(scaled as the template) using the partial volume interpolation options (--

pv) with the following command string: 

reformatx --pv –o reformattedimage.nrrd --floating [floating image] 

[template image] [transformation parameters file] 

We next localized and quantified the responsive neurons (i.e. neurons 

responding to one stimulus and to all possible combinations of stimuli, 

Figure 25D colored dots) across the different brain regions using the 

available file “MaskDatabase.mat” containing all regional brain mask 

definitions and outlines [137]. 

  

Figure 25. Registration procedure. 

(A) H2B-GCaMP maximum intensity projection of a plane recorded in our measurements 

used as floating image in the registration procedure.  (B) Reference brain of the same plane 
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3.8 Selection of stimulus intensity 
 

To verify if spectral responses are affected by the stimulus intensities, we 

performed some acquisitions by setting each LED to the following 

intensities: 1 mW/cm2, 0.5 mW/cm2, 0.1 mW/cm2. LEDs voltage was 

controlled in NI-MAX in order to set the same intensities for the four 

stimuli. Acquisitions have been performed on 20 planes sampled with 10 

µm z-step and, for each plane, the recording has been repeated three 

consecutive times changing, at each repetition, the LED power. Imaging 

and visual stimulation have been performed as described above. By 

analyzing the data, we decided to set the power of each LED at 1 mW/cm2 

since we aimed at performing our measurements in a condition of 

saturation. Indeed, we compared the T distributions obtained at each power 

for the different stimuli with the control distribution (Figure 26).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

A B 

C D 

shown in A used as template. (C) The same as A after registration onto B. (D) Cell label 

of the same plane shown in C obtained by applying CMTK reformatx using the 

transformation parameter calculated to obtain C. In the figure are highlighted, with the 

color-code employed throughout the text (L1-magenta, L2-green, L3-blue, L4-red), 

responsive neurons (colored dots) passing threshold and peak analysis selection criterion 

for each stimulus in the plane shown. 



METHODS 

60 

 

 

 

 

These data show that all responses but the one to L4 exhibit saturation 

already at 0.1 mW/cm2, while L4 reaches saturation at 0.5-1 mW/cm2. We, 

therefore, decided to set stimulus intensity at 1 mW/cm2 for all LEDs. 

3.9 Protocol for testing history-dependence 

To assess the spectral identity of the responsive neurons and test for 

possible history-dependence effects, we recorded neuronal activity by 

applying two different protocols of visual stimulation: the standard 

protocol with light flashes in the order L1, L2, L3, L4 presented in triplicate 

(Figure 21D); and a shuffled pattern L3, L4, L2, L1, L4, L3, L1, L2, L2, L3, 

L4, L1. We imaged each plane twice presenting the two protocols of visual 

stimulation and waiting 120 s between the two consecutive acquisitions. 

We recorded about ten planes sampled with 20 µm z-step for 176 s during 

visual stimulation (see paragraph 3.3 for a detailed description of sample 

mounting procedure, acquisition parameters and LEDs used for visual 

stimulation). Although the waiting time between the two consecutive 

acquisition of the same plane is quite short, we observed a slight drift 

between the two acquired planes (Figure 27A, C show the overlay between 

the two planes). In order to analyze spectral identity on the same exact 

cluster of pixels in the sample, we corrected for xy drift by applying image 

registration procedure between each pair. In details, for each recording 

(standard and shuffled protocol of visual stimulation) we produced a MIP 

z-stack which we oriented and scaled following the registration procedure 

described in the paragraph above. In this case we registered the stack 

acquired with the standard protocol onto that one acquired with the shuffled 

pattern (used as template) by using the software CMTK and the munger 

wrapper for CMTK with the same parameters described above. Figure 27B, 

D show an overlay of two planes after registration. We then interleaved the 

Figure 26. T distributions at different stimulus intensities for stimulated and 

control larvae at 5 dpf.  

Normalized T distributions obtained at three different stimulus intensities (1 mW/cm2, 0.5 

mW/cm2, 0.1 mW/cm2, yellow, green and blue traces, respectively; see legend) compared 

with control (black trace). T distributions are reported for each stimulus (A, L1; B, L2; C, 

L3; D, L4). The insets on the left are enlarged views of the graphs. 
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two stacks and, for each recorded pair of planes, we produced a MIP (i.e. a 

sort of sum between the two planes) allowing us to obtain a unique image 

with the same position and number of neurons. The resulting MIP was used 

for the subsequent analysis. At first we applied the segmentation analysis 

(see paragraph above) to work on single cells. The same Matlab scripts 

employed for automatic neuron segmentation provided the cell label stacks 

by applying a progressive neuron numeration across the volumes sampled. 

On the resulting stacks linear regression analysis has been applied for the 

identification of the responsive neurons. However, since in the registration 

procedure we used as template the recordings with the shuffled pattern of 

stimulation, we proceeded reformatting the cell label stacks using CMTK 

reformatx before analyzing the planes acquired with the standard protocol 

of stimulation. We employed CMTK reformatx using the partial volume 

interpolation options (--pv) and the inverse transformation (-i) with the 

following command string: 

reformatx --pv –o reformattedimage.nrrd --floating [floating image] 

[template image] -i [transformation parameters file] 

Where transformation parameters file has the parameters obtained by the 

registration procedure. In this way, it was possible to compare the spectral 

responses deriving from the two visual stimulation protocols on the same 

cells to verify neurons spectral identity independently of the order of the 

stimuli presentation. 
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3.10 Two-photon temporary perturbation and optical 

highlighting 

Imaging was performed with a custom-built two-photon microscope 

equipped with a tunable Ti:Sa laser (Chameleon Ultra II, Coherent, Santa 

Clara, California, USA, λex 920 nm) and a 20x/0.95 NA water immersion 

objective (Olympus, Tokyo, Japan) mounted on a piezoelectric motor (N-

725, Physik Instrumente, Karlsruhe, Germany). The raster scanning was 

Figure 27. xy drift correction. 

(A) GCaMP fluorescence maximum intensity projection of a plane of a 5dpf larva 

recorded with the standard protocol of visual stimulation (green channel) and the same 

plane imaged during stimulation with a randomized order of the stimuli (red channel). 

Overlap between neurons is shown in yellow. (B) The same as A after registration of the 

plane recorded with the standard pattern of visual stimuli (green channel). Scale bar: 100 

µm. (C) Magnified view of A. The inset highlights a slight shift between the two images 

as shown by some neurons not perfectly overlapped (one example is indicated by the white 

arrow) and better visible at the edge of the sample. (D) Enlarged view of B. After the 

registration the two images overlap perfectly and it is possible to appreciate a high degree 

of overlap between neurons compared to E (the white arrow in the panel shows the same 

neuron indicated in C after registration). Scale bar: 50 µm.  
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obtained by a couple of galvanometric mirrors. The same laser used for 

two-photon imaging has been employed for the temporary perturbation 

procedure (more details in result section) consisting of a line-scan on a 

selected neuron membrane (i.e. OT neurons responsive to visual stimuli, 

and Rohon-Beard (RB) spinal cord neurons) using appropriate irradiation 

parameters (14 mW/µm2) yielding to a reversible damage. In these 

experiments we employed 5 dpf Tg(elavl3:GCaMP6s) zebrafish larvae 

with pan-neuronal expression of the cytoplasmic-localized calcium 

indicator GCaMP6s (ZFIN line fi1Tg [140]) on homozygote albino 

background. The mounting procedure has been described above. For visual 

stimulation we employed a 590 nm red LED (M590L3, Thorlabs, Dachau, 

Germany) equipped with a band-pass filter (FF01-600/14, Semrock, 

Rohnert Park, California, USA) for selective L cone excitation mounted 

directly on the stage of the microscope (M687, Physik Instrumente, 

Karlsruhe, Germany). The visual stimulus (100 ms red flashes) was 

presented to the larva frontally in a sequence of five regularly paced flashes 

(9.36 s apart from each other, Figure 28A). The LED power was measured 

and adjusted to 1 mW/cm2. We chose as target for temporary perturbation 

OT neurons and performed imaging with a FOV of 223x223 µm2 and a 

resolution of 0.58 µm/px. Working on the same plane, in order to avoid z-

shift or change of position during subsequent acquisitions, a sample 

repositioning routine has been implemented directly on the acquisition 

program: a z-stack was acquired with a 20 μm total excursion (0.5 μm z-

step) above and below the selected focal plane and a subsequent correlation 

of z-stack planes with the MIP of the reference plane produced the xyz 

stage displacements necessary to maximize correlation. Each scan of the 

FOV required 780 ms. The complete set of stimuli and fluorescence 

imaging on each plane required 62.4 s (i.e. 80 frames). The acquisition 

program was controlled by a software written in LabView. We utilized the 

same software to control visual stimuli and to synchronize them with the 

imaging acquisition. Regarding spinal cord irradiation, imaging has been 

performed with a FOV of 225x225 µm2 and a resolution of 0.44 µm/px. 

Changing the irradiation parameters (20 mW/µm2), the same technique and 

zebrafish transgenic line have also been employed to induce an irreversible 

activation limited to targeted OT neurons with the attempt to highlight and 

reconstruct the projection of selected cells in the OT neuropil. Imaging was 

performed on a selected OT plane with a FOV of 133x133 µm2 and a 
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resolution of 0.26 µm/px for 780 ms during visual stimulation with two red 

flashes (100 ms duration; 9.6 s apart each other), choosing as target for 

optical highlighting those neurons responsive to both flashes. All the 

experiments were performed at room temperature. 

3.11 Pixel-based linear regression analysis 

For the identification of responsive tectal neurons targeted for temporary 

irradiation, we employed a Matlab script based, with modifications, on the 

method described by Miri et al. [136]. We performed the same method 

described above with some modifications. Briefly, using a convolution of 

the stimulus light pulses with the GCaMP calcium impulse response 

function (modelled, in our system, with an exponential rise with rise time 

of 1.5 s and an exponential decay with decay time of 2.1 s), we obtained a 

regressor (G; Figure 28B) for the calculation of the regression coefficient 

β and the relative T-score values (as described above). However, in this 

case, due to the employment of the cytoplasmic-localized calcium 

indicator, we did not work directly on single cells (since we did not apply 

the segmentation analysis used for the nuclear-localized calcium indicator) 

and the analysis was carried at pixel level, yielding a T-map that assigned 

to each pixel a specific T value, as shown in Figure 28C. The false color 

map (with the scale shown in Figure 28C) thus quantifies the level of 

responsiveness to the visual stimuli (based on the T-score values), 

highlighting some neurons and process in the neuropil. 
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Figure 28. Pixel-based regression analysis. 

(A) Protocol of visual stimulation consisting of five red flashes presented every 9.36 s. (B) 

Visual stimuli normalized regressor vector obtained by convolution of the time-dependent 

sequence of stimuli with the calcium impulse response function. (C) Left panel: GCaMP6s 

fluorescence maximum intensity projection (MIP) of an optic tectum plane of a 4dpf larva. 

Scale bar: 50 µm. Right panel: corresponding T score map obtained by applying a pixel-

wise linear regression analysis. The brighter pixel clusters indicate the response to the 

visual stimulus as highlighted by the false color map in the figure. 
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4. RESULTS 
 

4.1 Whole-brain imaging during visual stimulation 
 

In this work, two-photon microscopy was used to image the whole brain 

and part of the spinal cord of elavl3:H2B-GCaMP6s transgenic larvae 

expressing, at pan-neuronal level, the genetically-encoded calcium 

indicator GCaMP6s (Figure 21A). Larvae were embedded in agarose (see 

sample mounting procedure) for immobilization under the microscope 

objective. We recorded neuronal activity during visual stimulation 

performed with light flashes emitted by four LEDs (Figure 21D) at 

wavelengths matching the absorption peaks of the four zebrafish retina 

cone types (Figure 21C). The four LEDs were mounted on the microscope 

so that the direction of stimulus presentation produced stimulation of 

mainly the dorsal-frontal area of the visual field (i.e. the area temporalis of 

the retina). Although we narrowed the emission bandwidth of each stimulus 

to less than 35 nm, the cone absorption spectra themselves are broad 

enough to determine an amount of insuppressible cross-talk, with the only 

exception of L cones for λ>590 nm (Figure 21C). Given the wavelength 

bandwidths of our stimuli (Figure 21C), we estimated for each LED the 

following relative excitation coefficients: L1 1/0.54/0.04/0 for UV/S/M/L 

cones, respectively; L2 0/1/0.37/0; L3 0/0.14/1/0.22; L4 0/0/0/1. For 

simplicity and adopting a terminology related to human perception which 

will make some descriptions more intuitive, in some instances we will refer 

to L1, L2, L3 and L4 stimuli also as UV, violet, blue and red, representing 

the corresponding data in the figures with magenta, green, blue and red, 

respectively. It should be noted here that the perception of color is a very 

complex process, implying even a degree of subjectiveness, so that we 

introduce the terms "color" and the use of colors experienced in our daily 

life after stressing that in this work uniform flashes were used (whereas 

much of the actual perception of colors derives indeed from the processing 

of information on contrast between adjacent areas of the visual field, edges 

and so on). Thus, the term "color" will be applied to discussing our findings 

for zebrafish larvae when it applies to what we believe is related to the larva 

perception of the world and thus involved in eliciting "color"-sensitive 

behaviors. We recorded neuronal activity in 3 and 5 dpf larvae (N = 7 each) 

during visual stimulation with 100 ms light flashes characterized by the 

spectra shown in Figure 21C and presented in the order L1, L2, L3, L4 in 
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triplicate Figure 21D. The power of each LED was set to 1 mW/cm2 (see 

methods), which produced saturation of the measured responses (Figure 

26). Three-dimensional mosaic two-photon fluorescence acquisition 

covered a volume of 1500x720x270 μm3 (with z-steps of 5 µm), 

encompassing the whole encephalon and about one quarter of the spinal 

cord of the larva (corresponding to about eight segments). Cellular 

resolution of imaging and automatic segmentation (Figure 23) allowed us 

to extract GCaMP6s fluorescence and ΔF/F0 traces for each segmented 

neuron, so that measurements were analyzed directly at single-cell level 

(Figure 23). Each neuron (with a nucleus having ~5 µm of diameter) is 

imaged as a cluster of pixels with different fluorescent intensity levels 

based on its activity. The magnified view of a single neuron shown in 

Figure 23E (top panel) displays, in grey-scale, the fluorescence intensity 

associated with each pixel. Segmentation analysis thus produces, for each 

recorded plane, an image that is an overlay between the segmented neurons 

and the corresponding fluorescence maximum intensity projection. To 

match neurons diameter, each cell is segmented as a cluster of 13 pixels 

(highlighted with an arbitrary color; see Figure 23B, D) arranged in a 

precise star-like pattern (Figure 23E, bottom panel). The Matlab script 

employed for automatic neuron segmentation has been modified in order 

to consider tightly packed neurons as distinct (and so attributing to each of 

them different and non-overlapping pixel-clusters). We identified about 

100000 (5 dpf) and 90000 (3 dpf) neurons in the encephalon of each larva, 

and about 10000 (5 dpf) and 3700 (3 dpf) in the part of spinal cord 

investigated. Figure 29 shows an example of six planes sampled in our 

volumetric recordings (which consisted typically of 54 planes along the z-

axis for the encephalon) in one larva at 5 dpf. 
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Figure 30A shows one plane of the encephalon of a 5 dpf larva with the 

selection of eight exemplary neurons. Figure 30B shows images of the 

respective ROIs during 176 s of recording. The ROIs intensities highlight 

spikes of activity (visible as an increase of fluorescence) associated with 

the responses triggered by the four stimuli, with variable responses from 

cell to cell. The trend of each response is better visible in the ΔF/F0 time 

traces shown in Figure 30C where, indeed, a wide-array of responses can 

be observed. The figure shows some representative responses we found in 

our data, including responses to one or multiple stimuli. Observation of the 

ΔF/F0 traces (Figure 30C) points out a certain level of variability both 

regarding their peak amplitudes and the presence of spontaneous activity 

Figure 29. Volumetric imaging during visual stimulation. 

H2B-GcaMP6s fluorescence maximum intensity projections of a 5 dpf larva during visual 

stimulation. The panel shows six planes at different depths (indicated in figure), each plane 

was sampled for 176 s during stimulation with the four spectral stimuli. Scale bar: 200 µm.  

30 µm 55 µm 80 µm 

165 µm 140 µm 115 µm 
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spikes. Despite some variability in amplitude of such responses (for 

example in panels 2,3 and 4), we can observe three peaks of activity that 

can be attributed to the three repetitions of the visual stimuli. However, 

some times, in addition to the activity patterns related to the visual 

stimulation, it is possible to observe also some spikes of spontaneous 

activity, visible for example in panel 2 or in panel 6. Even when occurring 

at the time of a visual stimulus, we cannot consider these sporadic peaks as 

associated with visual stimulation, since they do not occur at each stimulus 

repetition. Based on the complexity of responses in our data, a reliable and 

robust quantitative analysis method is needed to ensure selecting only 

responses elicited by the visual stimuli and avoiding possible spontaneous 

activity events. For this aim, we introduced in our analysis control 

experiments acquired in absence of visual stimulation (i.e. providing an 

extensive sampling of spontaneous activity) and compared them with the 

stimulated data, in order to evaluate the impact of spontaneous activity on 

the identification of visually-evoked responses. 
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4.2 Identification of neurons spectral identity 

The traces shown in Figure 30 display very clear and spectrally-tuned 

responses of the selected neurons. We employed linear regression analysis 

on the ΔF/F0 traces to systematically and quantitatively measure the 

responses of all segmented neurons to each of the visual stimuli. As 

described in detail in the methods, regression analysis produces four T-

scores that quantify the strength of response to each of the four stimuli. To 

assess spectrally-defined responses evoked by the visual stimuli across the 

CNS and spinal cord, we produced the distributions of the four T-scores for 

3 and 5 dpf larvae (N = 7 each), comparing the distributions obtained during 

visual stimulation with those obtained from controls recorded in the 

absence of stimuli (N = 5 each). The results are shown in Figure 31; such 

distributions will be used to distinguish responses evoked by the visual 

stimuli (true positives) from spontaneous activity present also in the control 

measurements (false positives). Indeed, the difference between the 

stimulated and control larvae T distributions shown in Figure 31 highlights 

the presence of populations of neurons responding to the visual stimuli. 

Also, the T distributions at 5 dpf display noticeable differences with respect 

to those at 3 dpf, both quantitatively (a much larger proportion of 

spectrally-responsive neurons can be observed, with many of them 

characterized by higher T-scores than those measured at 3 dpf) and 

qualitatively (at 5 dpf L1-responsive neurons are predominant followed, in 

descending order, by L4, L3, and L2; at 3 dpf, on the other hand, L4 

responses are predominant). In addition to neurons with positive T values 

above the control distribution, a small population is also detected with 

negative T values (especially for L 1 stimuli), which indicate a negative 

response to the light flashes, i.e. an inhibitory effect of light on neuronal 

Figure 30. GCaMP6s functional imaging during visual stimulation. 

(A) GCaMP fluorescence maximum intensity projection of one plane of a 5 dpf larva. 

FOV 480X740 µm2. (B) Fluorescence time series of the eight neurons highlighted in A 

(ROIs 1-8 displayed in yellow) sampled every four frames (i.e. every about 1.7 s); the time 

series are shown vertically. (C) ΔF/F0 traces associated with the eight ROIs highlighted in 

A and B, showing responses to one stimulus (panels 1, 2, 4, and 5), two stimuli (panel 3 

and 6) and multiple stimuli (panels 7 and 8). Stimulus time points are indicated at the top 

of the panels adopting the following color-codes: L1-magenta, L2-green, L3-blue, L4-red. 

The orange arrowheads in panels 2, 3, 4, 6 highlight some random spikes not associated 

with the pattern of visual stimulation and thus attributable to spontaneous activity. 
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activity. It is interesting to evaluate this result in light of the nature of 

GCaMP signal. These neurons may be characterized by a high basal spiking 

frequency (associated with a higher basal [Ca2+] and so fluorescence 

intensity) at low-light level, which drops when light flashes of specific 

wavelengths are presented. As a consequence, it is possible to presume a 

spectrally-evoked reduction of spiking frequency (and a consequent 

decrease of fluorescence intensity) in these neurons, resulting in negative 

T values. Within this context, the use of GCaMP as Ca2+ reporter allows 

monitoring the neuron activity dynamics not necessarily associated with an 

increase in intracellular calcium concentration followed by neuron 

activation, as in the most common view of GCaMP imaging. The 

differences among the four experimental distributions shown in Figure 31 

point at an appreciable degree of spectral identity for the populations of 

neurons involved (as also highlighted by some examples of unique vs. 

generalized spectrally-tuned responses shown in Figure 30C). As discussed 

above, the complexity of neuronal responses requires a quantitative method 

for identifying responsive neurons, distinguishing stimulus-evoked 

responses from spontaneous activity and quantifying the spectral 

specificity of the identified responses. From the distributions shown in 

Figure 31 we can see that the control data fall to zero at T~27, whereas 

stimulated larvae display a fraction of neurons characterized by T>27. 

Thus, the total deviation of this part of the distribution from the control data 

is clearly to be attributed to responses triggered by the visual stimuli.  
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Before proceeding to the identification of the responsive neurons, we 

wanted to assess the robustness of our data analysis method with particular 

regard to the significance of T-values depending on the proper time-

distribution of the regressors. To this end, we measured T distributions by 

analyzing the data with a shuffled order of the spectral stimuli (Figure 32). 

We applied the following order of regressors: L2, L1, L4, L3, L3, L4, L1, L2, 

L4, L3, L2, L1, thus permuting the identity of the stimuli compared to the 

A 

B 

Figure 31. T distributions for stimulated and control larvae at 3 and 5 dpf. 

Normalized distributions of T values for L1, L2, L3, L4 stimulation (magenta, green, blue 

and red traces, respectively; see legend) and control acquired in the absence of visual 

stimulation (black trace) measured for 3 dpf larvae (A) and 5 dpf larvae (B). N = 7 for 

stimulated data, N = 5 for control data in both panels. It should be noted, however, that 

the distributions reported in the figure are cumulated over the total number of ROIs 

segmented over all larvae for each condition: 847068 (3 dpf stimulated); 588198 (3 dpf 

control); 845070 (5 dpf stimulated); 518409 (5 dpf control). 
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order presented in the experimental measurements (L1, L2, L3, L4, presented 

in triplicate). For simplicity, we refer to this pattern as "shuffled", while we 

term the protocol of visual stimulation used in our measurements (Figure 

21D) "standard". The distributions clearly show that the data analyzed with 

the shuffled order fall onto the controls, thus highlighting that the presence 

of spectrally-defined responses characterized by higher T values is unique 

of data acquired under visual stimulation and analyzed with the proper 

order of regressors.  

 

 

4.3 Spectrally-responsive neurons selection 
 

To spectrally characterize the populations of responsive neurons, we 

proceeded with the identification of cells reliably responding to the visual 

stimuli. Following regression analysis, we needed to apply a quantitative 

method for neurons selection, optimizing the compromise between the false 

positive neurons of the control data and the positive neurons of the 

experimental one (Figure 33). Looking at the T distributions shown in 

A B 

Figure 32. Spectral specificity of T analysis. 

Normalized T distributions across 7 larvae at 5 dpf comparing experimental data analyzed 

with standard order of regressors (solid colored traces, same data as in Figure 31), shuffled 

pattern of regressors (dotted colored traced), and controls (black trace, same as in Figure 

31) data (see legend). T distributions were plotted both in logarithmic scale (A) and in 

linear scale (B) to provide a better view in different ranges.  

 



RESULTS 

76 

Figure 31, it is possible to observe the presence of a certain degree of 

overlap between control and stimulated data up to T~27. This overlap 

derives from the spontaneous activity that randomly produces spikes 

temporally coinciding with one of the 12 stimuli used in our pattern of 

stimulation giving rise to a fraction of false positive neurons. Clearly, the 

probability of multiple (n) spontaneous peaks coinciding with the times of 

a given stimulus rapidly decays with n. This property was exploited after 

T-analysis with a peak analysis (more on this below; see also methods) to 

improve rejection of false positives. Because of this strong dependence on 

n, the effects of spontaneous activity on data analysis decrease with the 

increase of the number of stimuli repetitions. Increasing this number, on 

the other hand, increases the time required for the measurements. The 

choice of a stimulation pattern consisting of three repetitions of the four 

spectrally-distinct stimuli represents a good compromise between the 

robustness of regression/peak analysis and the duration of the whole 

experimental recording. One factor determining the duration of the 

recording is the duration of the responses to the visual stimuli: we observed 

that the responses of the activated neurons consisted of florescence spikes 

completely returning to the baseline 12 s after the stimulus. This response 

dynamics (much longer than the 100 ms stimulus duration) is a convolution 

of the neuronal activity itself with the GCaMP6s indicator dynamics (𝜏ON 

180 ms and 𝜏Off 550 ms, [114]); so, we decided to distance the stimuli 12.5 

s from each other. Given the slow responses observed, the 0.4 s temporal 

resolution of our imaging allowed us to resolve the activity evoked by 

visual stimuli very well. Although sampling one repetition of the four 

spectrally-distinct stimuli would require only 50 s per plane, a single 

stimulus repetition does not ensure a reliable discrimination between 

stimulated responses and spontaneous activity, since one peak of activity 

may be related to either. As a consequence, it would be very hard to 

separate the false positives of the control data from the true positives of the 

experimental ones. Thus, we decided to perform a set of three stimulus 

repetitions to ensure a reliable regression analysis and discrimination 

between false and true positives. In this way the complete stimulus 

presentation protocol and fluorescence imaging lasts 176 s per plane. Since 

we recorded about 54 and 25 planes for the encephalon and spinal cord, 

respectively, the total volumetric acquisition requires 3h 40 min for each 

larva. We observed that this is the best compromise to guarantee sample 

viability and d-tubocurarine effect allowing also a good discrimination 

between experimental and control T distributions. Clearly, a higher number 

of stimulus repetitions would guarantee a larger separation between the 
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experimental and control distributions but, at the same time, the whole 

experimental recording would require a much longer time. Indeed, we 

observed that imaging the same plane for longer times led to sample 

damage (visible as an increase of fluorescence of the total scanned area, 

more on this in paragraph 4.10) and also to a decay of d-tubocurarine effect, 

resulting in movement artefacts. All these observations led us to choose a 

set of three stimulus repetitions as the best compromise. The selection of 

neurons significantly responding to the stimuli is based on T thresholds 

(TTh) determined by quantitative comparison of experimental and control 

T distributions and calculation of false discovery rate (FDR) as described 

in materials and methods and illustrated in Figure 33.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Although imposing a value of TTh as high as 27 would ensure a zero FDR, 

at the same time it would lead to missing a significant fraction of actually 

Figure 33. Schematic representation of T-distributions and the effects of 

threshold selection.  

The figure illustrates a schematic representation of stimulated (magenta curve) and control 

(black curve) T distributions and the effects deriving from T threshold (TTh) selection. The 

choice of a TTh unavoidably includes in the selection a fraction of false positive neurons 

(blue dotted area in the figure) together with the true positives neurons of the stimulated 

data (blue striped area in the figure). On the other hand, the TTh leaves out a fraction of 

responsive neurons above control, classified as false negatives (grey area). 
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responsive neurons (giving rise to a large proportion of false negatives), 

since deviation of the experimental distributions from control is evident in 

Figure 31 starting at T~10. Thus, for 10<TTh<27 a compromise has to be 

reached between false positives and false negatives. We base our 

considerations on the false discovery rate, since false positives are more 

detrimental to our analysis than false negatives. Thus, we chose to set the 

FDR at 1%, ensuring that subsequent analysis selects positive neurons with 

99% confidence. We defined the parameter 𝑇4𝐷 = √𝑇𝑈
2 + 𝑇𝑉

2 + 𝑇𝐵
2 + 𝑇𝑅

2

(where TU, TV, TB and TR indicate L1, L2, L3 and L4 stimuli, respectively) 

which quantifies neuron activity triggered by the stimuli but without 

spectral selection. Figure 34 shows T4D distribution for N = 7 larvae at 5 

dpf compared with the same distribution obtained from controls (N = 5 

larvae at 5 dpf). From these data it is possible to observe that the T4D 

distribution of the stimulated larvae (yellow trace in the figure) 

significantly deviates from the control one (black trace) which falls to zero 

at T~27 whereas the experimental distribution assumed higher T4D values 

up to ~100.  

Figure 35 shows the use of T distributions in control and stimulated larvae 

for the calculation of FDR vs. T. From these data we can select a threshold 

(TTh) ensuring FDR=1%. The panels of the figure show the calculations of 

Figure 34. T4D distributions for stimulated and control larvae at 5 dpf. 

The figure shows a comparison of T4D normalized distributions between experimental 

(yellow trace, N = 7 larvae) and control (black trace, N = 5 larvae) data. T distributions are 

shown both in logarithmic (left panel) and linear scale (right panel) to provide a better view 

in different range. The statistics reported in the figure are reported in Figure 31. 
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thresholds performed on T4D and on each individual spectral stimulus, 

demonstrating the selection of a TTh4D = 18.5, TThU= 17, TThV= 24.7, TThB= 

20.8, TThR= 18.1. The different values of T threshold associated to each 

stimulus depend on the robustness of the responses elicited by the different 

wavelengths used in our measurements. Looking at the T distributions in 

Figure 31B it emerges that L1 stimulus evokes stronger responses (both in 

term of number of responsive neurons and values of T) compared to the 

others, as demonstrated by the high T values reaching about 100 (magenta 

curve in the figure), followed by L4 and L3. In contrast, neuronal responses 

associated with L2 stimulus (green curve) are the weakest with T values 

around 40 and clearly a lower number of responsive neurons. It is also 

important to take into consideration the direction of presentation of our 

stimuli, mainly stimulating the area temporalis of the retina, which is 

particularly rich in UV cones (more on this in the discussion section), thus 

contributing to the robust responses evoked by L1 stimuli we can observe 

in Figure 31B. The very stringent criterion adopted for FDR unavoidably 

lead to miss some responsive neurons (i.e. gives rise to false negatives; see 

also schematic representation in Figure 33), especially those responsive to 

the L2 stimulus whose TTh is the highest compared to that of the other 

stimuli. However, we decided to ensure FDR 1% in order to select true 

positive neurons (avoiding the risk of including in our data a larger 

proportion of false positives due to spontaneous activity) with 99% 

confidence aware that only a fraction of all spectrally-responsive neurons 

actually pass the threshold selection criterion. 



RESULTS 

80 

Figure 35. Choice of threshold for neuron selection. 

Plots of FDR vs TTh. Top panel: plot of False Discovery Rate (FDR) used to choose a T4D 

threshold (TTh4D) to automatically select neurons responsive to any of the stimuli we 

presented in our experiments with a confidence of 99%. The same criterion has been 

applied to choose T thresholds named TThU, TThV, TThB, TThR, for the selection of L1, L2, L3 

and L4 responsive neurons, respectively, always ensuring FDR=0.01. T thresholds values 

are shown in the insets and applied to all subsequent analysis. 
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Although regression analysis is a robust method for responsive neurons 

selection, we had to overcome some issues we observed. Regression 

analysis is based on the calculation of the correlation coefficients (β) 

between the neuron fluorescence signal (ΔF/F0) and the pattern of 12 

stimuli used for visual stimulation, represented by the regressors shown in 

Figure 24C. T analysis employs these coefficients introducing the 

calculation of the residuals ε (i.e. higher ε values lead to a reduction of T 

values) thus increasing the robustness of regression analysis (compared to 

the conventional correlation analysis). However, the main limitation of this 

method derives from its dependence on the amplitudes of the responses; we 

can illustrate this concept with an extreme example: a neuron responding 

to all stimulus repetitions (i.e. three peaks, which is a response that can be 

confidently attributed to the visual stimuli) with amplitude 1 (arbitrary 

units) for each peak will have the same β of a neuron displaying only one 

peak with amplitude 3 in one of the positions expected for the stimuli. This 

situation can arise from spontaneous activity where large peaks can be 

observed, and it is particularly insidious when analyzing activity in areas 

of the CNS involved in periodic spontaneous (or at least non visually-

induced) motor events. Even though the former case is characterized by 

lower ε than the latter (due to its better adherence to the three-peak shape 

of the regressor) similar values of T can derive from these different 

scenarios. In this way, neurons responding with only one peak could 

display a high T value and pass the threshold selection criterion. Even 

though the numerical consistency of these false positives is restricted 

within the 1% limit we set for FDR, we wanted to also take advantage of 

peak analysis to further reduce the effective FDR. In fact, spontaneous 

activity could represent a real problem in our measurements since single 

peak responses may be linked to neuronal activity depending on motor-

related artifacts (especially in relation to the most caudal regions more 

prone to motor events) and not directly associated to our visual stimuli. 

Although our choice of thresholds is very conservative (setting FDR to 1%) 

and thus generally provides great confidence in the selection of responsive 

neurons, we considered that it is based on all neurons from all areas, and so 

we wanted to provide further strength to the analysis even when moving 

out of the most densely responsive areas like mesencephalon. Based on 

these considerations, we implemented a peak selection criterion to ensure 

(and so select for subsequent analysis) spectral responses peaked during 

each stimulus repetition. We thus introduced peak analysis (see methods) 

in addition to the threshold selection that allowed us to select neurons above 

a specific TTh and consistently responsive to all three stimulus repetitions 
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so to avoid including in our data possible spontaneous motor events (a 

quantitative assessment of such analysis is shown below). Figure 36 shows 

some representative examples to clarify this aspect pointing out the 

robustness of peak analysis in leaving spikes of spontaneous activity out 

from our data even if, as mentioned above, they would pass T threshold 

selection criterion. In other cases, as exemplified in Figure 36G, we observe 

peaks of activity starting before the stimulus presentation (the second peak 

in correspondence of L4 stimulus and the low-amplitude response peaked 

at L2 stimulus in the example shown) so clearly not evoked by the stimulus 

itself but rather due to spontaneous activity. These responses partly 

coincide with the shape of the regressors so that they contribute spurious 

effects to T calculation. In this panel also emerges another random lower 

amplitude peak, thus highlighting the random nature of spontaneous 

activity spikes which undoubtedly are not evoked by visual stimuli. The 

figure demonstrates that peak analysis overcomes these problems by 

discarding the largest majority of spontaneous activity.   
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Figure 36. Robustness of peak analysis.  

The figure shows the robust selection operated by peak analysis in filtering out 

spontaneous activity spikes. (A) The panel shows an example of ΔF/F0 trace 

overlapped with the regressors (dotted lines color-coded as follow: L1-magenta, L2-

green, L3-blue, L4-red). The trace peaks in correspondence of two L1 stimuli. However, 

this is a clear example of spontaneous activity as highlighted by lack of responses to 

all three stimuli and by the fact that the second peak starts before the stimulus. 

Regression analysis assigns to this responses the following T values: TU 18.7, TV -1.1, 

TB 0.1, TR -0.2. In this case such neuron would pass the T threshold selection since 

TU>TThU but is rejected by peak analysis. (B) The panel shows peak analysis selection 

on the normalized ΔF/F0 trace shown in A. The grey arrowheads highlight the peaks 

found by this analysis. Since we decided to select only responses following the three 

stimulus repetitions, the response displayed in the panel (albeit above TTh) will be 

discarde 
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Table 2 shows a quantification of such responses obtained by analyzing the 

number of neurons above threshold for each T and measuring the 

percentage of these active during each stimulus repetition. The combination 

of these two selection criteria (threshold and peak analysis) ensures that the 

data shown in this work can be attributed to the visual stimuli. Indeed, the 

percentages reported in the Table confirm that the concern that gave rise to 

peak analysis is justified, especially for the wavelengths with low 

numerical consistencies of responses in the caudal regions.  

 Encephalon Spinal cord 

 

 

Above 

TTh 

Above TTh + 

Peak analysis 

% Above 

TTh 

Above TTh + 

Peak analysis 

% 

L1 5356 4920 92% 138 128 93% 

L2 59 55 93% 1 1 100% 

L3 777 735 95% 40 11 27.5% 

L4 2681 2614 97% 0 0 0% 

Table 2. Threshold analysis vs. peak analysis.  

Quantification of responsive neurons for each stimulus (L1, L2, L3, L4) in the whole 

encephalon and in the spinal cord for seven larvae at 5 dpf. The table shows 

quantifications obtained by applying only threshold selection and by implementing 

peak analysis in addition to threshold selection, thus including in the data only neurons 

responding to all three stimulus repetitions. 

discarded by peak analysis. (C) The example shown in this panel illustrates a ΔF/F0 trace 

of a neuron responsive to all three repetitions of L1 and with peaks of activity 

synchronized with L4 (two peaks) and L2 (one peak) stimuli. Regression analysis assigns 

the following T values: TU 17.1, TV 7.0, TB 0.05, TR 21.2, thus classified it as responsive 

to both L1 and L4. The effect of peak analysis on this trace is shown in panel D. (D) The 

panel displays all peaks identified by peak analysis and, imposing a selection based on 

three peaks for each stimulus, it is considered and included in our data as responsive to 

only L1. (E) Exemplary trace of a neuron responsive to L1, L3 and L4 passing both TTh 

and peak analysis selection criteria (no spontaneous activity spikes are present) and the 

correspondent peak analysis selection (F). (G) ΔF/F0 trace of a clear example of 

spontaneous activity with a response peaked at two repetitions of L4 stimulus. The trace 

also shows the trend of such response with the second peak starting before the visual 

stimulus, clearly a spontaneous spike. 
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4.4 Neuronal tuning to light of different colors – 

wavelength-independent analysis 
 

We first quantify neuronal responses without spectral selection; this can be 

accomplished by applying the TTh4D to the data. Figure 37A shows data 

ranked by T4D values in descending order for 600 neurons in one 5 dpf 

larva. The ΔF/F0 heatmap shows the strong calcium responses associated 

with the visual stimuli (indicated in their respective color-codes at the top 

of the panel) for each of the 600 neurons selected (each row represents a 

neuron). Inspection of these data show that high T4D values are associated 

especially with neurons strongly responding to L1 and L4 stimuli, and to a 

lesser extent to L3, while very few responses are associated to L2 stimulus. 

The neuron spectral identity is shown in the spectral column to the right of 

the heatmap. Note that in this column each stimulus is highlighted if the T 

value measured for that wavelength in that neuron is above the threshold 

for that stimulus and the three-peak selection has been passed (i.e. the 

response peaks at all three stimuli, see methods). The anatomical 

localization of these neurons shows that they are mainly, but not 

exclusively, distributed in the mesencephalon. Indeed, as shown by the 

anatomical column (Figure 37A, right panel), spectral responses were also 

found in other CNS regions (i.e. telencephalon, eyes, diencephalon, 

rhombencephalon, spinal cord). We then pooled the data from all 5 dpf 

larvae (N = 7 larvae, n. of responsive neurons = 12078) in Figure 37B, 

which shows all neurons above TTh4D registered onto a reference brain for 

anatomical localization and correct overlay of data from different larvae. 

The anatomical distribution highlights the presence of positive neurons 

throughout the CNS regions mentioned above. The density of neurons 

observable in the different regions across seven larvae confirms the trend 

highlighted in the anatomical column of Figure 37A for one larva, with a 

high density of responsive neurons in the mesencephalon, but also 

distributed outside this region up to the spinal cord. We then spectrally and 

anatomically characterized all responsive neurons across the seven larvae. 

The spectral quantification (Figure 37C, top panel) points out predominant 

responses to L1, followed by L4, L3 and a very small number to L2. The 

anatomical data (Figure 37C, bottom panel), on the other hand, show the 

highest density in the mesencephalon. That the density of spectrally-
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responsive neurons should be highest in this region of the CNS is expected, 

since it comprises the principal areas for processing visual (along with 

other sensorial) information (for example the optic tectum and the other 

retino-recipient areas). However, we also identified positive neurons in all 

other encephalic areas and in the spinal cord, indicating that the circuitry in 

charge of processing spectral information and color-selective responses is 

not limited to the mesencephalon. As anticipated above, these data based 

on T4D selection provide an overall view of responses without an a priori 

spectral selection.  

 

 

Figure 37. Overall view of stimulus-induced responses without spectral 

selection. 

(A) Heatmap of 600 ROIs ranked by T4D values in one 5 dpf larva. The bar on the left 

shows T4D values (mapped with the T color scale shown on the right of the panel). The 

main panel shows a heatmap of ΔF/F0 calcium responses of the 600 neurons (mapped with 

the ΔF/F0 color scale shown on the right of the panel). Stimulus time points are indicated 

in their respective color-codes above the panel. The spectral column (next to the heatmap) 

indicates the spectral identity of each neuron as determined by threshold analysis: 

magenta, green, blue and red lines indicate neurons responsive to L1, L2, L3 and L4 stimuli, 

respectively; black indicates no response above threshold to the visual stimulus. The 

anatomical column shows the localization of each of the 600 neurons (T: telencephalon, 

E: ganglia eyes, D: diencephalon, M: mesencephalon, R: rhombencephalon, S: spinal 

cord). (B) Anatomical map of neurons selected above the T4D threshold (each neuron is 

represented as a yellow dot) for 7 larvae at 5 dpf registered onto a reference brain (outlines 

of the anatomical regions mentioned above are displayed in light yellow). (C) 

Quantification of spectral and anatomical identities (N=7 larvae). The top bar graph shows 
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4.5 Spectral identity and anatomical maps of 

responsive neurons in 5 dpf larvae 
 

The four-dimensional threshold (TTh4D) has the advantage of selecting any 

neuron that shows a response to at least one stimulus including neurons that 

would not otherwise be selected as positive based on the thresholds 

specifically used for each stimulus. For a better understanding of this point, 

Figure 38 shows a scatter plot of the pairwise correlations of T-values. In 

this plot each neuron is shown as an individual dot and its T-values are 

shown by placing the dot with an x-value corresponding to the TU of the 

neuron and a y-value corresponding to its T of any of the other three 

stimuli; the color of the dot codes which stimulus is represented, so the 

green dot display TV on the y-axis, the blue and red TB and TR, respectively. 

Looking at this graph, it is evident that the selection of neurons responding 

to the different stimuli based on applying to each stimulus its threshold 

(colored dashed lines in the figure) tends to leave out some responsive 

neurons that clearly lie outside of the control distribution (black dots in the 

figure). Based on this observation we calculated the 4D threshold as 

described above, thus selecting neuros for which there is a 99% probability 

to be correct stating that they respond to at least one of the four stimuli but 

without necessarily being able to point out which one. 

the normalized distribution of all responsive neurons above the T4D threshold across the 

four spectral stimuli (with their respective color-code). The bottom bar graph quantifies 

the anatomical distribution of the neurons across CNS areas with the following color-

coding from top to bottom: dark blue: telencephalon; light blue: eye, turquoise: 

diencephalon, green: mesencephalon, orange: rhombencephalon, yellow: spinal cord (see 

legend). The same data with standard errors are shown in Appendix (Figure A1). 
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To assess each stimulus specifically, we next ranked neurons based on each 

single T (L1, L2, L3, L4, separately), thus selecting neurons responding (with 

99% confidence) to that stimulus, independently on the possibility that a 

neuron may respond to multiple stimuli (more on this in the following 

paragraph). Figure 39A shows ΔF/F0 heatmap of 600 neurons ranked by L1 

stimulus in one larva at 5 dpf (the same larva shown for T4D in Figure 38). 

The data show a robust response, with high T values in a large number of 

neurons, to the selected wavelength. Neurons spectral identity is also 

visible in the spectral column obtained by operating both threshold and 

peak selection. The latter criterion is highlighted along the spectral column 

as an interruption of the colored strips (Figure 39A, right panel), indicating 

Figure 38. Pairwise response correlation. 

Correlation of T-values between L1 (horizontal axis) and L2, L3, and L4 stimulation 

(vertical axis). Each black point in the graph is the measurement of the T values for each 

neuron identified in the control (N=5 larvae at 5 dpf recorded in absence of visual 

stimulation), while the colored points are the T values measured for each neuron in seven 

larvae at 5 dpf and specific for each stimulus (shown in their respective color-code in the 

figure). The dashed lines indicate the T threshold value for each stimulus (magenta-L1, 

green-L2, blue-L3, red-L4). The statistics reported in the figure are cumulated over the total 

number of ROIs segmented over all larvae for each condition: 847068 (3 dpf stimulated); 

588198 (3 dpf control); 845070 (5 dpf stimulated); 518409 (5 dpf control). 
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the presence of responses above the T threshold for the chosen stimulus 

whose activity does not follow the repetition of the flashes (and so they do 

not pass peak analysis). These responses are shown for a more complete 

understanding of our analysis method and overall assessment of the data 

quality but they were not included in our data. The anatomical column for 

the selected larva confirms the expected dominance of the mesencephalic 

localization with a lower (but not negligible) density of L1-selective 

responses outside this region. The cumulative anatomical distribution 

across seven larvae (Figure 39B) confirms the mesencephalic dominance 

once again; however, significant spectrally-defined responses across the 

CNS (especially diencephalon and rhombencephalon), including the spinal 

cord, are also present. Spectral and anatomical quantification of these 

responses are shown in Figure 39C. Figure 39D, G, J show heatmaps 

ranked by L2, L3 and L4 stimulus, respectively (same 5 dpf larva shown in 

the previous heatmaps). ΔF/F0 traces demonstrate the dominance of the 

stimulus selected for ranking over the others in each panel with L2 

providing the weaker responses among the other stimuli, followed by L3, 

whereas L4 provides stronger responses, comparable to those to L1. In each 

spectral panel, the selection induced by ranking clearly demonstrates the 

presence of neurons robustly responding to a single wavelength stimulus 

but also some neurons responding to more than one wavelength. Regarding 

the anatomical distributions of these responses both in one larva (Figure 

39D, G, J, right panels) and across seven larvae (Figure 39E, H, K), as for 

L1 stimulus, the mesencephalon predominates over the other brain regions, 

as expected. Generally, L2 stimulus does not elicit significant responses and 

they are localized mainly in the mesencephalon (Figure 39F, bottom panel). 

L3 and especially L1 responses, on the other hand, spread to the most caudal 

regions (Figure 39I, L, bottom panels). These data highlight that neurons 

in the spinal cord participate in responses only to the shorter wavelengths, 

lacking response to the L4 stimulus. Thus, it is possible that long 

wavelengths in our measurements do not elicit color-evoked behaviors, in 

contrast with short ones that do. Indeed, we assume that the sensorimotor 

transformations elicited by the light flash stimuli may generate motor-

related behaviors (probably comparable to startle responses) in which the 

discrimination of different wavelengths may play an important role. We 

expect that the spectrally-responsive spinal neurons take part of circuits 

involved in processing spectral information receiving inputs from the 

upstream regions. The lack of responses to long wavelengths in the spinal 

cord may thus be associated to the absence of circuits responsible for these 

type of responses, at least in this stage of development. Moreover, we need 
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to take into consideration two different aspects: the transparency of the 

larva and the position of our stimulator. Regarding the first it is possible 

that the transparency of larvae makes them more susceptible to short 

wavelengths-related motor events since short wavelengths could be 

dangerous at the larval stage.  The position of our stimulator, on the other 

hand, evokes responses mainly in the area temporalis of the retina where 

UV circuits are the most abundant. It has been demonstrated that these 

circuits are involved in prey capture behavior (more on this in discussion), 

thus explaining the abundance of responses to this stimulus we found in the 

caudal region.  
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4.6 Spectral classification: T barcode 

When looking at the spectral panels (Figure 39A, D, G, J), we can notice 

the presence of subsets of neurons responsive to multiple wavelengths. Due 

to the sequential stimulation in our experiments, we can assess the 

responsivity of each neuron to any of the stimuli and uniquely identify it 

based on the stimulus or stimuli it is sensitive to. For this aim, we defined 

a classifier, which we termed "Tbar" (where bar stands for “barcode”, see 

methods) which takes values from 1 to 15, based on the stimulus/i response 

of the neuron. Figure 40A shows average ΔF/F0 traces for all neurons 

belonging to Tbar classes significantly populated (n>10 neurons) across 7 

larvae at 5 dpf. The traces demonstrate the presence of responses to one 

stimulus (Tbar classes 1, 2, 4 and 8 in Figure 40A, representing 

“monochromatic” responses to UV, violet, blue and red. respectively) and 

multiple stimuli (Tbar classes 3, 9, 10, 11 in Figure 40A, which indicate 

response to red/blue, red/UV, UV/blue, UV/blue/red, respectively) 

Figure 39. Stimulus-induced neuronal activity: spectral and anatomical 

mapping. 

A, D, G, J Heatmap of 600 ROIs (mapped with the ΔF/F0 color scale shown on the right 

of the figure) with ranking based on TUV, TV, TB, TR, respectively, for one larva at 5 dpf. 

Stimulus time points are indicated above each panel. The T value of each ROI is shown by 

the bar on the left with the color map shown on the color scale to the right of the heatmap. 

The spectral panels next to each heatmap show neurons spectral identity (each row 

represents one neuron). The neurons failing to show L1, L2, L3 and L4 identity in the 

spectral column while still having TUV>TThUV, TV>TThV, TB>TThB, TR>TThR, respectively 

appear as black lines across the colored strips and represent those cells that get filtered out 

by peak analysis. The anatomical column shows the localization of each of the 600 neurons 

(T: telencephalon, E: eyes, D: diencephalon, M: mesencephalon, R: rhombencephalon, S: 

spinal cord). B, E, H, K show anatomical distributions of all neurons passing threshold 

and peak analysis selection for L1, L2, L3 and L4 stimulus (magenta, green, blue, red dots), 

respectively, across seven larvae at 5 dpf registered onto a reference brain (the light yellow 

outlines show the different brain regions). Scale bar: 190 µm. C, F, I, L panels display 

cumulative spectral (top panels) and anatomical (bottom panels) quantifications of 

responsive neurons (N=7 larvae). The top bar graphs show the normalized distribution of 

all responsive neurons above the TTh threshold across the four spectral stimuli (with their 

respective color-code). The bottom bar graphs quantify the anatomical distribution of the 

neurons across CNS areas with the following color-coding from top to bottom: dark blue: 

telencephalon; light blue: eye, turquoise: diencephalon, green: mesencephalon, orange: 

rhombencephalon, yellow: spinal cord (see legend). The same data with standard errors 

are shown in Appendix (Figure A1).   
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indicating the complexity of responses that are elicited in the larva CNS by 

the visual stimuli. The numerical consistency of each Tbar class reflects the 

spectral responses shown in Figure 39, whereas the anatomical 

distributions (Figure 40B) highlight again that longer wavelengths (L4) are 

not represented in the caudal regions (i.e. rhombencephalon and spinal 

cord) where, on the other hand, shorter wavelengths (L1, L2, L3) are 

represented singly or in combination. We then anatomically localize some 

neurons chosen as examples to show the variety of responses we observed 

in our measurements. Figure 40C shows the anatomical localization of 12 

neurons highlighted with their respective color code according to the 

stimulus or stimuli they respond to. Spectral selectivity of these neurons is 

demonstrated in Figure 40D, where the ΔF/F0 traces associated with the 12 

neurons selected are shown. The experimental traces clearly demonstrate 

the stimulus-induced and spectrally-selective nature of the response, 

confirming the robustness of the selection criteria adopted. As first 

observed in the T distributions shown in Figure 31, some neurons exhibit a 

negative response to light (mainly UV). The last panel of Figure 40D shows 

the ΔF/F0 trace of one of these neurons belonging to the pineal region 

(neuron #12 in the figure). The Tbar selection includes all neurons passing 

threshold and peak analysis criteria so that the weaker responses to the 

stimuli outside the Tbar classification are excluded. (In light of this 

observation, looking at the average ΔF/F0  traces in Figure 40A we can see 

that responses to single wavelengths (i.e. Tbar 1, 2, 4, 8) are characterized 

by a single peak of higher amplitude in correspondence of each respective 

spectral stimulus (for example responses belonging to Tbar class 1 exhibit 

a high amplitude peak associated with L4 stimulus) and by lower amplitude 

peaks in correspondence of the other stimuli not included in Tbar class 

selection (for example the lower peaks associated with L1, L2 and L3 stimuli 

in Tbar class 1). The presence of lower amplitude peaks which do not pass 

selection criteria is more evident in Tbar classes related to responses to 

multiple stimuli (i.e. Tbar class 3, 9, 10, 11). The most evident example lies 

in Tbar class 11. This class indicates responses to L1, L3 and L4 stimuli 

(Figure 40A); however, observing its corresponding average ΔF/F0 trace 

we notice also a peak (although with lower amplitude compared to the 

others) associated with L2 stimulus, which does not belong to such Tbar 

class. The exclusion of this peak, and also of the others lower amplitude 

peaks in the different Tbar classes, from the Tbar class selection depends 

on the very stringent T thresholds we applied for each wavelength (as 

discussed in the paragraph above). In the example just depicted (Tbar 11) 

even if it is possible to observe, on average, some response to L2, we had 
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to exclude it from Tbar class 11 given the high T threshold for such 

stimulus. We can state that features that emerge in an average trace, of 

course, cannot be used to justify selection on the individual traces. That is 

to say that the only statistically reliable and robust criterion we could adopt 

for spectral selection is the threshold method based on FDR calculation. As 

stated above, the use of very stringent T thresholds (to ensure 1% FDR) 

cuts some responsive neurons out from our data leading to exclude 

responses that are actually elicited by our protocol of visual stimulation. 

This is the reason why we observe responses evoked by the different stimuli 

also in Tbar classes in which that stimulus does not belong. However, 

applying less stringent T thresholds would lead to include in the selection 

a larger fraction of false positives, thus a compromise had to be chosen 

insuring the strongest reliability of the selected data. 
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To further demonstrate the consistency of Tbar classes without an a priori 

stimulus selection, we ranked neurons based on their T4D values and 

evaluated their Tbar class. Figure 41A shows ~13000 neurons across seven 

larvae ranked by T4D values and associated to their corresponding Tbar 

class (plotted on the y-axis). These data show a dominance of the Tbar 

classes 1, 2 and 8, and, to a lesser extent, 3, 4, 9, 10. We further tested Tbar 

consistency by applying a T threshold of 15 to all four stimuli (Figure 41B). 

These data show that T bar classes mainly represented are the same shown 

in Figure 41, the only difference is that by applying a lower threshold each 

Tbar class is populated by a higher number of neurons, whereas the spectral 

identity of the responses does not change; i.e. the Tbar classes shown in 

Figure 40 emerge in a substantially threshold-independent manner. Thus, 

the data show that the Tbar clusters do not depend significantly on the 

choice of threshold, excluding a potential issue that has to be considered 

Figure 40. Unique spectral classification with Tbar.  

(A) Average ΔF/F0 traces (blue line: mean; light blue area: standard deviation) for all 

neurons identified with the given Tbar (indicated in each panel). Number of neurons: 2243 

(Tbar 1); 581 (Tbar 2); 49 (Tbar 3); 51 (Tbar 4); 4509 (Tbar 8); 308 (Tbar 9); 88 (Tbar 

10); 14 (Tbar 11). The experimental trace of each neuron was first averaged over the three 

repetitions of the L1/L2/L3/L4 stimuli before averaging among different neurons. Standard 

deviations were calculated over all data (made of the three repetitions for each neuron, 

over all neurons found in each class for the seven larvae tested). Colored tick marks above 

each graph show the timing of the different stimuli. Only the classes with a total numerical 

consistency above 10 neurons are shown in the figure. The colored bars below each Tbar 

value indicate the spectral stimulus(i) to which neurons belonging to that class are 

responsive to.   (B) Anatomical distributions of neurons for each Tbar class. Anatomical 

areas are classified and indicated as in the rest of the thesis: Telencephalon (T), Eye (E), 

Diencephalon (D), Mesencephalon (M), Rhombencephalon (R), Spinal cord (S). Values 

shown are averages and stderr calculated over the seven normalized distributions measured 

with the 7 larvae for each Tbar. The bars for the last plot (Tbar 11) do not add to 1 because 

the distributions were normalized to 1 for each larva across the anatomical areas but not 

all larvae tested actually contributed cells to this Tbar class (i.e. some larvae contributed 0 

into averaging). (C) Anatomical localization of some example neurons for each of the Tbar 

classes shown in the previous panels. Each neuron is shown as a dot (not drawn to scale, 

for visibility) and colored according to its response(s) with the color-coding used 

throughout the thesis. The grey border around neuron #12 indicates a negative T value 

(TUV = -23.6). Scale bar: 150 µm. (D) Experimental ΔF/F0 traces for the neurons shown in 

panel C. The scales were chosen to optimize visibility in each graph and are not shown for 

compactness of the figure; the two ticks shown on the vertical axis are as follows for each 

panel starting from top left: (-0.5, 2.2), (-0.3, 1.2), (-0.3, 1.4), (-0.6, 4.3), (-0.5, 3.7), (-0.3, 

1.4), (-0.6, 2.1), (-0.5, 3.0), (-0.3, 1.3), (-0.4, 3.4), (-0.5, 4.0), (-0.4, 0.2).   
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when using threshold analysis. We should note that this increase of 

numerical consistency will indeed comprise responsive neurons (i.e. reduce 

false negatives) but at the expense of an increase of false positives.  

 

 

 

 

 

4.7 Dynamics of spectrally-tuned neuronal responses 

To further demonstrate the sensory nature of the responses we observe, a 

histogram of peak timepoints was measured for each stimulus (Figure 42). 

We analyzed the distributions of peak timepoints for all neurons (N = 7 

larvae) above each corresponding stimulus T threshold and compared them 

with the same analysis applied to the control data (N = 5 larvae). These 

results point out that the responses measured in the stimulated larvae indeed 

reflect spike of activity triggered by the spectral stimuli and follow the 

GCaMP6s dynamics.  

Figure 41. Tbar clusters in responsive neurons. 

Neurons from the seven experimental larvae are ranked based on their T4D value. Each 

neuron is plotted on the x-axis based on its T4D rank, while the values along the vertical 

axis correspond to its Tbar class. (A) The graph shows neurons classified for their Tbar 

class based on the thresholds used in our analysis. The data demonstrates  a clear and 

strong emergence of the classes shown in Figure 40. (B) The same as in panel A plotted 

changing the threshold criterion and setting the threshold to 15 for all the four stimuli. 

This graph shows that the Tbar clusters do not qualitatively change, while, of course, their 

numerical consistency increases.  

A B 
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One more issue we considered to further assess the spectral specificity of 

responses observed is the presence of possible history-dependence effects. 

Indeed, since we applied a precise order of spectral stimuli (L1, L2, L3, L4 

in triplicate), we wanted to verify if the order of the stimuli affects the 

responses we mapped. In other words, given the high number of neurons 

responsive to L1 stimulus we found, and the fact that L1 stimulus is the first 

one presented in our protocol, it might elicit stronger responses than the 

other stimuli or even inhibit/hinder such responses, exerting a sort of 

inhibition towards the other stimuli. This would represent an issue for the 

purpose of neurons spectral identification. We tested this possible history-

dependent effects by performing stimulation of the same neuron 

populations across the larva brain volume with two different stimulation 

time patterns: our standard stimulus pattern, and a shuffled pattern L3, L4, 

L2, L1, L4, L3, L1, L2, L2, L3, L4, L1. For these experiments, we recorded 

Figure 42. Calcium response dynamics. 

The graphs show histograms of the distributions of peak times for the neurons responsive 

to each spectral stimulus (i.e. selected based on the respective thresholds and shown with 

its color code in the first four panels) and the cumulative distribution of all responsive 

neurons regardless of the stimulus wavelength. The top graphs show data measured on the 

experimental larvae (N = 7) that were visually stimulated, the bottom graphs show data 

measured on control larvae (N = 5) that were not visually stimulated. The time shown on 

the x-axis is measured relative to the presentation of the stimulus (t=0). 



RESULTS 

98 

neuronal activity with both stimulation protocols on the same planes (10 

planes sampled with 20 µm z-step) waiting 120 s between the two 

consecutive acquisitions (N = 3 larvae at 5 dpf). To investigate whether the 

responsive neurons maintain their spectral specificity regardless of the 

order of the stimuli, or rather possible history-dependence effects appear, 

we produced correlation plots comparing the responses (i.e. the T values) 

of each neuron to the four stimuli between standard and shuffled data 

(Figure 43A). From these data, it is possible to observe that a large 

population of neurons shows strong correlations, especially for L1, L3 and 

L4 stimuli, responding to the same stimulus with similar strength 

independently of the order of the 12 stimuli. Figure 43B shows ΔF/F0 traces 

(across three larvae) of neurons maintaining spectral identity in spite of the 

different order of the stimuli. This is better quantified in Table 3 reporting 

the responses to the four stimuli calculated for both protocols. Although 

these percentages are in the order of 50-60%, it is important to consider 

several aspects leading to underestimation of such percentages. One 

consideration regards a slight drift occurring between the two acquisitions. 

We corrected in-plane (i.e. x-y) drift by registering the two acquisitions for 

each plane to each other and performing segmentation on a single MIP 

resulting from combination of the two MIP images. This segmentation thus 

provided one mask that was applied to analyze the same neurons in both 

planes for direct comparison of their responses to the different stimulus 

order (more on this in the methods section). Unfortunately, no correction 

could be applied for a similar drift occurring in the z-axis. Although this 

drift was quite small, the nature of two-photon imaging can easily lead to 

lose/gain some neurons in each of the two acquisitions with respect to the 

other; so, some neurons that respond to one order of stimuli and show a 

drop of T in the other order do so not because they stop responding due to 

a history-dependent effect but because they have simply moved out of the 

narrow two-photon excitation focal volume. Another factor to consider is 

the threshold selection criterion applied to our data. By its own nature, any 

threshold establishes a hard cutoff so that neurons responding close to it 

might be some times above and some times below, obviously not because 

of a change in their spectral sensitivity but simply because of a fluctuation 

of the strength of their response about the threshold. 
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Thus, those neurons which appear to respond to one stimulus in the 

standard order but not in the shuffled one (or vice versa) do not necessarily 

represent an actual switch from one spectral class to another but rather 

could be affected by slight changes in T values leading them to fall below 

threshold selection. Tbar class analysis among these responsive neurons 

further demonstrates their spectral identity. Indeed, it reveals that variations 

of Tbar classes between standard and shuffled data do not represent a real 

change of neurons spectral identity but rather we observe a shift between 

classes sharing a response to the same stimulus. For example, some neurons 

Figure 43. Robustness of 

spectral identity versus 

history-dependence: 

standard vs shuffled 

pattern of visual stimuli. 

(A) Correlation plots of T 

values for each of the four 

stimuli (L1-magenta, L2-green, 

L3-blue, L4-red) between data 

acquired with the standard and 

shuffled protocol of visual 

stimulation (N = 3 larvae). (B) 

Average ΔF/F0 traces (black 

line: mean; grey area: standard 

deviation) of neurons 

responding to L1, L2, L3, L4, 

(indicated in orange) and 

calculated for both stimulation 

protocols (standard, top panel; 

shuffled, bottom panel). 

Stimulus time points are 

indicated in their respective 

order and color-code.  
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responsive to L1 stimulus with the standard pattern which belong to Tbar 

class 8 are found in Tbar classes 10 and 14, where L1 stimulus is also 

included, in the shuffled data. These observations, together with the 

analysis methods we employed (described above) allow us to assert that the 

majority of responsive neurons in our measurements maintain their spectral 

identity regardless of the order of stimuli presentation.  

Table 3. Quantification of responsive neurons to standard and shuffled visual 

stimulation pattern.  

The table quantifies the number of neurons across 3 larvae responding to the four stimuli 

with both protocols (standard and shuffled) and neurons which maintain the same spectral 

identity with both protocols (shared). We identified a total of 45766 ROIs across three 

larvae. The percentage reported refers to the ratio between shared and standard. 

One final assessment of the spectral identity of the neurons we mapped was 

done in regards to the data analysis. This point was introduced based on 

Figure 32, where we observed the drastic drop of T-distributions when 

analyzed with a random sequence of stimuli. Based on the use of 

thresholds, we can now quantify the number of neurons above threshold 

for each stimulus between standard and shuffled analysis. The 

quantification reported in Table 4 includes neurons passing both threshold 

and peak analysis selection. As displayed in Table 4, a drastic reduction of 

responsive neurons emerges from shuffled compared to standard analysis 

confirming that the spectral identity of neurons identified in this work is 

robust in regards to both experimental protocol and analysis parameters. 

Stimulus Standard Shuffled Shared Percentage 

L1 614 627 408 66% 

L2 2 2 0 0 

L3 16 22 7 44% 

L4 73 54 29 54% 
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Table 4. Quantification of standard vs. shuffled analysis.  

The table quantifies the total number of neurons (encephalon and spinal cord) responding 

to one of the four stimuli (selected by applying T threshold and peaks analysis criteria) 

between standard and shuffled analysis (see also Figure 32 and methods). The percentage 

of neurons above threshold with the shuffled analysis in respect to standard one is reported 

in the table demonstrating the robustness of analysis and specificity of T with respect to 

the spectral identity of the stimuli. N = 7 larvae at 5 dpf. 

 

4.8 Spectral and anatomical distributions in 3 dpf larvae 
 

The same measurements described in the previous sections have been 

performed in larvae at 3 dpf. Figure 44A displays ΔF/F0 responses 

measured in one larva and ranked based on T4D. Comparison with Figure 

37A highlights the much weaker calcium responses measured at 3 dpf. The 

spectral column of the figure also shows a much smaller fraction of 

responsive cells, with an apparent shift in favor of L4. The anatomical 

column, on the other hand, shows a more evenly scattered distribution of 

the higher ranked neurons across the encephalic regions. Figure 44B shows 

all responsive neurons identified in 7 larvae after registration onto a 

reference brain. The histogram of spectral responses (Figure 44C, top 

panel) indicates a strong dominance of L4 responses followed by L1 and a 

negligible response to L2 and L3. We then quantify the anatomical 

localization of neurons (Figure 44C lower panels) from these data. We can 

see that the mesencephalic dominance is not yet fully established at this 

stage of development. We then applied to this data the Tbar classification 

and we found that responses to multiple wavelengths (which might be, to 

some extent, an indication of integration activity) are extremely rare (Tbar 

3 = 1 neuron, Tbar 5 = 1 neurons, Tbar 9 = 4 neurons; N = 7 larvae). In 

contrast, responses to single stimuli, especially to L1 and L4 prevail (Tbar 

1 = 423 neurons, Tbar 2 = 8 neurons, Tbar 8 = 122 neurons across seven 

larvae). We can notice that at 3 dpf we found no neurons with spectral-

specificity in the spinal cord, indicating that at this stage of development 

the circuitries carrying spectrally-dependent information down to the spinal 

Stimulus Standard Shuffled Percentage 

L1 5048 233 4.6% 

L2 56 7 12.5% 

L3 745 10 1.3% 

L4 2614 113 4.3% 
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cord and, thus, possibly eliciting color-selective motor behaviors, are not 

yet functional. 

In opposition to the scarcity of positively responsive neurons (compared to 

the 5 dpf), we consistently find negatively responsive neurons also at 3 dpf. 

Figure 45 shows anatomical localization and an example trace for these 

neurons, which belong to the pineal region. Thus, we conclude that, while 

visual circuits are not fully developed, the inhibitory effect of light in the 

pineal gland is here demonstrated at single-cell level already at 3 dpf. 

Figure 44. CNS spectral and anatomical mapping in 3 dpf larvae. 

(A) ΔF/F0 responses of 600 ROIs ranked by T4D values in a 3 dpf larva. Each row in the 

heatmap represents a neuron. The left bar indicates neurons T4D values (T color scale is 

displayed on the right of the figure). Stimulus time points are indicated at the top of the 

panel highlighted in their respective color-codes. The spectral column on the right shows 

spectral responses of the neurons selected above threshold and peak analysis (highlighted 

in magenta, green, blue and red for the response to L1, L2, L3 and L4 stimulus, 

respectively). The anatomical column shows the localization of each ROI across the CNS 

regions (T: telencephalon, E: eyes, D: diencephalon, M: mesencephalon, R: 

rhombencephalon, S: spinal cord). (B) Anatomical map of neurons selected above the T4D 

threshold (yellow dots) for 7 larvae at 3 dpf registered onto a reference brain for 

anatomical localization (light yellow outlines). Scale bar: 150 µm. (C) Quantification of 

spectral and anatomical identities (N = 7 larvae). The histogram on the top shows the 

normalized distribution of all responsive neurons above the T4D threshold across the four 

spectral stimuli (displayed in their respective color-codes). The histograms on the bottom 

quantify the anatomical distributions of the neurons above T4D (yellow histogram), TThU 

(magenta) and TThR threshold (red) (from top to bottom) across the CNS areas. Error bars 

= stderr, N = 7. 
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Our measurements provide spectral and anatomical maps of neurons 

involved in spectrally-tuned responses in the zebrafish larva CNS. Besides 

the well-expected high density of responsive neurons in the visual areas of 

the mesencephalon (i.e. OT and other retinorecipient areas, which are the 

brain regions specifically involved in processing visual information and 

integrating it with other sensorial inputs), we found spectrally-defined 

responses also spread to all other brain regions, down to the spinal cord. It 

is possible that these neurons take part in circuits responsible for the 

propagation of spectrally-defined information presumably receiving inputs 

from mesencephalic neurons. Thus, we evidenced neural pathways 

maintaining spectral information throughout the CNS with predominant 

responses to L1 and L4 in 5dpf larvae, and to L4 in 3 dpf larvae. These 

results open the way for a detailed dissection of the circuits responsible for 

different color-dependent behaviors with laser ablation, optogenetics or 

other perturbative experiments to investigate neuronal circuits underlying 

Figure 45. Anatomical distributions of inhibitory responses at 3 dpf.  

Left panel: T-negative neurons identified specifically for L1 stimulus (magenta dots) 

mapped in larvae at 3 dpf superimposed to a reference brain (light yellow outlines) for 

anatomical localization. The image highlights the localization of neurons responding in an 

inhibitory manner to L1 radiation in the pineal region. Right panel: ΔF/F0 trace of an 

epiphysis neuron displaying a negative T value for L1 stimulus as indicated by the 

following T score values: TU = -29.6, TV = -2.8, TB = 2.3, TR = 2.3. Scale bar: 150 µm. 
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color-evoked behaviors. The zebrafish larva is a very simple model yet 

representative of vertebrate CNS organization, so we expect the paradigm 

of spectral information propagating through non-visual areas to be relevant 

in all vertebrates. 

4.9 Laser-induced cellular inactivation 

The work described in the previous chapter provides a cellular-resolution 

mapping of spectrally-distinct responsive neurons across the zebrafish 

larva CNS. Understanding the structural and functional connectivity among 

these neurons, and so how they integrate specific inputs to generate a motor 

output, requires methods for deciphering the complex neuronal 

connectivity underlying these responses. Nowadays this is indeed one of 

the main challenges in Neuroscience, since it requires both a morphological 

and functional mapping of individual neurons in the whole brain. In this 

regard, the zebrafish larva represents the most suited vertebrate model for 

tackling this fascinating and daunting task. In fact, most of the limitations 

suffered by other models have been overcome in zebrafish larvae thanks to 

their optical transparency and the small size of the brain, in addition to the 

implementation of several technologies for circuits dissection. These 

technologies aim at providing a full mapping of neuronal morphology 

and/or perturbative approaches to control their function and monitoring the 

consequent circuit activity. Among the morphological strategies, the 

development of optical highlighting such as Brainbow imaging and 

photoactivatable fluorescent proteins allowed to resolve in a non-invasive 

way neurons and their projections [84, 88, 141]. These techniques, in fact, 

resolve one of the main aspects making morphological research of the 

nervous tissue so challenging compared to other tissues, i.e. the intricate 

structure of neurons and neuropil, with many circuit components often 

below the resolution limit of optical microscopy and certainly not 

discernible by conventional staining techniques. It was in fact the discovery 

of the so-called “black reaction” by Camillo Golgi at the end of the 1800s 

to first allow seeing the shape of neurons by labelling a small fraction of 

them [80]. About 150 years later, we would like to see all neurons at the 

same level of detail. Brainbow has been a step in implementing individual 
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mapping of all neurons in a dense and intricate structure. However, limits 

in number of colors attainable with this technique and in resolution of 

conventional fluorescence microscopy do not allow fully deploying this 

technique for the investigation of the whole brain of an animal. A more 

detailed morphological mapping is undoubtedly provided by electron 

microscopy, which allows 3D reconstruction of circuits at nanometric 

resolution, imaging all details of neuronal circuits down the single synapse 

level [82, 89]. To combine morphology with function, genetically-encoded 

calcium indicators represent a powerful tool enabling non-invasive 

measurements of intracellular [Ca2+] variations in real-time, directly 

correlated with neuronal activity and synaptic transmission. This type of 

measurements thus enables optical highlighting/labeling of neurons in 

which the reporters are targeted and, at the same time, monitoring their 

activity. Most commonly, functional imaging requires immobilization of 

the sample under the microscope. This poses different issues depending on 

the animal model under investigation. One of the most relevant issue is that 

restriction of motion limits the monitoring of behaviors and might hinder 

them altogether. Several pathways for overcoming this limitation are 

currently being explored, both in regards to the development of novel 

probes (for example CaMPARI, [142]) and microscopy technologies apt to 

perform high-resolution 3D imaging in freely-behaving animals [143, 144]. 

In recent years, the development of photoconvertible proteins, such as 

CaMPARI, enabled to correlate neuronal activity with behaviors performed 

by the animal freely-swimming, whereas the most recent photoactivatable 

genetically-encoded calcium indicators (pa-GECIs) allowed to map 

processes and dendrites in individual neurons and to simultaneously 

monitor neuronal activity in a dense circuit structure [145]. Together with 

these strategies, perturbative approaches such as laser ablation and 

optogenetics, are widely employed to probe the function of individual 

neurons or neuron ensembles and dissect the circuits involved in response 

to specific stimuli and information processing, thus mapping neuron 

morphology and function [6, 146]. The anatomical and spectral maps 

provided in our work clearly require, as a next step, a correlation between 

morphology and function to decipher the connectivity patterns among the 

spectrally-responsive neurons identified and to study the color-evoked 

behaviors underlying them. With this aim, based on observations on 

GCaMP behavior during two-photon imaging, we have developed novel 
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optical approaches implementing both a perturbative and a highlighting 

strategy possibly applicable to circuitry mapping, based solely on the use 

of GCaMP. In this chapter, I will present these results, concerned with 

functional perturbation of responsive neurons and optical highlighting. 

 

4.10 GLINP – harnessing the power of photodamage 
 

Although calcium imaging through the expression of genetically-encoded 

calcium indicators allows monitoring neuronal-activity in a non-invasive 

way in the whole encephalon of the larval zebrafish, we observed that two-

photon high-power imaging tends to induce a generalized and long-lasting 

activation of the whole raster scanning area. The expression of calcium 

reporters in this context helped us visualizing the effects of this procedure 

resulting in a massive increase of fluorescence intensity affecting the entire 

field of view (Figure 46). Based on the spectral and structural properties of 

GCaMP-family indicators, we know that the increase of fluorescence 

intensity in cells in which such indicators are expressed is associated with 

Figure 46. High-power two-photon imaging. 

The panels show the effects resulting from two-photon imaging at high power. Here is 

shown an optic tectum plane of a 4 dpf Tg(elavl3:GCaMP6s) larva before (left panel) and 

after (right panel) imaging. It is possible to observe a generalized activation of the entire 

raster scanning area plane due to the high power of imaging restricted to the plane at issue. 

Scale bar: 40 µm. 
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a variation of intracellular [Ca2+]. So, we assume that the "activation" we 

observe (in this part of the text, until further details are illustrated, I will 

use this term pointing at the observed fluorescence increase and neglecting, 

for now, the functional implications of what is going on in the neuron) may 

be related to a calcium imbalance in the cells due to an indiscriminate Ca2+ 

entry from the extracellular space or release from the internal stores. 

However, it is interesting to notice that this effect is restricted to the 

scanned plane. Indeed, sampling the volume of the scanned field of view 

along the z-axis, we observe no activation of the out-of-focus planes which 

preserve a basal level of fluorescence and activity. Thus, we cannot relate 

this activation (limited to the focused plane) to a permanent damage 

resulting in sample death. Indeed, in other experiments (for example in the 

long-term measurements performed for the whole volumetric recordings 

shown in the previous chapters), some times we observed an activation 

quickly spreading to all volume followed by neurons loss of function, a 

clear evidence of death of the larva, presumably due to sample overheating 

caused by the long scanning times. These two effects are undoubtedly not 

connected with each other, since the larvae in which we observe FOV 

"activation" as shown in Figure 46 were perfectly viable and, as highlighted 

above, suitable for functional imaging on all other planes. So, we wanted 

to investigate the biological events underlying the confined activation we 

observed. The nature of GCaMP makes it very favourable for this aim, 

since it allows to both label targeted neurons and follow their functional 

dynamics. As mentioned above, given the nature of two-photon imaging 

and genetically-encoded calcium reporters, we presume that the activation 

of the raster scanning area is related to an intracellular calcium leading to 

the increase of GCaMP green fluorescence intensity. Reasons behind this 

effect are surely to be related to the power employed in two-photon imaging 

leading to perturbative effects over certain levels. It is known, in fact, that 

the same laser used for two-photon imaging can be employed in laser 

ablation experiments confining the effect deriving from high-power 

irradiation to individual neurons chosen as targets. This approach is usually 

employed to dissect neuronal circuits based on targeted neurons loss of 

function and on the observation of the behaviors underlying them. In its 

more typical definition and application, laser ablation leads to the physical 

destruction of the irradiated targets, via physical mechanisms such as those 

described in Introduction. Since the activation we observed was restricted 
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to the irradiated area without inducing generalized sample and/or cells 

damage, we wanted to investigate if it could constitute the basis for a non-

destructive perturbative approach alternative to classic laser ablation but 

yet still able to confine the effects of laser power at the single cell level. 

Laser irradiation effects depend, in fact, nonlinearly on several factors, 

mainly laser pulse frequency, power, and irradiation time. An example of 

a disruptive method deriving from high-power irradiation is shown in 

Appendix Figure A3. In the example shown we picked for target Rohon-

Beard (RB) spinal cord neurons (mechanosensory neurons; [147]). High 

power and long irradiation time led to a damage in the target cell and in the 

neighboring area (Figure A3, 0’) followed by cavitation bubble formation 

in the selected cell (Figure A3, 5’ and 10’). This effect is clearly attributable 

to the damage induced by laser ablation. The effectiveness of the method 

thus requires the exploration of the optimal parameters to induce an effect 

restricted to the targeted cells without affecting the neighboring neurons 

and avoiding generalized sample damage.  Since the approach we 

developed is distinguished from laser ablation and leads to a perturbation 

of neuronal calcium levels (and, thus, presumably, of neuronal activity), we 

will term this phenomenon GCaMP Laser-Induced Neuron Perturbation 

(GLINP). Beyond the laser irradiation parameters employed, another 

important aspect to be considered regards the localization of the calcium 

indicator. We never observed an activation comparable to that shown in 

Figure 46 (where GCaMP6s is expressed at cytoplasmic level) in samples 

expressing the nuclear-localized H2B-GCaMP6s, but rather the occasional 

massive activations of the whole larva brain, occurring with its death. 

Indeed, a comparison between cytoplasmic and nuclear localized GCaMP 

irradiation can produce interesting insights. In light of this observation, we 

wanted to test the effect deriving from the irradiation of the cell’s nucleus 

in samples expressing the calcium indicator at the nuclear level (i.e. the 

H2B-GCaMP6s construct used in the previous chapter for functional 

imaging). We found that performing a line scan in correspondence of the 

nucleus produced a well localized photobleaching effect (Figure 47): just 

after the irradiation procedure, we observed a loss of fluorescence in the 

irradiated area (visible as a dark line; Figure 47, 0’); at subsequent times 

we assist to a slow recovery of fluorescence in the irradiated area. The 

recovery is similar to what is observed in standard FRAP (Fluorescence 

Recovery After Photobleaching) experiments: in this case, the diffusion of 
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H2B, albeit slow, can explain redistribution of GCaMP molecules, leading 

to recovery of fluorescence. In the frame acquired immediately after 

irradiation, in addition to the bleached line, we can also observe an 

increased fluorescence GCaMP on the nucleus compared to the previous 

frame. This indicates that some [Ca2+] increase has taken place during 

irradiation but this effect quickly dissipates and is not visible in the 

subsequent frames.  

 

Figure 47. Irradiation inside 

the nucleus. 

The panels show an optic tectum 

plane of a 4 dpf zebrafish larva 

expressing the nuclear-localized 

calcium indicator H2B-GCaMP6s. 

The insets on the right are 

magnified views of the yellow 

dashed square highlighted in the 

left panels. We performed a line 

scan in the nucleus applying a 

power of 20 mW/cm2 (the neuron 

targeted for inactivation is 

indicated by the yellow lightning in 

the upper inset) and monitored the 

resulting effects at different time 

intervals (0, 10, 30 min later). Just 

after the irradiation procedure (0’) 

the increase of fluorescence 

intensity in the selected neuron is 

associated with photobleaching in 

correspondence of the irradiation 

site (visible ad a dark line in the 

irradiated nucleus). In the panels 

sampled 10 and 30 min after 

irradiation we observe a slight 

recovery of fluorescence in the 

bleached area and a return to 

normal fluorescence in the rest of 

the nucleus. Scale bar: 50 µm. 
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Nucleus irradiation, in fact, does not perturb the neuron cell membrane nor 

the internal compartments membranes to a significant extent, so that no 

long-term consequence on the intracellular calcium levels and therefore no 

fluorescence intensity increase are observable. The difference observed in 

the effects of high-power irradiation between cytoplasmic and nuclear 

GCaMP suggests that irradiation close to the plasma (and/or inner 

organelles) membrane is responsible of GLINP. To corroborate the 

hypothesis described above, we thus employed samples expressing the 

cytoplasmic-localized GCaMP6s and proceeded testing different laser 

irradiation parameters restricting the procedure to a single cell. We 

performed a line scan spanning the cell membrane using an irradiation 

power of 20 mW/cm2. As shown in Figure 48, after the irradiation 

procedure an increase of fluorescence intensity is observable, thus 

corroborating our hypothesis that such fluorescence increase is directly 

related to a calcium imbalance in the cell presumably due to membrane 

optoporation (effect not visible in nucleus irradiation). However, in this 

case the activation effect occurs in a cluster of neurons next to the one 

selected for irradiation. Being a manual procedure and being the neurons 

in the larval encephalon tightly packed together, it is possible that while 

performing the line scan in correspondence of the target cell membrane we 

also affected the neighboring neurons and/or their projections, resulting in 

an increase of fluorescence intensity in that cluster (Figure 48). 



RESULTS 
 

111 
 

 

 

 

Figure 48. Permanent 

GLINP effect. 

The figure shows the effects 

derived from irradiation of the 

cell membrane at high power 

(20 mW/cm2) sampled at 

different times (before and 0’, 

5’ and 10’ after the 

irradiation). The panels on the 

left represent the imaging 

field of view (an optic tectum 

plane of a 4 dpf larva) and the 

insets on the right are 

magnified views of the 

irradiated neurons (high-

lighted by the yellow dashed 

square in the right panles). 

The upper inset shows the cell 

targeted for irradiation 

indicated by the yellow 

lightning. We sampled the 

consequences of the irradia-

tion procedure at different 

times (0’, 5’ and 10’ later) 

during which it is possible to 

observe a gradual increase of 

fluorescence intensity in the 

target neuron and in other 

cells next to it.  This effect is 

visible just after the 

irradiation (0’), followed by a 

generalized increase of 

fluorescence in the whole area 

of the two neurons (5’) which 

remain active in time (10’). 

The effect of irradiation at 

high power thus results in a 

permanent fluorescence 

increase. Scale bar: 50 µm. 
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We thus associated this effect to a permanent perturbation without any 

visible damages, as usually occurs in laser ablation experiments leading to 

cavitation bubble formation and damage in the ablated site. We tried to 

confine the irradiation procedure with more precision to a single cell, 

adjusting the length of the line scan to ensure irradiating as much as 

possible only the cell membrane of individual neurons, avoiding potential 

side effects on neighboring neurons. We tested the same irradiation power 

described above and in this condition we were able to obtain laser-induced 

perturbation on a single neuron. As a result of performing irradiation with 

optimized line-scan, we observed a massive fluorescence increase limited 

to the targeted cell, which spread to its axons and dendrites allowing to 

resolve its projections to the tectal neuropil. It should be noted that before 

irradiation the selected cell was barely visible and offered no possible 

chance to dissect its connections, especially in the neuropil. Indeed, the 

neuropil itself is the brain region consisting of mostly tangled dendrites and 

axons and the attempt to dissect them at the level of individual cell types is 

an issue difficult to address, without recurring to electron microscopy, as 

highlighted in the previous paragraphs Performing high-power irradiation 

on individual neurons thus enabled optical highlighting of their projections 

up to the tectal neuropil, an effect clearly visible immediately after the 

irradiation (Figure 49, 0’) and still 10 minutes later (Figure 49, 10’). In the 

conditions of the experiment shown, however, after 30 minutes only the 

cell body maintains high fluorescence, while its axons and dendrites are no 

longer detectable (Figure 49, 30’). This suggests that in the conditions 

tested we were able to induce a long-lasting GLINP effect limited to the 

selected cell with the possibility to decipher its projections within a certain 

time interval (in these conditions we observed within 30 min). Similar 

results were obtained in the spinal cord, where the presence of bigger and 

less densely packed neurons compared to the tectal ones allows to better 

appreciate this effect. Also in this case the high-power irradiation of the 

cell membrane is followed by an irreversible perturbation restricted to the 

target cell (see Appendix Figure A4). The results thus far shown 

demonstrate the possibility of modulating the effects induced across the 

membrane of the neuron by laser irradiation. A plausible explanation of 

these observations is that passage of the laser at high-power on the cell 

membrane induces optoporation or analogous phenomena leading to a 

transient permeabilization and Ca2+ entry. 
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 Figure 49. Localized 

long-lasting GLINP. 

We employed high 

irradiation power 20 

mW/cm2 to perform a 

line scan in the 

cytoplasm of the neuron 

indicated by the yellow 

lightning. It should be 

noted that before the 

irradiation the selected 

neurons is barely 

visible. After the irra-

diation procedure (0’) a 

huge increase of 

fluorescence intensity is 

visible, highlighting the 

neuron process up to the 

tectal neuropil. This 

activation is visible also 

10 min later. 

Monitoring the irradia-

tion procedure effects 

30 min later a fluore-

scence increase of the 

selected cell is still 

visible; however, it is 

no longer possible to 

resolve its processes, 

probably as a conse-

quence of the laser 

power parameters 

employed causing only 

a moderate imbalance 

of cellular [Ca2+]. This 

effect is limited to the 

irradiated cell without 

affecting the neighbou-

ring neurons. Scale bar: 

50 µm.    
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Depending on the entity of the membrane damage, the cellular Ca2+ 

homeostasis systems might remain intact or be compromised, leading to 

recovery or permanent effects, respectively. This would mean that there is 

room for a very fine tuning of the GLINP effects based on irradiation power 

and scan parameters (such as shape, number of repetitions and so on). 

Based on these considerations and the observation of conditions (Figure 

49) in which irradiated targets remain perturbed only within a finite time

interval (presumably due to the laser power parameters adopted), we tried 

to reduce the irradiation power to 14 mW/cm2 and to investigate the 

following effects in time. As a consequence of irradiation, also in this case 

an increase of fluorescence intensity occurs in the targeted neuron (Figure 

50, 0’). However, this effect lasts just few minutes and already 10 minutes 

later it is possible to observe a recovery of a baseline fluorescence level 

comparable to that observed before the irradiation procedure (Figure 50). 

Figure A5 shows similar results in the spinal cord. Sampling the effects of 

low-power irradiation procedure at different time intervals we observed, 

also in this case, a temporary perturbation in the irradiated cell and a 

recovery of the initial fluorescence intensity levels already 5 minutes later 

(Figure A5). The bottom panel of Figure A5 shows the average 

fluorescence intensity measured in the target neuron before and 0, 5, 10, 15 

minutes after the irradiation. It is then clear that the use of lower power 

induces a temporary perturbation in the target cell. Based on the different 

conditions tested, we can distinguish two different situations: an 

irreversible perturbation induced by high power irradiation, which will be 

suitable for structural/morphological mapping by optical highlighting of 

neuronal processes and connections; and a reversible perturbation, 

particularly appropriate for neuronal circuits functional mapping. These 

all-optical tools may thus be used as a starting point for deciphering the 

structural and functional connections among the spectrally-responsive 

neurons we mapped in the work described in the previous chapter.  
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Figure 50. Reversible 

perturbation. 

The panels show an optic 

tectum plane of a 4 dpf larva 

expressing the cytoplasm-

localized calcium indicator 

GcaMP6s (left panels) and 

magnified view of the 

targeted neuron (right 

panels). Imaging has been 

performed at different times 

(before irradiation and 0, 10, 

30 min after irradiation). The 

figure shows the effects we 

observed by employing 14 

mW/cm2 power. The 

selected neuron is 

highlighted by the yellow 

lightning in the upper inset. 

Just after the irradiation 

procedure (0’) an increase of 

its fluorescence intensity is 

visible. This effect lasts few 

minutes and 10 min later the 

cell recovers the initial 

condition. Also at 30 min the 

cell shows no effect of the 

irradiation, indicating that 

lower irradiation power 

leads to a reversible and 

localized perturbation. Scale 

bar: 50 µm. 
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4.10.1 Temporary perturbation of spectrally-responsive 

neurons 

We next tested and characterized the temporary perturbation effects in 

relation to spectrally-evoked responses. We employed transgenic larvae at 

4 dpf expressing the cytoplasmic-localized calcium indicator GCaMP6s 

and chose as target for two-photon irradiation optic tectum neurons 

responsive to long-wavelength light flashes matching the absorption peak 

of zebrafish L cone type (580 nm). Neuronal activity was imaged with a 

custom-built two-photon microscope for 80 s during visual stimulation 

with five red flashes (100 ms duration and 1mW/cm2 power). For the 

identification of the responsive neurons we implemented linear regression 

pixel-wise analysis following, with modifications, the method described in 

Miri et al., 2010 [136], as reported in the methods section. It should be 

noted that the choice of nuclear-localized H2B-GCaMP6s for the 

measurements reported in paragraphs 4.1 - 4.8 made segmentation and 

subsequent analysis at single neuron level much more readily 

implementable that the cytoplasmic GCaMP which produces images where 

the adjacent neurons touch each other and it is much more difficult to 

segment them. On the other hand, as demonstrated in the previous 

paragraphs, the GLINP concept works best with cytoplasmic GCaMP. For 

this reason, we performed analysis at pixel level rather than at cellular level. 

This analysis produced a T-score map, which allowed us to quantify the 

responsiveness to the spectral stimuli (as highlighted by the false color T 

score map shown in the bottom panel of Figure 51C). After identification 

of the responsive neurons, we then irradiated the cell membrane of one of 

the responsive neurons identified (applying the same line scanning 

procedure and irradiation power described above) and sampled the trend of 

the fluorescence intensity and neuronal activity in the whole FOV at 

different time intervals (0, 5, 10, 15 and 30 min later). Figure 51 shows a 

representative example of this experiment. Laser irradiation of the selected 

responsive neuron (characterized by high T score levels as shown by the T 

map in Figure 51A) led to its perturbation (as also demonstrated in the 

example in Figure 51) visible, just after the irradiation procedure, as an 

increase of fluorescence (Figure 51B). Fluorescence then returns to the 

initial levels already 15 minutes later (Figure 51C). We thus wanted to 
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investigate the effects of this reversible perturbation in relation to the 

neuron spectral response. Looking at the T maps shown in Figure 51, it is 

possible to observe a drastic reduction in T score values (from ~13 to ~4)  

after the irradiation (Figure 51B, bottom panel) followed by a gradual 

recovery toward the initial higher T values (Figure 51C, bottom panel). 

Variation in T score values points out how laser irradiation procedure 

affects neuron spectral responses. Observation of the fluorescence time 

traces before and after the irradiation procedure, in fact, demonstrates a 

temporary loss of response to the spectral stimuli followed by a gradual 

recovery of stimulus-evoked activity. Before the irradiation, it is possible 

to observe a response peaked after the five stimulus repetitions (Figure 51, 

orange trace). The increase of fluorescence in the irradiated cell is 

associated with a loss of response to visual stimuli (Figure 51, green trace). 

This effect lasts only few minutes since, together with the recovery of the 

initial fluorescence intensity levels, the cell gradually resumes its response 

to the spectral stimulus (Figure 51, violet trace). Figure 51D shows the 

average intensity sampled in the target neuron at the different time intervals 

after the irradiation procedure compared with that measured in an adjacent 

responsive neuron used as control (i.e. not selected for GLINP). The plot 

clearly shows the increase of fluorescence occurring in the target neuron 

after the irradiation and the subsequent recovery of the initial intensity 

levels. The neuron picked for control, on the other hand, shows a baseline 

fluorescence intensity during all time intervals tested independently from 

irradiation of the close neuron. Time course of the inactivation and 

subsequent recovery is shown in Figure 51E, where the different peak 

amplitudes of the responses sampled at different time intervals provide a 

better characterization of this effect. Another observation is that the 

perturbation is strictly limited to the targeted cell, without affecting 

stimulus-evoked responses and fluorescence intensity levels of the 

neighboring neurons. The graphs in Figure 51 (black traces) show 

examples of fluorescence time traces of a responsive neuron (highlighted 

by the red arrow in Figure 51A) localized next to the irradiated one and 

whose activity is not affected by irradiation confirming that, in the 

condition tested, irradiation induces a localized and reversible loss of 

function restricted to the cell targeted for irradiation. This approach 

represents a powerful tool for inducing functional perturbation aiming at 

the investigation of the local connectivity. The data shown in this thesis 
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represent preliminary results aiming to demonstrate the effectiveness of 

this method in inducing a reversible inactivation of selected cells without 

permanent damages and without affecting their capability to later resume 

visually-evoked activity. This method could thus lead to the development 

of a technique alternative or complementary to optogenetics without the 

need to express light-sensitive ion channels but rather taking advantage of 

GCaMP dynamics and spectral properties to perform combined functional 

imaging and optical perturbation. 
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  Figure 51. Temporary inactivation. 

Maximum intensity projections (top left) and T-maps (bottom left) of an optic tectum area 

of a 4 dpf Tg(elavl3:GCaMP6s) larva. (A) Based on T-score, the neuron indicated by the 

yellow lightning in the upper inset was targeted for irradiation. The right insets are 

magnified views of the of the lefts panels (the enlarged area is highlighted by the yellow 

dashed square). The graphs on the right show GCaMP fluorescence recordings during 

visual stimulation with five red flashes; measurements were performed on the neuron 

targeted for inactivation (colored traces) and on an adjacent neuron (black traces) not 

irradiated (highlighted by the red arrow in the inset). Before the irradiation the targeted 

neuron is responsive to the visual stimuli as shown by the fluorescence time trace and by 

the high T values. The false color map (with the scale shown in the bottom panel in C) 

quantifies the level of responsiveness to the visual stimuli. (B) The effect of irradiation is 

shown immediately after (0’) resulting in an increase of fluorescence intensity in the 

targeted neuron associated by a loss of response to the visual stimuli as demonstrated by 

the T values decrease and the fluorescence time trace (green trace). However, the 

neighboring neuron was not affected by the irradiation procedure and continues 

responding to the stimuli (black trace). (C) Fifteen minutes (15’) after a recovery of the 

fluorescence intensity, T score levels and response to visual stimuli is visible. The data 

show reversible inactivation limited to the target neuron, whereas the visual response of 

the neighboring neuron is not affected by this procedure. Scale bar: 40 µm. (D) 

Normalized average intensity sampled before and 0, 5, 10, 15 minutes after the irradiation 

GLINP 
CTRL 
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4.11 Optical highlighting 

As highlighted previously, control of irradiation parameters modulates the 

perturbative effects between short-lived reversible and long-lasting 

irreversible effects. The latter may be used to trace the processes of the 

irradiated neuron in 3D in the tectal neuropil, due to an increased 

fluorescence throughout the cell dendrites and axon, as shown in the 

example above. We used this approach to demonstrate the possibility of 

reconstruction of the projections of several neurons in the optic tectum 

neuropil. We irradiated different tectal neurons in sequence and took 

advantage of the irreversible fluorescence increase induced by high power 

irradiation in the targeted cells to resolve their axons and dendrites up to 

the tectal neuropil, clearly not visible before irradiation. We thus targeted 

different tectal neurons belonging to the same plane and followed the 

highlighting along the z-axis for 3D reconstruction. In post-processing we 

produced for each z-stack a maximum intensity projection and difference 

images to label each target cell with different colors based on the temporal 

sequence of irradiation to better appreciate and distinguish the projections 

of each irradiated neuron in the total volume sampled. Figure 52A show a 

GCaMP maximum intensity projection of an optic tectum plane of a 5 dpf 

larva recorded before high-power irradiation. Figure 52B-D are maximum 

intensity projections of the same plane after high power irradiation of three 

different individual neurons (neurons #1-3 in Figure 52A). Looking at the 

image sequences, it is possible to observe the localized massive activations 

of each of the irradiated neuron and of their neurites. To provide a better 

contrast and mapping of these cells, we produced difference images 

obtained by the subtraction of each image with the previous according to 

the temporal sequence of irradiation (Figure 52E-G). We thus labeled each 

irradiated cell with individual colors to better highlight the projections of 

their axons and dendrites to the neuropil and possible connections (Figure 

52H). This strategy represents a powerful tool for morphological 

in the neuron targeted for GLINP (green trace) and in the adjacent neuron (black trace). 

(E) The graph shows time course of inactivation before and after 0, 5, 10, 15 min pointing 

out the inactivation and subsequent recovery of activity (already 5 min after) of the 

irradiated neuron. 
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reconstruction of targeted cells by optical highlighting. Figure 53 show 

some examples of such optical highlighting in several neurons by 

comparing the same plane before and after irradiation and labeling them 

with arbitrary colors for a more suitable morphological mapping. The 

advantage of this method is that we were able to irradiate individual cells 

(no effects on surrounding neurons are visible) and, since it induces effects 

lasting in time (irreversible effect), it was possible to irradiate multiple cells 

in sequence to dissect potential neuronal connections.  

By the results shown in this chapter we can assume that the cytoplasmic 

GCaMP6s can be specifically used to cause either reversible (employing 

lower power parameters) or irreversible (targeting the cell membrane with 

high power) cellular calcium imbalance, visible as an increased level of 

fluorescence. The first may be employed as a perturbative approach in 

order to induce a temporary loss of function in neurons responsive to 

different types of stimuli, for example spectral stimuli in the example 

shown, whereas the latter to provide a structural reconstruction of such 

responsive neurons thus investigating their local connectivity. This 

approach thus opens the way to a detailed investigation of the connectivity 

patterns among spectral responsive neurons with the possibility to observe 

how the irradiation of specific cells affect the spectral responses of others 

belonging to the same or different circuits.  
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Figure 52. Optical highlighting. 

(A) Maximum intensity projection (MIP) of an optic tectum plane of a 5 dpf 

Tg(elavl3:GCaMP6s) larva. The numbers 1-3 in the figure highlight the neurons targeted 

for the three separate and subsequent irradiations. (B) MIP of the same plane shown A 

after the irradiation of the neuron #1 visible as an increase of its fluorescence intensity. 

(C) After the irradiation of neuron #2. The image shows a huge increase of fluorescence 

intensity in the targeted cell and a further fluorescence increase also in neuron #1, simply 

due to the dynamics following its own irradiation. (D) After the irradiation of neuron #3. 

The panel shows the activation of the three selected neurons. (E-G) The figures represent 

difference images obtained by subtraction between the irradiated plane and that acquired 

just before (E = B-A; F = C-B; G = D-C). (H) Left panel: same as A displayed in grey 

scale. Right panel: overlay of difference images E-G color-coded following the temporal 

sequence of each irradiated neuron (neuron 1- red, neuron 2-green, neuron 3-blue) 

highlighting their processes in the tectal neuropil. FOV 133x133 µm2, resolution 0.26 

µm/px. 
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Figure 53. Optical highlighting. 

(A) Maximum intensity projection of a 5 dpf Tg(elavl3:GCaMP6s) zebrafish larva before 

the irradiation procedure (left panel). The numbers 1-3 in the panel indicate the neurons 

selected for the serial irradiation procedure. Note that before irradiation the cells are barely 

visible. Right panel: overlay of irradiated planes showing the three irradiated neurons 

color-coded based on the temporal sequence of their irradiation (neuron 1- red, neuron 2-

green, neuron 3-blue). The image highlights the irradiated neurons soma and axons 

projection up to the tectal neuropil, not visible before the irradiation procedure. (B-C) 

Other examples of optical highlighting before and after irradiation of a single neuron 

(indicated by the white arrows in the figures) labeled for a better visibility. FOV 133x133 

µm2, resolution 0.26 µm/px. 
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5. DISCUSSION 
 

Understanding how the visual natural environment is perceived and how it 

influences the behavioral choices of most animal species, requires a 

detailed dissection of the information flow from the eye to the brain and of 

the processing occurring within the brain and leading to a response. Indeed, 

one of the most fundamental brain functions across all species is the ability 

to produce motor outputs depending on the animal behavioral requirements 

in response to integrated sensory inputs. This requires a complex 

integration between visual inputs and motor outputs in order to control the 

generation of precise movement patterns [61]. Indeed, one of the main 

challenges for understanding how brain generates behaviors is to 

investigate how visual and motor areas communicate each other. As a 

consequence, mapping the connectivity patterns underlying visually-

evoked behaviors from the retina down to the most caudal regions, 

specialized in encoding motor variables specifically tuned to behavioral 

choices within a stimulus setting, is needed. This type of study requires a 

relatively simple and small brain, allowing imaging with enough spatial 

and temporal resolution to map neural activity at single cell and 

connections level in the whole brain. Among vertebrate models for vision, 

the zebrafish larva offers unique opportunities for obtaining a 

comprehensive understanding of the neuronal basis of visual behaviors at 

the synaptic, cellular, circuit and whole-brain levels [61]. This is due to its 

optical transparency and small brain volume (100000 neurons at 5 dpf; [7]), 

together with a highly developed visual system (which takes nearly a 

quarter of the larva total volume) and its wide behavioral repertoire [8-11], 

with a fundamental role played in the larva survival by visually-guided 

behaviors (such as predator escape and prey capture, just to mention the 

most crucial under an evolutionary standpoint). The first level of visual 

information processing occurs in the retina, where the presence of four 

spectrally-distinct cone types allows zebrafish to perceive and discriminate 

chromatic signals ranging from UV to red [14], providing a complex and 

information-rich map of its natural visual environment [29]. Spectral 

signals are integrated and processed across the different retinal layers 

before reaching, through Retinal Ganglion Cells (RGCs) axons, their 

targets in the brain (i.e. optic tectum (OT) and the other retinorecipient 
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areas (RAs)) where further processing occurs. In this context, during my 

PhD, we investigated how spectrally-distinct stimuli are propagated and 

integrated at different levels across the zebrafish larva central nervous 

system (CNS) up to the most caudal regions responsible of eliciting 

wavelength-dependent behaviors. We mapped spectrally-selective 

responses throughout the larva CNS encompassing the whole encephalon 

and part of the spinal cord. The development of the genetically-encoded 

calcium indicators, such as those belonging to the GCaMP-family, allowed 

real-time and non-invasive measurements of neuronal activity, given their 

high sensitivity to intracellular [Ca2+] variations, which produce a variation 

of their fluorescence directly related to neurons spiking frequency and 

synaptic transmission. In this regard, the zebrafish larva is undoubtedly 

extremely well suited for functional imaging measurements, enabling to 

both label neurons in which the reporter is targeted with very efficient 

transgenesis techniques and then monitor their activity in the whole brain 

and at the single-cell level with the possibility to simultaneously present 

visual stimuli. Functional mapping requires, as a first step, a morphological 

reconstruction of neurons anatomical distribution and of their connectivity. 

Understanding the neuronal circuits underlying the spectrally-responsive 

neurons we mapped, thus requires a correlation between morphology and 

function to decipher their connectivity patterns and to study the associated 

color-evoked behaviors. Therefore, in this PhD thesis, I developed two 

approaches to tackle the problem of studying the processing of spectral 

information in the zebrafish brain: first I employed two-photon microscopy 

and calcium imaging during visual stimulation to produce a map of 

spectrally-tuned responses across the larval brain and spinal cord; second, 

taking advantage of GCaMP properties and functions, I developed novel 

optical methods based exclusively on the use of such indicator to 

implement both perturbative and highlighting strategies possibly 

exploitable for circuitry mapping and 3D reconstruction. 

5.1 Spectrally-tuned neuronal responses 

In this work, we mapped, with cellular resolution, spectrally-selective 

responses in the whole brain and part of the spinal cord of 3 and 5 dpf 

zebrafish transgenic larvae expressing the nuclear-localized calcium 
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indicator GCaMP6s (Figure 29). We implemented mosaic two-photon 

fluorescence imaging covering a volume of 1500x720x270 µm3 

encompassing the whole encephalon and about one quarter of the spinal 

cord of the larva, and measured neuronal activity during visual stimulation 

with light flashes with wavelengths centered on the absorption peaks of the 

four zebrafish retinal cones [23, 25, 26] (Figure 30). The use of IR light in 

two-photon microscopy, although not totally suppressing it, reduces the 

problem of direct retinal photoreceptors excitation [148], enabling imaging 

of neuronal activity with minimal interference with our protocol of visual 

stimulation. Spectrally-distinct stimuli elicit a strong and reproducible 

response in a subset of neurons of the larva CNS (Figure 31). We quantify 

such responses by linear regression and T score analysis. We observed that 

visual stimulation produces a very wide array of responses both 

quantitatively (i.e. the amplitude of response) and qualitatively (i.e. their 

spectral tuning to one or multiple wavelengths). Indeed, due to this 

variability, we found that there is no hard cutoff between a tail of high-

amplitude spontaneous spikes and the low-medium amplitude visually-

evoked responses. In fact, observation of the distributions in Figure 31 

shows that experimental data are characterized by higher T values for each 

stimulus compared to the control ones, whose distribution falls to zero at 

T~27.  Identification of responsive neurons requires a choice of T threshold 

(TTh) to exclude from our data spontaneous spikes (false positives). On the 

other hand, imposing a TTh>27 would ensure a zero false positive rate 

(FDR) but, at the same time, it would increase the number of false negatives 

thus leaving out from the selection a significant fraction of actually 

responsive neurons (a schematic representation of the effects of TTh on T 

distributions is illustrated in Figure 33). Based on the observation that the 

control distribution deviates from the experimental at T~10 and, as 

mentioned above, it drops at zero at T~27 (Figure 31), we decided to set 

the FDR at 1% imposing a 10<TTh<27. This ensured to select positive 

neurons with 99% confidence reaching a good compromise between false 

positives and false negatives. Indeed, the ΔF/F0 traces of the neurons 

selected with this criterion correlate strongly with the visual stimuli (as 

shown by the heatmaps in Figure 37 and Figure 39). Spectral 

characterization of neurons leads to the identification of single and multiple 

wavelengths responses (see for example the spectral column of Figure 37 

and Figure 39). We characterized this aspect with the unique spectral 
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identifier Tbar and showed the most relevant spectral classes of neurons in 

Figure 40. Looking at Figure 21C, we notice that the four zebrafish cone 

types exhibit large overlaps of their absorption spectra. This is actually a 

fundamental evolutionary aspect for extending color perception through a 

wide range of wavelengths spanning the solar spectrum and providing the 

subjective perception of a continuum of colors depending on the light 

wavelengths. If we focus on the four wavelengths used for stimulation in 

our experiments, the figure shows that L1, L2 and L3 produce excitation of 

multiple cone types, due to their spectral overlap. However, even 

considering this insuppressible cross-talk between some of our excitation 

sources and the broad cone absorption spectra, we notice that the most 

populated Tbar classes clustering neurons with responses to multiple 

wavelengths cannot be explained based on cross-talk. For example, 

neurons responding to both L1 and L4 must receive independent inputs from 

these two channels since there is no cross-talk between these two sources 

(see Figure 21C). We also assessed the robustness of the Tbar analysis by 

evaluating the emergence of the classes in a spectrally-unbiased analysis 

(shown in Figure 41). The data shown in Figure 41 demonstrate that single 

color classes are strongly populated across T4D values and that these, as 

well as the multiple wavelength classes, emerge roughly with the same 

proportions even when lowering all the thresholds applied to a single value. 

This observation responds to an important caveat that should always be 

considered when applying thresholds: threshold analysis intrinsically 

imposes a compromise between false positives and false negatives and can 

never eliminate totally either of them (at least in the conditions highlighted 

by Figure 31). Our choice in this regard was extremely stringent, 

unavoidably leading to some false negatives (i.e. neurons actually 

responsive to the visual stimuli but not passing the threshold selection 

criterion, as exemplified by the graph shown in Figure 33), but at the same 

time ensuring the selection of neurons with very reliable responses across 

the CNS. Nevertheless, the identification of spectrally-selective responsive 

neurons in non-visual areas is one hand very interesting and, on the other 

hand, requires assessment of potential artefacts due to spontaneous motor 

activity. Given its random nature, in fact, spontaneous activity might 

introduce by chance some peaks at the timing in which the visual stimuli 

are presented in our measurements (see for example the ΔF/F0 shown in 

Figure 36A). As a consequence, regression analysis attributes to these 
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responses high T values which might be comparable to those attributed to 

three peaks of lower amplitude. In this way also one or two peaks of high-

amplitude spontaneous activity might pass T threshold selection criterion 

for a given stimulus; indeed, these are the 1% false positives we accept. To 

avoid this, in addition to 1% FDR selection based on T thresholds, 

therefore, we implemented peak analysis to filter out the neurons not 

responding consistently to each of the three repetitions of the stimulus (see 

also materials and methods). Quantification of the effects of peak selection 

are reported in Table 2. Comparison between experimental (Table 2) and 

control (Table 4) data points out the effectiveness of peak analysis in 

filtering out peaks deriving from spontaneous activity. Indeed, since 

spontaneous activity introduces random peaks, the probability of them 

syncing with the times chosen for presenting the visual stimuli in the 

experiments scales with the power of n, with n being the number of 

repetitions of stimuli used in the experiment. Therefore, almost never will 

random peaks of spontaneous activity follow exactly the three stimulus 

repetitions. Thus, peak analysis operates a very robust selection against 

spontaneous activity, as demonstrated by our analysis. A clear example is 

shown in Figure 36A. The ΔF/F0 exhibits two high-amplitude peaks in 

correspondence of the timing of L1 stimuli, so that regression analysis 

attributes to such response a T value above TThU. As a result, this neuron 

passes the T threshold selection criterion for L1 stimulus, but it is filtered 

out by peak analysis (Figure 36B). This can be quantified by comparing the 

percentages of control neurons passing threshold with and without peak 

selection. By applying only threshold analysis we found 0.7%, 1.7%, 0.7%, 

0.3% for L1, L2, L3 and L4 respectively (percentages are calculated with 

respect to the number of positive neurons from the stimulated data). These 

percentages are consistent with the 1% FDR selection imposed (the L2 

stimulus is statistically less robust than the others due to the lower number 

of responsive neurons to this wavelength). It is interesting to notice that 

these percentages drop to 0.3%, 1.7%, 0.3% and 0.08% after imposing peak 

selection, demonstrating that this analysis further reduces the number of 

false positives deriving from spontaneous activity.  
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Table 5. Threshold analysis vs. peak analysis in controls. 

The table shows quantification of responses attributed by chance to one of the four stimuli 

across the encephalon and spinal cord in control larvae recorded in absence of visual 

stimulation (N = 5 larvae at 5 dpf). The statistics reported in the table are cumulated over 

the total number of ROIs segmented over all larvae in our control experiments: 518409 

(encephalon) and 70617 (spinal cord).  

  

Clearly, the control data provides a good estimate of the characteristics of 

spontaneous activity, which we have to account for in the experimental 

data, where peaks of spontaneous activity will appear in the ΔF/F0 traces 

with comparable frequency and features. One demonstrative example is 

shown in Figure 36C-D. In this case, peak analysis leads to exclude from 

selection the L4 responses (that do pass the T threshold selection) and thus 

consider this neuron responsive to only the L1 stimulus. Looking at the 

ΔF/F0 trace, however, another consideration can emerge: L2 (although 

under T threshold) and L4 responses seem to both appear consistently in the 

first two repetitions of the stimuli, while they both fail to respond in 

correspondence of the third repetition. This is striking and it seems unlikely 

that it represents a coincidence, also considering that the ΔF/F0 trace 

highlights a robust response to both stimuli. Thus, it is possible that a sort 

of inhibition might be occurred. This is just an example to show the broad 

variability of combination of responses we found among the 100000 

neurons of the larval brain. We have to consider that in this context the 

threshold analysis, although it is an effective method for responsive 

neurons selection especially in association with peak analysis, tends to 

leave out some response patterns which might have a biological meaning. 

However, in this work we have considered only those responses above T 

threshold for each stimulus and passing peak selection, so we could, as a 

first step, provide maps and discuss biological implications of data selected 

 Encephalon Spinal cord 

 

 

Above 

TTh 

Above TTh + 

Peak analysis 

% Above 

TTh 

Above TTh + 

Peak analysis 

% 

L1 38 17 44.7% 1 0 / 

L2 1 1 100% 0 0 0% 

L3 6 2 33% 0 0 0% 

L4 8 2 25% 2 1 0.5% 
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with extreme robustness in mind. The robustness of the neuron selection 

methods applied is also demonstrated by example experimental traces 

(Figure 30C and Figure 40C), heatmaps (Figure 37 and Figure 39) and 

averaged traces (Figure 40A). One more aspect we wanted to analyze 

regards possible history-dependence effects of the stimulation protocol. 

Figure 43 shows that the majority of neurons do not change their spectrally 

identity with the order of the stimuli. Also the fluorescence time response 

of all selected neurons confirm the stimulus-triggered calcium dynamics 

based on the kinetics of GCaMP6s in our system. We should note that our 

choice of regressors unavoidably leads to selection of those neurons 

exhibiting this type of response while, for example, slower response 

neurons would be missed. Also, no discrimination between ON- and OFF- 

responses can be applied to our data, since the duration of our stimulus is 

much shorter than the response of the GCaMP6s itself. Based on the 

importance of visual cues already in larval stages and the consequent 

evolutionary investment on the processing of visual information, the 

numbers of positive cells we identified (representing about 2% of the total 

number of neurons in the CNS) might seem surprisingly low. However, it 

is important to consider the nature of the stimulus used in our experiments. 

Uniform illumination of the retina with monochromatic light would indeed 

produce a large amount of suppression in the retinal output, due to 

integration processes (for example, lateral inhibition) occurring in the 

retina itself [15, 52, 149, 150]. Our stimulus, on the other hand, can be 

assimilated to the perception of uniform illumination such as in phototaxis 

and chromatic preference experiments [27] and also in uniformly 

illuminated environments in general [53, 58, 64, 75, 151]. We should also 

note that, as discussed above, our threshold analysis has given priority to 

minimize FDR, unavoidably accepting a significant proportion of false 

negatives. Therefore, the percentage estimated is certainly an 

underestimate of the total number of neurons involved in response to our 

stimuli (as broadly discussed in results section). Another issue related to 

intra-retinal processing and contributing to reducing the number of 

stimulated neurons via signal suppression regards the intensity of the 

stimuli. In this work, we aimed at performing our measurements in a 

condition of saturation (1 mW/cm2) for each color (see methods for further 

details) to reduce as much as possible sources of sample-to-sample 

variability (at least in regards to the experimental parameters under our 
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control). Undoubtedly, dependence of response distributions on intensity, 

ON/OFF-responses, color opponency, patterns, dynamics and direction of 

stimulus presentation are extremely interesting areas of future 

investigation. Also, a full understanding of the whole process of visual 

input and signal processing leading to visually-guided behaviors requires 

mapping activity in the whole CNS. Several works have been published 

dealing with either the retinal [29, 46-48, 60, 75] or the encephalic side [4, 

56, 63-65, 152] of this story. In a recent preprint from the Engert lab [153] 

a double labeling technique was applied to measure activity in both Retinal 

Ganglion Cells (RGCs) and retinorecipient areas (RAs) of the encephalon. 

Given the advantages of zebrafish larvae for the study of neuronal activity 

correlates and circuits at the basis of vision and visuo-motor 

transformations, this is a very intense area of investigation. However, until 

now, "color" perception was tapped in just in a few works related to 

optomotor response [68], phototaxis [27] and retinal structures [29, 48, 60]. 

This was one of the main motivations for the work conducted in this thesis. 

Our work extended to the whole encephalon measurements of neuronal 

activity with single cell resolution showing, for the first time, the extent of 

spectrally-selective responses in all its regions. The anatomical maps 

shown in Figure 37 and Figure 39 highlight a high density of neurons 

responsive to L1, followed by L4 and L3 radiation, while only a very small 

subset of neurons responding to L2 stimuli. There are several reasons 

concurring to explain this observation. Firstly, we need to consider the high 

anisotropy of the larva visual system [29]. The position of our stimulation 

LEDs causes illumination of the dorsal-frontal region of the visual field, 

stimulating the area temporalis (also termed "strike zone") which is 

particularly rich in UV cones and UV-on circuits [29, 48] and is implied in 

prey capture [60]. In addition to UV, Zhou, Bear et al. [48] highlighted in 

this area of the retina strong responses also to red light, thus anticipating 

that the projections from the strike zone to the brain would mostly involve 

UV and red wavelengths, as we indeed observed. Secondly, it was 

demonstrated that UV cones develop first and are the most abundant in the 

larval retina, followed by blue and by the other cone types [14, 17, 18, 24, 

154]. In addition to the direction of stimulation, we need to consider the 

nature of our stimulus: we performed brief (100 ms) flashes with narrow 

spectral band matching, as closely as possible, the four zebrafish cone types 

[23, 25, 26]. Uniform illumination and insuppressible spectral cross-talk 
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(occurring in all cases but L4, see Figure 21C) elicits a high degree of 

processing within the zebrafish retina itself [14, 17, 38] before reaching the 

RGCs. RGCs are, in turn, the source of signal for the downstream 

encephalic neurons, which are the object of our measurements. Thus, rather 

than mapping the responses due to the activity of each cone type 

individually, we map neurons involved in the "perception" and processing 

of information which we may link to specific "colors" as "perceived" by 

the larva for the four spectra used in our stimulation. The pathway of visual 

information processing, starting from photoreceptors up to the RGCs, 

becomes functional at 70-74 hours post fertilization (hpf) and is necessary 

in establishing contacts with the optic tectum (OT) [17]. Connaughton & 

Nelson [50] demonstrated the capability of larval RGCs to spectrally 

discriminate light of different wavelengths, showing a prominent response 

to UV light. This capability was evident in zebrafish larvae starting from 5 

dpf, explaining the strong UV response we observe at 5 dpf compared to 3 

dpf larvae. A recent preprint from Engert lab [153] discusses the projection 

of spectral information from RGCs to RAs. Similarly to our findings, the 

authors report spectral responses outside the main visual brain areas (e.g. 

cerebellum and habenula), although not probing the whole brain and spinal 

cord like we did. Moreover, our results cannot be directly compared due to 

the different visual fields illuminated in these two works (dorsal retina in 

Engert’s lab work [153] versus ventral retina in ours). The presence of 

neurons with spectral selectivity of response widespread throughout the 

brain is very interesting. In fact, in Teleosts the role of the OT and other 

mesencephalic regions as the main centers of integration and processing of 

sensorial information, including chromatic signals, is known [19], while 

the possible roles of other anatomical regions in processing visual 

information are less known. So, we envision neuronal circuit schemes in 

which the retinal information, relayed to the tectum and here integrated 

vastly with other visual and nonvisual stimuli, is transmitted to the 

downstream CNS districts for further processing and to elicit responses 

maintaining, as shown by our data, spectral specificity at single neuron 

level. It is known that sensorimotor transformations are produced by 

complex networks involving different neuron types distributed across 

multiple brain regions acting to generate a behavior. Naumann et al. [3] 

describe the neural circuitry underlying the OMR and point out the role of 

distinct neurons organized in the rostro-caudal direction to allow 
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propagation of the landscape motion information and consequent 

generation of a motor response. Similarly, our data indicate the presence of 

neurons whose response is triggered in a spectrally-specific manner 

throughout the larva CNS, thus indicating the presence of "color"-selective 

circuits with such extension. Thus, we can state that our maps possibly 

identify neurons which maintain a well-defined spectral identity and are on 

the pathway for generating "color"-dependent behaviors. In this regard, it 

was particularly striking to find spectrally-selective responses in some 

spinal cord neurons. Examining the spinal cord at 5 dpf, we observe a 

relevant number of neurons responding to L1, L2 and L3 radiation but not 

to L4 (Figure 39 C, F, I, L). A reasonable explanation could be associated 

with the visually-guided behaviors elicited by different wavelengths in 

zebrafish larvae. It is known that long-wavelengths contribute strongly to 

the OMR, while short-wavelengths elicit phototaxis [68]. Indeed, recent 

works have reported a strong UV avoidance both in larvae and adults, using 

phototaxis assays on larvae [27] and split tank assays in adults [126]. These 

behaviors can be most likely explained by the danger represented by strong 

UV light, particularly in the case of larvae, due to their transparency. In 

fact, we presume that the stimulation of UV cones will lead to the 

aforementioned avoidance reflexes, thus triggering a motor response 

visible in our experiments as activation of spinal cord neurons. The 

comparison of spectral maps of neurons responding to our stimuli at 

different stages of development shows a shift in the predominant response 

from red (at 3 dpf) to UV radiation (at 5 dpf), although there is a generalized 

lower density of responsive neurons in 3 dpf larvae (Figure 44). However, 

a direct comparison between 3 and 5 dpf larvae is not possible since at 3 

dpf the larval visual system is still developing and the retina becomes fully 

functional by 72 hpf [17]. Moreover, important synaptic connections 

associated with the integration of color and spatial information start 

developing after 3 dpf, when an improved acuity in zebrafish larvae has 

been demonstrated [10, 17, 50]. In fact, the first visually-evoked responses 

such as escape behaviors appear between 68 and 72 hpf, while the first 

OKR between 72 and 80 hpf [8]. This is in accordance with the results 

obtained in 3 dpf larvae, where we found a negligible level of integration 

between the different wavelengths (in contrast to 5 dpf data). Furthermore, 

at 3 dpf we did not detect any neuron with spectral-specificity in the spinal 

cord, indicating that, at this early stage of development, the circuitries in 
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charge of carrying spectral information down to the spinal cord and, thus, 

possibly eliciting color-selective motor behaviors, are not yet functional. 

Another interesting observation from our maps derives from epiphysis. The 

zebrafish pineal gland is characterized by photoreceptors with different 

types of opsins and projection neurons [155-157], and it plays an important 

role in the regulation of the circadian rhythms. In this work, we observe 

some epiphysis neurons with strong negative values of T, especially for UV 

radiation, thus highlighting, at cellular level, the inhibitory effect of short-

wavelength light on this organ (Figure 45). Different studies performed in 

other Teleosts and other vertebrate classes suggested that the pineal 

projection neurons show a direct sensitivity to light with an inhibitory 

response in the violet-UV range, and an excitatory response at medium-

long wavelengths [158-160]. A recent study carried out on zebrafish [157] 

has highlighted the presence of a subpopulation of pineal projection 

neurons exhibiting an excitatory response to blue and green light whose 

activity is not modulated by RGCs. The inhibitory effect we observed in 

this work could be associated to a subset of neurons responding in an 

inhibitory manner to UV light. In this regard it is important to consider the 

spectral properties of the GCaMP indicator and its dynamics. It is known 

that GCaMP is highly sensitive to intracellular [Ca2+] variations resulting 

in an increase of its fluorescence baseline intensity in consequence of an 

increase of such ion. Since [Ca2+] changes are directly related to neuronal 

activity, we expect a fluorescence increase in stimulated neurons. However, 

given the presence of inhibitory responses in some pineal neurons, we can 

state that they are characterized by a high spiking frequency in resting 

conditions which decreases when a spectrally-defined stimulus is presented 

(effect associated with a decrease of fluorescence intensity). Differences 

between 3 dpf and 5 dpf clearly show that while visual and visuo-motor 

transformation circuits are still largely under development at 3 dpf, 

circadian-related sensory inputs are well in place and working in the pineal 

gland already at 3 dpf. 
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5.2 GLINP – an approach for optical perturbation 

complementary to optogenetics and laser ablation 

The anatomical mapping of neuronal responses evoked by spectrally-

defined stimuli across the larva CNS reported in this work provides an 

overall view of the populations of neurons involved, of their response types 

and complexity. The next step in understanding the roles of mapped 

neurons in producing different behaviours is represented deciphering the 

connectivity patterns existing among these neurons to correlate structure 

and function and to investigate how each part of the brain works, how these 

parts are connected and how the brain works as a whole. Not only for visual 

inputs but in general, this is one of the main challenges in systems 

neuroscience, requiring the development of novel technologies and 

approaches. However, despite of the wide array of strategies nowadays 

available, the comprehensive reconstruction of the network of elements and 

connections in a whole vertebrate brain (termed "connectome", [161]) is a 

daunting task. In this context, once again, zebrafish larva represents the 

most suitable vertebrate model allowing to tackle such challenge. Indeed, 

its easy manipulation, versatility and optical access enable the employment 

of all current circuit dissection techniques at their best. In light of this, with 

the attempt to dissect neuronal connections among the spectrally-

responsive neurons mapped in this work, we developed a novel all-optical 

strategy allowing to either temporarily perturb or optically highlight 

targeted neurons, based exclusively on the use of the GCaMP calcium 

indicator. Although two-photon imaging is a non-invasive technique, when 

performed at high power it can cause permanent damages in the sample. In 

our observations on zebrafish larvae imaging of CNS with GCaMP6s we 

found conditions affecting sample vitality or inducing a long-lasting 

apparent neuronal activation (visible as a generalized increase of 

fluorescence) limited to the scanning area. The first occurs with a wave of 

activation spreading to the whole volume of the sample, leading to neurons 

loss of function and death of the larva (generally during long-term imaging 

measurements); whereas the latter phenomenon was observed as an 

activation restricted to the focus plane without affecting out-of-focus 

planes (still suitable for functional imaging recordings) or inducing 

generalized sample damage. Figure 46 shows an example of this effect. 
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With the aim to confine the observed high power effects to the single cell 

level, we developed a novel perturbative approach, which we termed 

GCaMP Laser-Induced Neuron Perturbation (GLINP). Being a non-

destructive method, we distinguish it from conventional laser ablation 

known for inducing a permanent physical cell destruction (visible as 

cavitation bubbles formation in the ablated site) and subsequent loss of 

function [123, 124]. Laser ablation experiments are broadly employed in 

zebrafish to investigate the neuronal basis underlying specific behaviors. 

In this context the brain regions/neuronal circuits responsible for the wide 

array of larval visual behavioral repertoire have been vastly studied. 

Among the numerous experiments carried out in this field, laser ablation 

has been employed to demonstrate the role of Mauthner cells in affecting 

escape behaviors and in the execution of visually-evoked swimming 

patterns [125]. Temizer et al. [75], on the other hand, pointed out the 

importance of an intact tectum for looming-evoked escape behaviors, 

whereas Roeser and Baier [55] showed that retinotectal neuropil is not 

required for OKR execution. Naumann et al. [3] investigated the neuronal 

basis of OMR by laser ablation of the posterior commissure and 

arborization fields 6 (AF6), highlighting the loss of binocular integration 

and optic flow processing, respectively. These experiments led to the 

destruction of the ablated site and subsequent loss of function without the 

possibility to recovery the initial conditions and to perform function 

measurements. In contrast, our approach can induce different levels of 

perturbation according to the different conditions tested. In fact, setting up 

of these new tools required testing different irradiation conditions mainly 

laser pulse frequency, power, irradiation time, length of the line scan and 

subcellular localization of the calcium indicator. Regarding the localization 

of the calcium indicator, we found that the nuclear-localized H2B-GCaMP 

construct is not appropriate for GLINP experiments since nucleus 

irradiation does not induce long-term calcium imbalance (associated with 

a fluorescence increase), but rather a localized photobleaching effect 

followed by a gradual fluorescence recovery (Figure 47). This effect can 

be attributed to the histone H2B function. Since it is involved in the 

regulation of chromatin structure and function, it is possible that after 

nucleus irradiation a slow diffusion of such histone occurs in the irradiated 

area resulting in a redistribution of GCaMP molecules. We thus consider 

the cytoplasmic-localized GCaMP surely more suitable for GLINP. The 
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differences we observed lie on the structures targeted for irradiation and 

the subsequent biological effects. Indeed, we observed that a line scan in 

correspondence to the plasma membrane of the neuron triggers a localized 

and robust perturbation which appears as an increase of GCaMP 

fluorescence (Figure 48 and Figure 49). This indicates that some 

intracellular [Ca2+] increase has taken place in the irradiated cell following 

the membrane optoporation (effect not observable in nucleus irradiation). 

The effectiveness of GLINP on neurons expressing the cytoplasmic-

localized GCaMP was then demonstrated through the investigation and 

characterization of this procedure in regards to two further factors: the 

irradiation power and the length of the line scan. Since the larval brain is 

characterized by neurons highly packed together, and considering the 

microscope objective 3D PSF, it was very difficult to irradiate a single cell 

without affecting closely neurons and/or their projections. This is the case 

shown in Figure 48 where high power irradiation (20 mW/cm2) led to the 

activation of a cluster of neurons next to the targeted one. To confine the 

effect with more precision to individual cells, we had to improve the 

technique by reducing the length of the line scan. As a result, the same 

power irradiation parameters allowed to induce a perturbation limited to 

the selected cell and, at the same time, to resolve its projections to the tectal 

neuropil, otherwise not resolvable (Figure 49). The data shown in Figure 

50 and Figure 51 point out that high power irradiation parameters induce a 

long-lasting perturbative effect visible as an increased fluorescence lasting 

in time. This observation led us to assume that an alteration of the 

homeostatic mechanisms involved in calcium handling by the internal 

stores presumably occurred in the irradiated cells. However, at this 

moment, we based our interpretations on GCaMP properties (i.e. high 

sensitivity to intracellular [Ca2+] variations) without considering the 

detailed mechanisms of the effects induced in the irradiated neuron. Figure 

49 show the dynamics of our perturbation sampled at different time 

intervals (0, 5, 10, 30 minutes after the irradiation), demonstrating that the 

perturbation induced with a power of 20 mW/cm2 persists over such 

interval of time. Decreasing power irradiation to 14 mW/cm2 a completely 

different result has been observed. Figure 50 and Figure 51 demonstrate 

that in this condition GLINP effect appears immediately after the 

irradiation but subsequently the target cell recovers quite rapidly its initial 

condition (at least as seen by a recovery of the fluorescence baseline level). 
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This evidences that laser power can indeed perturb neuronal calcium state 

either in a reversible or in an irreversible (or at least long-lasting) way. 

Consistently with our results we thus employed the reversible perturbation 

to investigate how this procedure affects the spectrally-evoked responses; 

and the irreversible perturbation to optically highlight neurons axons and 

dendrites up to the tectal neuropil, otherwise impossible to resolve in 

resting conditions. Together, these two approaches represent an attempt to 

develop effective methods applicable to reconstruct the local connectivity 

with the only use of the GCaMP indicator. Regarding the temporary 

perturbation, we chose to test the approach targeting neurons responsive to 

L1 stimuli (see methods section for a more detailed description of the 

stimulation protocol). Responsive neurons have been identified by 

applying a pixel-wise regression analysis and the resulting T-score maps 

allowed to quantify the responsiveness to the visual stimulus. Low-power 

irradiation of individual responsive neurons led to a temporary activation 

(consistently with the data shown in Figure 50) of the targeted cell, 

associated with a loss of responses to the visual stimuli. The experimental 

traces show no signal saturation insofar as the detector, so the lack of 

response could be due to either saturation of GCaMP with Ca2+ or lack of 

physiological response in the cell altogether. It will of course be interesting 

to investigate these possible explanations in future experiments. At present 

we can point out that both of them, anyway, represent a drastic impairment 

in neuronal signaling. The T-score maps shown in Figure 51 highlight very 

well this effect, pointing out a drastic reduction of T levels occurring in the 

selected cells after the irradiation procedure. The temporary effect of this 

procedure allows the cell to recovery its initial condition together with a 

gradually recovery of the spectral-evoked response already 5 minutes after 

the irradiation (Figure 51). The advantage of this approach consists in 

confining the effect to a single cell level without affecting the neighbor 

neurons (as demonstrated by the fluorescence time traces of a neuron 

localized next to the irradiated one). The same experiments have been 

repeated on different samples (N = 5 larvae at 4 dpf) and in all the 

conditions tested we observe a temporary loss of the spectral response and 

a gradual recovery starting 5 min after the irradiation (data shown in 

appendix, Figure A2). Limited to the analysis performed and to the low 

number of larvae tested we did not find other neurons whose T values 

dramatically decrease after the irradiation of a selected cell. We expected 
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that the perturbation of one or more neurons in sequence would affect the 

activity (activation or inhibition) of other neurons being part of the same or 

of other downstream circuits. However, we have to consider the limited 

FOV imaged mainly covering the half section of the optic tectum directly 

receiving from RGCs. Finding downstream neurons in the circuits affected 

by GLINP requires expanding such investigations to the whole brain; at 

this stage of development of the method one limitation to this stems from 

the rapid recovery of the initial resting state occurring after the irradiation 

procedure that, in the conditions tested, does not allow to change FOV to 

investigate the resulting effects downstream. Thus, at this moment, we 

were able to induce a temporary perturbation limited to individual tectal 

neurons. High-power irreversible irradiation, on the other hand, allowed to 

trace neuron projections in 3D up to the tectal neuropil. Representative 

examples are shown in Figure 52 and Figure 53, where it is possible to 

appreciate the robustness of this approach in dissecting structures barely 

visible. We thus benefit from the use of GCaMP without the need of 

labeling neurons with other probes or expressing light-sensitive ion 

channels as in optogenetics experiments [146, 162]. Within this context we 

were able to perturb more than one neuron in sequence with the attempt to 

resolve their local connections and at the same time without damaging the 

scanned FOV and/or the sample. Clearly further development of this 

technique would benefit from several validation experiments, including, 

for example, electrophysiogical assessment of the functional state of 

neurons in the different conditions of perturbation. The results shown in 

this thesis are preliminary results demonstrating the effectiveness of this 

innovative tool to both induce a reversible perturbation and to optically 

dissect neuron projections aimed at the study of morpho-functional 

relationships underlying neuronal circuits.     

 

5.3 Conclusion 
 

Color vision is a crucial aspect of world perception for most animals. Our 

measurements provide spectral and anatomical maps of neurons involved 

in color-driven responses in the zebrafish larva CNS. Besides the well-

expected high density of responsive neurons in the visual areas of the 

mesencephalon (i.e. OT and other RAs, the brain regions specifically 
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involved in processing visual information and integrating it with other 

sensorial inputs), we found spectrally-defined responses also in all other 

areas down to the spinal cord. Thus, we evidenced neural pathways 

maintaining spectral information throughout the CNS. The zebrafish larva 

is a very simple model yet representative of vertebrate CNS organization, 

so we expect the paradigm of spectral information propagating through 

non-visual areas to be relevant in all vertebrates. These results open the 

way for a detailed dissection of the circuits responsible for different color-

dependent behaviors. For this aim we developed novel optical approaches 

implementing both a perturbative and a highlighting strategy possibly 

applicable to circuit mapping, based solely on the use of GCaMP. The 

results shown in this thesis demonstrate the possibility to employ these 

methods to both induce a temporary loss of function in the responsive 

neurons followed by a rapid recovery of their activity and to optically 

reconstruct their connectivity pattern, by inducing a non-destructive long-

lasting perturbation leading to optical highlighting of all the neuron’s 

processes.  

 

 

The work on spectral responses was recently published in BMC Biology: 

Fornetto C, Tiso N, Pavone FS, Vanzi F: Colored visual stimuli evoke 

spectrally tuned neuronal responses across the central nervous system of 

zebrafish larvae. BMC Biol 2020, 18(1):172. 
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7. APPENDIX 
 

 

 

 

 
 

Figure A1. Quantification of spectral and anatomical identities in 5 dpf larvae  

From left to right: same data shown in bar form in Figure 37C and Figure 39C, F, I, L, 

respectively. Here we additionally report error bars (stderr, N = 7 larvae). 
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Figure A2. Tectal neuron temporary inactivation. 

The panel shows another example of low-power irradiation on the cell indicated by the 

yellow lightning (top left panel). The three panels show the FOV before, just after and 15 

minutes after the irradiation. the bottom panel shows the fluorescence time traces 

measured in the targeted neuron during visual stimulation (see methods) at different times 

before and after irradiation (see legend). Scale bar: 50 µm. 
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Figure A3. Laser-induced damage in spinal cord neurons. 

Effect of high-power irradiation in targeted Rohon-Beard spinal cord neuron and 

monitoring of the damage at different time intervals. Neuron selected for irradiation is 

highlighted by the yellow arrow in the top left panel. After the irradiation (0’) it is possible 

to observe a massive activation of the selected cell involving also the neighboring area, 

followed by an evident damage (5’, 10’ panels) restricted to the selected cell. The figure 

shows a clear example of the destructive effect induced by high-power laser parameters.  
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Figure A4. Irreversible perturbation in spinal cord neuron. 

High-power irradiation with a more restricted line scan induces an irreversible activation 

of the target cell lasting in time (panels 0’, 5’, 10’, 15’, 20’) allowing to resolve its 

projections. We observed a high increase of fluorescence in the spinal cold neuron selected 

for irradiation (indicated by the yellow arrowhead) which never returns to the initial 

intensity levels.    
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Figure A5. Temporary perturbation in a spinal cord neuron. 

Effect of low-power irradiation in Rohon-Beard spinal cord neuron. As for the tectal 

neuron, also in this case we observe an increase of fluorescence restricted to the selected 

cell just after the irradiation (0’) and a recovery of the initial baseline fluorescence levels 

already few minutes later (10’ and 15’ panels). The bottom graph shows the normalized 

average intensity measured in the targeted neuron at different time intervals. 
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Figure A6. Software control panel for irradiation procedure. 

Custom-written Labview program used for performing the line scan on the neuron cell 

membrane targeted for irradiation. The line used for irradiation is shown in green on the 

cell magnified in the right panel. 
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Matlab script for automatic neuron segmentation and regression analysis. 
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