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Abstract

In the last eight years the computer vision field has experienced dramatic
improvements thanks to the widespread availability of data and affordable par-
allel computing hardware like GPUs. These two factors have contributed to
making possible the training of very deep neural network models in reasonable
times using millions of labeled examples for supervision. Humans do not learn
concepts in this way. We do not need a massive number of labeled examples
to learn new concepts; instead we rely on a few (or even zero) examples, infer
missing information, and generalize. Moreover, we retain previously learned
concepts without the need to re-train. We can easily ride a bicycle after years of
not doing so, or recognize an elephant even though we may not have seen one
recently.

These characteristics of human learning, in fact, stand in stark contrast to
how deepmodels learn: they require massive amounts of labeled data for train-
ing due to overparameterization, they have limited generalization capabilities,
and they easily forget previously learned tasks or conceptswhen trained on new
ones. These characteristics limit the applicability of deep learning in some sce-
narios in which these problems are more evident. In this thesis we study some
of these and propose strategies to overcome some of the negative aspect of deep
neural network training. We still use the gradient-based learning paradigm, but
we adapt it to address some of these differences between human learning and
learning in deep networks. Our goal is to achieve better learning characteristics
and improve performance in some specific applications.

We first study the artwork instance recognition problem, for which it is very
difficult to collect large collections of labeled images. Our proposed approach
relies onweb search engines to collect examples, which results in the two related
problems of domain shift due to biases in search engines and noisy supervision.
We propose several strategies to mitigate these problems. To better mimic the
ability of humans to learn from compact semantic description of tasks, we then
propose a zero-shot learning strategy to recognize never-seen artworks, instead
relying solely on textual descriptions of the target artworks.

Thenwe look at the problemof learning from scarce data for the no-reference
image quality assessment (NR-IQA) problem. IQA is an application for which
data is notoriously scarce due to the elevated cost for annotation. Humans have
an innate ability to inductively generalize from a limited number of examples,
and to better mimic this we propose a generative model able to generate con-
trolled perturbations of the input image, with the goal of synthetically increase
the number of training instances used to train the network to estimate input
image quality.

Finally, we focus on the problem of catastrophic forgetting in recurrent neu-
ral networks, using image captioning as problem domain. We propose two
strategies for defining continual image captioning experimental protocols and
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develop a continual learning framework for image captioning models based on
encoder-decoder architectures. A task is defined by a set of object categories
that appears in the images that we want the model to be able to describe. We
observe that catastrophic forgetting is evenmore pronounced in this setting and
establish several baselines by adapting existing state-of-the-art techniques to our
continual image captioning problem.

Then, to mimic the human ability to retain and leverage past knowledge
when acquiring new tasks, we propose to use a mask-based technique that al-
locates specific neurons to each task only during backpropagation. This way,
novel tasks do not interfere with the previous ones and forgetting is avoided.
At the same time, past knowledge is exploited thanks to the ability of the net-
work to use neurons allocated to previous tasks during the forward pass, which
in turn reduces the number of neurons needed to learn each new task.
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Chapter 1

Introduction

Visual perception is the ability to interpret the surrounding environment using the light
reflected by objects in the visible spectrum. Culturally, the visual sense has been histor-
ically dominant and the first choice in the range of human sense even for philoso-
phers beginning with Plato and Aristotle. Vision is probably the most important,
complex, and developed human sense, and the number of studies about vision pub-
lished in the psychology literature confirms this interest compared with the other
senses. Gallace and Spence (2009) in an early study and Hutmacher (2019) in a re-
cent one confirm this interest in vision in the psychology research community. The
histograms in figure 1.1 illustrate the number of results returned for different sen-
sory query in the PsycINFO database. Today, the importance of vision is even more
prominent thanks to modern technologies able to record and process images and
video even in spectra not visible to human eyes. This has led to significant improve-
ments across all scientific fields, from medicine to astronomy.

Figure 1.1: Histograms reporting the number of studies of different sensory modal-
ities in the PsycINFO database (Gallace and Spence, 2009; Hutmacher, 2019).

7



8 Introduction

1.1 Visual recognition and Convolutional Neural
Networks

Computer Vision is concerned with how computers can achieve visual perception
similar to that of humans. The goal is to make machines perform tasks that require
visual perceptions and understanding that normally require human intervention,
preventing automation. Most computer vision problems are tackled with pattern
recognition and machine learning techniques. In particular, Convolutional Neural
Networks (CNNs) are revolutionizing the field since the early 2010s, and their so-
phisticated application has led to solutions to a large range of problems once con-
sidered complex (if not impossible) to solve before Krizhevsky et al. (2012).

CNNs are a type of artificial neural network. There were invented and have been
studied since the end of the 1980s (Waibel et al., 1989; LeCun et al., 1989, 1998).
CNNs take images as input and mostly employ locally connected layers consisting
of convolutions on input tensors instead of the fully-connected layers used in the
Multi-layer Perceptron. The convolutional filters act as feature extractors and their
weights are trained from scratch on a set of labeled images to learn the best settings
for the given task. Because of the elevated number of free parameters that need
to be learned, CNNs typically require a massive amount of labeled training data
and significant computational power for training. These limitations have been miti-
gated in recent years largely thanks to the availability of data (Deng et al., 2009) and
computational power in the form of Graphics Processing Units (GPUs). In fact, the

Figure 1.2: The VGG-16 network architecture from Simonyan and Zisserman (2014).
Compared toAlexNet, eight additional convolutional layerswere addedwhile keep-
ing the same number and size of fully connected layers at the end of the network.
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number of image and videos available in the internet began to grow exponentially
from the 2000s, and researchers now have access to massive datasets of images and
videos. Meanwhile, since the early 2010s affordable parallel computing hardware
like GPUs has been available for general purpose tasks like machine learning, partly
thanks to frameworks like NVIDIA CUDA (Nickolls et al., 2008). The final piece in
the modern deep learning puzzle was the decisive winning of the ILSVRC compe-
tition (Deng et al., 2009; Russakovsky et al., 2015a) by AlexNet (Krizhevsky et al.,
2012). This showed it was possible to significantly improve on the state-of-the-art
by training CNNs on GPUs in reasonable times. In the following years significant
improvement in classification performance was obtained by employing deeper and
deeper architectures, passing from the eight layers of AlexNet to the sixteen or nine-
teen layers of the VGG architectures (Simonyan and Zisserman, 2014) illustrated in
figure 1.2, and reaching the astonishing number of 152 layers for the ResNet archi-
tecture (He et al., 2016).

Although CNNs have been widely employed in many applications, they still
suffer from some of the issues that prevented their use at the beginning. First of
all, CNNs are notoriously data hungry, requiring massive amounts of data paired
with strong human supervision for training. If insufficient data is used for training
it is not possible to exploit the entire network capacity and the model will overfit.

Figure 1.3: Humans can learn from very few examples due to an innate generaliza-
tion ability. In contrast, machines require muchmore examples to correctly general-
ize and understand how to recognize a given category, exhibiting strong forgetting
issues when trained sequentially even for tasks that seem trivial for humans.
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Moreover, deep networks like CNNs cannot learnmultiple tasks sequentially unless
careful attention is paid to avoiding the effects of catastrophic forgetting in which the
network forgets previous tasks when acquiring new ones (see figure 1.3).

These characteristics of learning in CNNs are in stark contrast with how humans
learn: we do not need massive amounts of supervised training data to learn new
concepts – we can generalize well with few supervised examples without overfit-
ting. We can even acquire new concepts from compact semantic descriptions with
no labeled training examples. Moreover, we are able to sequentially acquiremultiple
skills focusing on learning one at a time, without forgetting the previous ones but
rather exploiting past knowledge when learning new ones.

Making machine learning more similar to human learning is not our final goal.
We instead observe the differences and limitations of machines when compared to
humans and try to address some aspects that are currently a limiting factor for cer-
tain applications. Some of these aspects can, in practice, be solved with brute-force
methods: withmore human effort for data collection and supervision or withmulti-
ple re-trainings of the network to prevent forgetting we can overcome some of these
limitations. And this is often done in practice, directly or indirectly, when CNNs
are applied to real word problems. But brute-force solutions are expensive and in
certain scenarios could dramatically increase the cost and complexity of training,
deployment, and maintenance – not to mention computational power and carbon
emissions. Having CNNs that behave more similarly to humans in these aspects
would help unlock their full potential and make them more flexible across a range
of application scenarios.

In this thesiswe focus on specific use cases inwhich vanilla deep learningparadigms
are not effective, andwepropose alternatives tominimize the negative effects. Specif-
ically, we consider the following problems:

• Webly-supervised learning for instance recognition. Web search engines of-
fer a wealth of multi-modal, contextualized information that is exploitable for
training deep neural networks. To do so, however, we must understand how
to exploit the noisy supervision provided by web search engines. We look at
the problem of leveraging image search results to train artwork instance recog-
nition models (chapter 2).

• Zero-shot webly-supervised instance recognition. It is relatively easy to au-
tomatically retrieve images along with associated text fromweb search engines.
We look at the problem of zero-shot artwork instance recognition under noisy
supervision (also in chapter 2).

• Generative data augmentation for image quality assessment. Image quality
assessment is a niche problem for which it is extremely laborious and costly
to collect the amounts of labeled data typically needed for training modern
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CNN architectures. In order to render such deep models capable of generaliz-
ing with fewer labeled examples, we look at the potential of generative models
to synthetically expand the number of examples by generating controlled, dis-
torted images on-the-fly at training time (chapter 3).

• Continual learning for image captioning. We explore the catastrophic inter-
ference problem in the case of a recurrent neural network applied to natural
language generation for image captioning. We propose a new framework for
continual image captioning based on transient tasks, as well as dataset split-
ting procedures that can be used to define continual captioning experimental
protocols. We propose an incremental learning framework based on masking
in order to mitigate forgetting in recurrent networks (chapter 4).

In the following sections we take a closer look at these issues with CNN training.

1.2 Learning with weak supervision
Convolutional Neural Networks (CNNs), in contrast to humans, must typically be
trained on massive supervised datasets. However, in some cases it can be difficult
to supervise such large amounts of data due to the high cost of labeling. We might
decide to reduce labeling costs at the expense of supervision quality. For example,
for a problem that requires expert supervisionwe could decide to rely on less trained
workers, or rely to some extent on software or other AI algorithms. In such cases,
we are training with weak supervision, and Zhou (2018) identified three types:

• Incomplete supervision: we can split the training data in two subsets, the first
one with labels and the second without.

• Inaccurate supervision: the given labels in the training set are not always ground
truth, and we do not have information about which labels we can trust and
which ones not.

• Inexact supervision: only coarse-grained labels are given, however we are inter-
ested in more fine-grained predictions.

Note that these three types of weak supervision can occur simultaneously.
We are interested in the inaccurate weak supervision regime, for which a typi-

cal scenario is label noise. This problem is usually tackled by the identification of
potentially mislabeled examples and removing or relabeling suspicious instances.
Outliers and anomaly detection techniques are useful for identifying problematic
examples, and clustering can be used to identify the main modes of each class to
eventually prune the under-represented or suspicious ones. In chapter 2 we show
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how to exploit the supervision offered by web search engines to collect weakly-
labeled images and train a classifier for an artwork instance recognition problem.
We also describe the NoisyArt dataset which we collected and published specifi-
cally to foster research on the artwork instance recognition problem under noisy
supervision.

1.2.1 Webly-supervised learning
When supervised data for a specific application is scarce, one could decide to rely
on web search engines or social networks to obtain (pseudo) labeled examples and
create a so called webly-supervised dataset (a pun on web and weakly-supervised). We
consider web supervision as form of inaccurate supervision: we collect a dataset us-
ing various, inaccurate data sources which provide images paired with labels. The
result is a collection of training sets, for each of which we have a different grade of
trust in the labels (e.g. one set of results might have clean labels that we trust com-
pletely, while others might have lower grades of trust). Considering that we will
normally query the web using label-related information, the actual noise is given by
the retrieved instances that might include image results we do not expect.

This can be caused by inaccurate queries, by the inaccurate information associ-
ated to the data, by the total absence of the data in the source, or by the bias in-
troduced by the web search engine itself. In fact, search engines tend to be high-
precision/low-recall by design so that they tend to retrieve very iconic representa-
tions of the queried concept at the expense of diversity. This may result in problems
reflected in the retrieved instances:

• Outliers or labelflips: the retrieved instance is something that does not represent
the class. If it is an instance of another class in the dataset, we consider it
as a valid instance with noisy label (labelflip noise), otherwise the example is
considered an outlier.

• Lack of diversity: instances retrieved for a given class are all very similar. In
this case even a high number of retrieved examples might not be sufficiently
informative to train a classifier.

When identified, labelflip examples can be relabeled or exploited as unsupervised
instances, while outliers can only be pruned completely. A Lack of diversity, however,
brings us back to a data scarcity problem: we can only solve this by adding new data
sources or making the compromise of manually collecting and supervising exam-
ples or, as last resort, decide to completely remove the class from the dataset.

In section 2.3 we applied these concepts to collect a multi-modal dataset of art-
work instance images usingweb search engines. We proposed a soft outlier pruning
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technique that is able to mitigate the impact of both labelflip noise and outliers dur-
ing the training of a deep network for instance recognition task. We also proposed
a technique to identify problematic classes and prune a small number of them to
boost performance of the remaining ones.

1.2.2 Zero-shot learning
In the context of computer vision, the goal of zero-shot learning (ZSL) is to rec-
ognize classes whose visual instances are never seen during training. This is only
possible when each class is paired with extra information, for example a class at-
tribute vector or a textual description of the class. Zero-shot learning is useful when
we do not have information on what exactly we want to classify at test time, but
it is also useful to reduce the supervision at class level instead of instance level for
a subset of classes. Exploiting information associated at the class level is usually
much cheaper. In practice, each class will be paired with a vector describing it (e.g.
for the textual description case we can obtain a single vector per each class using a
document embedding technique).

To tackle the zero-shot classification problem we should somehow bridge the
gap between visual embedding and class descriptor spaces so that at inference time
it is possible to exploit the information associated with test classes to recognize and
assign to each test image one of them. One option for this is to project the class
descriptor vectors into the visual feature space, or use metric learning approaches

Figure 1.4: A visual representation of a zero-shot learning architecture employing
metric learning techniques to bridge the gap between the visual space X and class
descriptor spaceD. Features coming from these two spaces are projected into a new
common embedding space Z .
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to learn how to project both visual features and class descriptors into a new common
embedding space (see figure 1.4).

In section 2 we applied these techniques to our instance recognition problem
for artwork identification under noisy supervision. We use textual descriptions re-
trieved from the web and the webly-supervised images to train the zero-shot in-
stance recognition model, and we show how the use of a large number of webly-
supervised classes is helpful in boosting zero-shot recognition performance onnever-
seen classes. Note that zero-shot learning, though it is widely used for fine grained
classification problems likeWelinder et al. (2010), to our knowledge has not yet been
applied to instance recognition problems before.

1.3 Learning with scarce data
ConvolutionalNeuralNetworks (CNNs) are usually trained onmassive, fully-supervised
datasets. For certain problems or applications there could be difficulties in collect-
ing or supervising large amounts of data due to high cost of acquisition or labeling.
In these cases, several strategies can be used to make the most of small amounts of
available data.

1.3.1 Data augmentation and generative models
Data augmentation is a strategy used to artificially increase the number of train-
ing examples by applying small and controlled perturbations to the training set ex-
amples. Data augmentation is essential to squeeze the best possible generalization
performance out of CNNs. Standard augmentations like image flipping, rotation,
translation, and scaling have been shown useful for augmenting datasets for gen-
eral image recognition (Krizhevsky et al., 2012; Chatfield et al., 2014), however such
generic augmentations are less useful for more niche problems where relevant aug-
mentations are less evident, or for regression problems where perturbations do not
necessarily preserve the target output value.

Recently, generative models like Generative Adversarial Networks (GANs) have
been used to artificially increase the number of examples in datasets. These models,
when correctly trained, promise to generate images or visual features from the same
distribution as the original data on which they are trained. In chapter 3 we consider
the possibility of using a GAN to generate new instances paired with a given target
for a regression problem (image quality assessment).

GANs consist two main modules: a generator and a discriminator. In the case
of image generation, the generator is responsible for generating new plausible im-
ages drawn from the distribution of the training set. The discriminator, on the other
hand, is responsible for classifying images as real (coming from the training-set) or
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Figure 1.5: Schema of a Generative Adversarial Network (GAN) architecture.

fake (generated). The two modules are trained together in an adversarial game so
that improvements of generator comes at cost of discriminator and vice versa. In
figure 1.5) is reported a schema of the described architecture.

A limitation of GANs is that generated images are randomly sampled from the
training image distribution, which could be problematic for applying them as a data
augmentation strategy sincewe have little control over the class of generated images.
Conditional Generative Adversarial Networks (cGANs), however, can be used to
generate images conditioned on, for example, a class label. A cGAN concatenates
the additional information coming from class label to both the input to the gener-
ator and the discriminator. Similarly, the Auxiliary Classifier Generative Adversar-
ial Network (AC-GAN) concatenates class label information to the generator only,
adding a special classifier branch to the discriminator network that is trained to clas-
sify the input image in the original training set categories in addition to the real/fake
classification.

In chapter 3 we propose to train an architecture inspired by AC-GAN to syn-
thesize new instances for the Image quality assessment problem. This allows us to
expand the training examples of the dataset and boost performance of the evaluator
network that predicts the quality factor of the input image.

1.3.2 Image Quality Assessment
Image quality assessment (IQA) refers to the task of estimating absolute image
quality as perceived by humans (Wang et al., 2002). IQA has been widely applied
to applications like image restoration Katsaggelos (2012), image super-resolution
Van Ouwerkerk (2006), and image retrieval Yan et al. (2014).

Because the perceptual quality of images varies from person to person, the la-
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Figure 1.6: Details of distorted images from the LIVE dataset (Sheikh, 2005) with
different distortions and quality scores.

beling process of IQA datasets is very expensive. Each distorted image should be
annotated by multiple human experts that express a quality score between 0 and
100. These evaluators should be experts so that scores are reliable and consistent
with each other. The average of all evaluation for each image is called the Mean
Opinion Score (MOS) (Sheikh et al., 2006; Ponomarenko et al., 2013) and is consid-
ered the IQA target for the associated image. This is why IQA datasets are usually
very small, making it very challenging to train deep networks for this task. In fig-
ure 1.6 we show patches coming from perturbed images on which are applied two
classes of distortion with different intensities, resulting in different Mean Opinion
Scores.

The techniqueswe propose in chapter 3 are able to virtually expand IQAdatasets
using an architecture inspired by AC-GAN. Our approach generates new distorted
images from a high-quality reference image by conditioning the generation process
on the desired distortion class and the desired perceived quality expressed in MOS.
This allows us to augment the training set and improve the baseline accuracy of a
convolutional network that acts as an image quality evaluator.

1.4 Continual learning and catastrophic forgetting
Continual learning studies the catastrophic forgetting (or catastrophic interference) phe-
nomenon that affects the sequential training of artificial neural networks (Ratcliff,
1990). Because of catastrophic forgetting, it is very difficult to train neural networks
on sequences of tasks in a continual fashion. The only straightforward way to learn
multiple tasks is to learn all of them jointly. This severely limits the possibility of
networks to adapt to new tasks without forgetting the previous one unless train-
ing on both from scratch, which significantly increases the cost of adaptation to a
new tasks. This limitation is even more pronounced in contexts in which intelligent
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agents must to continuously learn new tasks and perform predictions. Continual
learning research has until now concentrated primarily on classification problems
modeled with deep, feed-forward neural networks. In chapter 4 we consider con-
tinual learning for image captioning, where a recurrent neural network (LSTM) is
used to produce sentences describing the input image.

1.4.1 Learning and forgetting
In recent years several techniques have been developed to prevent catastrophic for-
getting and enable continual learning in feed-forward neural networks. We will
briefly describe the main class of strategies that were proposed to prevent forget-
ting.
Multitask learning. This is a naiveway of preventing forgetting that interleaves data
from multiple tasks during training. Forgetting does not occur because weights of
the network can be jointly optimized for performance on all tasks. This strategy does
not actually solve the sequential learning problem, but can be considered an upper
bound that the other techniques aspire to reach.
Rehearsal methods. If tasks are presented sequentially we cannot apply the mul-
titask learning paradigm directly. Instead, we can memorize some examples from
each task and replay these examples during the new task training process. Usually
networks will be fine-tuned on the new dataset providing examples stored in the
memory to mitigare forgetting of old classes.
Pseudo-rehearsal methods. Instead of explicitly memorizing a set of examples for
each task, we can train a generative model to generate examples from each task.
During training of subsequent tasks, the generative model can be used to gener-
ate examples from the previous ones, again mitigating forgetting. A drawback of
this strategy is the added complexity since the additional generative model must be
trained continually.
Regularizationmethods. Regularizationmethods avoid storing exemplars and thus
reduce memory requirements. To alleviate forgetting, an extra regularization term
is introduced in the loss function which discourages changes in the weights that
could harm to previous tasks performances. Knowledge distillation methods use the
network at the end of previous task as a teacher for the network that we fine-tune on
the new task (Li andHoiem, 2017). Another kind of regularization strategy is based
on computing the importance of each network parameter with respect to each task
so that when training a new task, changes in weights that are important for previous
tasks are penalized (Kirkpatrick et al., 2017).
Parameter and path allocation methods. These approaches explicitly allocate spe-
cific parameters or paths in the network to each task. When architecture size can
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grow, new parameters can be added every time a new task arrives, and old param-
eters can be frozen. These methods usually require task information during evalu-
ation (i.e. they are task-aware), in contrast to the previous strategies that are usually
task-agnostic. Examples of these approach include (Serra et al., 2018) and (Masana
et al., 2020).

In chapter 4 we adapt regularization and parameter allocationmethods and pro-
pose a novel continual learning framework for image captioning. Our approach is
task-aware and is able to completely prevent forgetting in an LSTM network for im-
age captioning.

1.4.2 Image captioning and natural language generation

Automatic image captioning is the generation of textual sentences describing the
semantic content of an input image. Most contemporary captioning techniques are
inspired by machine translation and employ a CNN as image encoder and an RNN
as text decoder. They are trained to “translate” images into sentences. In these cases
LSTM cells are normally used for the recurrent part of the architecture. The LSTM
is initialized with the visual features extracted by the CNN and the sentence is de-
coded step-by-step. The LSTM internal state is updated accordingly at each step,
and the process endswhen a special end-of-sequence character is generated. Awide
range of variations exist for this basic approach, like passing the image features at
each decoding step together with the previous word embedding, applying a spatial
visual attention to outputs of convolutional layers to focus on a specific area of the
input image at each deconding step, and so on. During training, the use of teacher
forcing introduced byWilliams andZipser (1989) is almost ubiquitous: at each step i,
instead of passing the embedding of the previously predicted word ŵi to the LSTM,
the embedding of the i−th word wi of a target caption is used. Note that in this case
eachword wi is represented by a one-hot vector having the size of the vocabulary. In
figure 1.7 we show a figure depicting the general captioning model described, that
is similar to the one we used for our experiments in chapter 4, inspired by Neural
Image Captioning architecture (Vinyals et al., 2015).

In chapter 4 we propose the novel problem of continual learning for image cap-
tioning, and we propose two different algorithms to split existing image captioning
datasets into tasks based on visual categories. We also adapt several continual learn-
ing techniques to our proposed framework and report on extensive quantitative and
qualitative experiments which demonstrate forgetting behavior of captioning net-
works and how our proposed approach better mitigates forgetting.
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Figure 1.7: Schema of an image captioning architecture with an LSTM decoder in-
spired by Neural Image Captioning (Vinyals et al., 2015). W represents the word
embedding matrix, C the classifier layer, h the LSTM hidden state, x the LSTM in-
put, w the target word represented as one-hot vector and ŵ the predicted word.

1.5 Organization of this thesis
The rest of this thesis is organized as follows:

• In chapter 2 we show how to use supervision provided by web search engines
to generate weakly-labeled data. Specifically, we apply webly-supervised learn-
ing to artwork instance recognition. We explore different solutions for mini-
mizing the noisy labels resulting from weak supervision, and moreover show
how to exploit textual information associatedwith each artwork to train a zero-
shot model to recognize instances of never-seen artworks.

• In chapter 3we look at the problem of scarce data and high annotation costs for
the image quality assessment. For this problemwe use a different strategy: we
train a generative model (based on the AC-GAN architecture) to synthetically
expand the number of training examples and improve the ability of a CNN to
predict the perceived quality of an input image.

• In chapter 4 we introduce the problem of continual learning for image caption-
ing. We propose a new framework for continual image captioning and dataset
splitting and show how catastrophic interference affects recurrent architectures
applied to natural language generation for continual image captioning.
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• Finally, in chapter 5 we summarize our contributions and discuss future re-
search directions related to them.



Chapter 2

NoisyArt: Webly-supervised and
Zero-shot Artwork Instance
Recognition†

Cultural patrimony and exploitation of its artifacts is an extremely important eco-
nomic driver internationally. This is especially true for culturally dense regions like
Europe and Asia who rely on cultural tourism for jobs and important industry. For
decades now museums have been frantically digitizing their collections in an effort
to render their content more available to the general public. Initiatives like EURO-
PEANA (Valtysson, 2012) and the European Year of Cultural Heritage∗ have ad-
vanced the state-of-the-art in cultural heritage metadata exchange and promoted
coordinated valorization of cultural history assets, but have had limited impact on
diffusion and dissemination of each collection. Meanwhile the state-of-the-art in au-
tomatic recognition of objects, actions, and other visual phenomena has advanced
by leaps and bounds (Russakovsky et al., 2015a). This visual recognition technol-
ogy can offer the potential of linking cultural tourists to the (currently inaccessible)
collections of museums.

† Portions of this chapter were published in:
• R. Del Chiaro, A, D. Bagdanov, and A. Del Bimbo. “Webly-supervised zero-shot learning

for artwork instance recognition.” Pattern Recognition Letters, 2019;
• R. Del Chiaro, A. D. Bagdanov, andA.Del Bimbo, “Noisyart: A dataset forwebly-supervised

artwork recognition.” Proceedings of the 14th International Joint Conference on Computer
Vision, Imaging and Computer Graphics Theory and Applications (VISAPP), 2019; and

• R. Del Chiaro, A. D. Bagdanov, and A. Del Bimbo, “NoisyArt: exploiting the noisy web
for zero-shot classification and artwork instance recognition.” Data Analytics for Cultural
Heritage: Current Trends and Concepts. Eds: A. Belhi, A. Bouras, A. Al-Ali and A. Hamid
Sadka. Springer, 2021.

∗ https://europa.eu/cultural-heritage/
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Imagine the following scenario:

• A cultural tourist arrives at a destination rich in cultural heritage offerings.

• Our prototypical cultural tourist snaps a photo of an object or landmark of
interest with his smartphone.

• After automatic recognition of the artwork or landmark, our tourist receives
personalized, curated information about the object of interest and other cul-
tural offerings in the area.

This type of scenario is realistic only if we have some way of easily recognizing a
broad range of artworks. The challenges and barriers to this type of recognition
technology have been studied in the past in the multimedia information analysis
community (Cucchiara et al., 2012).

Recent breakthroughs in visualmedia recognition offer promise, but also present
new challenges. One key challenging factor in the application of state-of-the-art
classifiers is the data-hungry nature of modern visual recognition models. Even
modestly sized Convolutional Neural Networks (CNNs) can have hundreds of mil-
lions of trainable parameters. As a consequence, they can require millions of an-
notated training examples to be effectively trained. The real problem then becomes
the cost of annotation. Museum budgets are already stretched with classical cura-
tion requirements, adding to that the additional costs of collecting and annotating
example media is not feasible.

Webly-supervised learning can offer solutions to the data annotation problem by
exploiting abundantly available media on the web. This approach is appealing as it
is potentially able to exploit the millions of images available on the web without re-
quiring any additional human annotation. In our application scenario, for example,
there are abundant images, videos, blog posts, and other multimedia assets freely
available on the web. If the multimedia corresponding to specific instances of cul-
tural heritage items can be retrieved and verified in some way, this multimedia can
in turn be exploited as (noisy) training data. The problem then turns from one of a
lack of data, to one of mitigating the effects of various types of noise in the training
process that derives from its Webly nature (Temmermans et al., 2011; Sukhbaatar
and Fergus, 2014).

The availability of high-quality, curated textual descriptions for many works of
art opens up the possibility of zero-shot Learning (ZSL) in which visual categories
are acquired without any training samples. ZSL relies on alignment of semantic and
visual information learned on a training set (Xian et al., 2018). Zero-shot recog-
nition is an extremely challenging problem, but it is particularly appealing for art-
work recognition because museums normally have at least one curated description
for each artwork in their collections. In the example of application scenario that we
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proposed, is not unrealistic to think of using zero-shot learning to improve the pro-
file of an user for a recommendation system, enabling the possibility of exploiting
artworks for which we do not have any information. In the case of artwork recog-
nition we must solve an instance recognition problem using zero-shot learning, while
all ZSL work to date has been on zero-shot class recognition.

In (Del Chiaro et al., 2019a) we presented a dataset for Webly-supervised learn-
ing specifically targeting cultural heritage artifacts and their recognition. Starting
from an authoritative list of known artworks from DBpedia, we queried Google Im-
ages and Flickr in order to identify likely image candidates. The dataset consists
of more than 3000 artworks with an average of 30 images per class. A test set of
200 artworks with verified images is also included for validation. We called our
datasetNoisyArt to emphasize its webly-supervised nature and the presence of label
noise in the training and validation sets. NoisyArt is designed to support research on
multiple types of webly-supervised recognition problems. Included in the database
are document embeddings of short, verified text descriptions of each artwork in or-
der to support development of models that mix language and visual features such
as zero-shot learning (Xian et al., 2017) and automatic image captioning (Vinyals
et al., 2017). We believe that NoisyArt represents the first benchmark dataset for
webly-supervised learning for cultural heritage collections. †

In addition to the NoisyArt dataset, we report on baseline experiments designed
to probe the effectiveness of pretrained CNN features for webly-supervised learn-
ing of artwork instances. We also describe a number of techniques designed to mit-
igate various sources of noise and domain shift in the training data retrieved from
the web, as well as techniques for identifying “clean” classes for which recognition
is likely to be robust. Finally, we also report on experiments evaluating zero-shot
artwork recognition and we show how fully webly-labeled classes can significantly
improve zero-shot recognition performance. As far as we know we are the first to
consider the problem of webly-supervised, zero-shot learning for instance recogni-
tion. These techniques provide several practical tools for building classifiers trained
on automatically acquired imagery from the web.

This chapter combines and extends our work on webly-supervision for artwork
instance recognition (Del Chiaro et al., 2019a) and zero-shot learning for artwork
classification (Del Chiaro et al., 2019b). The chapter is organized as follows. In the
next sectionwe review recentwork related to our contributions. In section 2.2we de-
scribe the NoisyArt dataset designed specifically for research on Webly-supervised
learning in museum contexts, and in section 2.3 we discuss several techniques to
copewith noise anddomain shift inwebly supervised data. In section 2.4we present
a set of zero-shot classification techniques that have been applied toNoisyArt. In sec-
tion 2.5 and 2.6 we present a range of experimental results establishing baselines for
† https://github.com/delchiaro/NoisyArt

https://github.com/delchiaro/NoisyArt
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state-of-the-art methods on the NoisyArt dataset, for both artwork instance recog-
nition and zero-shot classification. We conclude with a discussion in section 2.7.

2.1 Related work
In this section we review work from the literature related to the NoisyArt dataset,
webly-supervised learning and zero-shot learning.

2.1.1 Visual recognition for cultural heritage
Cultural heritage and recognition of artworks enjoys a long tradition in the com-
puter vision and multimedia research communities. The Mobile Museum Guide
was an early attempt to build a system to recognize instances from a collection of
17 artworks using photos from mobile phone (Temmermans et al., 2011). More re-
cently, the RijksmuseumChallenge datasetwas publishedwhich containsmore than
100,000 highly curatedphotos of artworks from theRijksmuseumcollection (Mensink
and Van Gemert, 2014). The PeopleArt dataset, on the other hand, consists of high-
quality, curated photos of paintings depicting people in various artistic styles (West-
lake et al., 2016). The objectives of these datasets vary, from person detection invari-
ant to artistic style, to artist/artwork recognition. The UNICT-VEDI dataset (Ragusa
et al., 2019b) focuses on localization of visitors in a cultural site viawearable devices.
A unifying characteristic of these datasets, is the high level of curation and meticu-
lous annotation invested.

Another common application theme in multimedia analysis and computer vi-
sion applied to cultural heritage is personalized content delivery. The goal of the
MNEMOSYNE project was to analyze visitor interest in situ and to then select con-
tent to deliver on the basis of similarity to recognized content of interest (Karaman
et al., 2016). The authors of (Baraldi et al., 2015), on the other hand, concentrate
on closed-collection artwork recognition and gesture recognition using a wearable
sensor to enable novel interactions between visitor and museum content.

2.1.2 Webly-supervised category recognition
Early approaches to webly-supervised learning (long before it was called by that
name), were the decontamination technique of (Barandela and Gasca, 2000), and
the noise filtering approach of (Brodley and Friedl, 1999). Both of these approaches
are based on explicit identification and removal of mislabeled training samples. A
more recent approach is the noise adaptation approach of (Sukhbaatar and Fergus,
2014). This approach looks at two specific types of label noise – labelflip and out-
liers – andmodifies a deep network architecture to absorb and adapt to them. A very
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recent approach to webly-supervised training of CNNs is the representation adap-
tation approach of (Chen and Gupta, 2015). The authors, in this work, at first fit a
CNN to “easy” images identified by Google, and then adapt this representation to
“harder” images by identifying sub- and similar-category relationships in the noisy
data.

Themajority ofwork onwebly-supervised learning has concentrated on category
learning. However, the NoisyArt is an instance-based, webly-supervised learning
problem. Aswewill describe in section 2.2, instance-base learning presents different
sources of label noise than category-based.

2.1.3 Landmark recognition

The problemof landmark recognition is similar to our focus of artwork classification,
since they are both instance recognition problems rather than category recognition
problems. It is also one of the first problems to which webly-supervised learning
was widely applied. The authors of (Raguram et al., 2011) use webly-supervised
learning to acquire visual models of landmarks by identifying iconic views of each
landmark in question. Another early work merged image and contextual text fea-
tures to build recognitionmodels for large-scale landmark collection (Li et al., 2009).
In (Ragusa et al., 2019a) the authors extend the UNICT-VEDI dataset with annota-
tions of points of interests using an object detector.

Artwork recognition differs from landmark recognition, however, in the diversity
of viewpoints recoverable from web search alone. As we will show in section 2.2,
the NoisyArt dataset suffers from several types of label bias and label noise which
are particular to the artwork recognition context.

2.1.4 Zero-shot learning

Techniques for zero-shot learning (ZSL) attempt to learn to classify never-before
seen classes for which semantic descriptions (but no images) are available. Recent
advances in ZSL use techniques that directly learn mappings from a visual feature
space to a semantic space. In some cases a linear mapping is used to learn a compat-
ibility between visual and semantic features (Akata et al., 2015a; Frome et al., 2013;
Akata et al., 2015b), in other cases a non-linearmapping is used (Socher et al., 2013),
and in others a metric learning approach is used instead of compatibility (Bucher
et al., 2016; Hussein et al., 2017).
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2.2 The NoisyArt dataset
NoisyArt (Del Chiaro et al., 2019a) is a collection of artwork images collected using
articulated queries to metadata repositories and image search engines on the web.
The goal of NoisyArt is to support research on webly-supervised artwork recogni-
tion for cultural heritage applications. Webly-supervision is an important feature,
since in the cultural applications data can be acutely scarce. Thus, the ability to ex-
ploit abundantly available imagery to acquire visual recognition models would be
a tremendous advantage.

We feel that NoisyArt can be well-suited for experimentation on a wide variety
of recognition problems. The dataset is particularlywell-suited towebly-supervised
instance recognition as a weakly-supervised extension of fully-supervised learning.
To support this, we provide a subset of 200 classeswithmanually verified test images
(i.e. with no label noise).

In the next section we describe the data sources used for collecting images and
metadata. Then in section 2.2.2 we describe the data collection process and detail
the statistics of the NoisyArt dataset.

Here we report the textual descriptions obtained from DBPedia for the artworks
shown in figure 2.1. These are used to create document embeddings:

• Self-Portrait (Raffaello): “The Self-portrait is commonly dated between 1504 and
1506. It measures 47.5 cm by 33 cm. The portrait was noted in an inventory of the
private collection of Duke Leopoldo de’ Medici, completed in 1675, and later listed in
the 1890 Uffizi inventory.”

• Alien (David Breuer-Weil): “Alien is a 2012 sculpture by the British artist David
Breuer-Weil. It depicts a giant humanoid figure five times as large as a person, em-
bedded head-first in grass. The sculpture was first installed in Grosvenor Gardens in
the City of Westminster in April 2013, as part of the City of Sculpture initiative. In
September 2015 it was moved to the National Trust property of Mottisfont in Hamp-
shire.”

• St. Jerome in His Study (Antonello da Messina): “St. Jerome in His Study is
a painting by the Italian Renaissance master Antonello da Messina, thought to have
been completed around 1460–1475. It is in the collection of the National Gallery,
London.The picture was painted by Antonello during his Venetian sojourn, and was
the property of Antonio Pasqualino.”

• Anxiety (Munch): “Anxiety (Norwegian: Angst) is an oil-on-canvas painting cre-
ated by the expressionist artist EdvardMunch in 1894. It’s currently housed inMunch
Museum in Oslo, Norway. Many art critics feel that Anxiety is closely related to
Munch’s more famous piece, The Scream.[who?] The faces show despair and the dark
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Name/Artist DBPedia Google Flickr

Self-Portrait
(Raffaello)

Alien
(David Breuer-Weil)

Saint Jerome in his Study
(Antonello da Messina)

Anxiety
(Munch)

Figure 2.1: Sample classes and training images from the NoisyArt dataset. For each
artwork/artist pair we show the seed image obtained from DBpedia, the first two
Google Image search results, and the first two Flickr search results.

colors show a depressed state. Many critics also believe it’s meant to show heartbreak
and sorrow, which are common emotions all people feel.”

2.2.1 Data sources
To collect theNoisyArtdatasetwe exploited a range of publicly available data sources
on the web.
Structured knowledge bases. As a starting point, we used public knowledge bases
like DBpedia (Bizer et al., 2009; Mendes et al., 2011) and Europeana (Valtysson,
2012) to query, select, and filter the entities to be used as basis for NoisyArt. The
result is a set of 3,120 artworks withWikipedia entries and ancillary information for
each one.
DBpedia. DBpedia is the same source fromwhich we retrievedmetadata. For some
artworks it also contains one ormore images. We call this kind of images a seed image
because it is unequivocally associated with the metadata of the artwork. Note, how-
ever, that though the association is reliable, some times the seed image is an image
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of the artist and not of the artwork. We also retrieved descriptions and metadata for
each artwork from this source of information. With these we created textual docu-
ments associated to each artwork in the dataset, and we produced compact vector
space embedding for each artwork using doc2vec (Le and Mikolov, 2014). Both the
additional information and the document embedding vectors are included in the
dataset to support zero-shot learning and other multi-modal approaches to learn-
ing over weakly supervised data.
Google Images. We queried Google Images using the title of each artwork and the
artist name. For each query we downloaded the first 20 retrieved images. These
images tend to be very clean, in particular for paintings, most of which do not have
a background and tend to be very similar to scans or posters. For this reason the
variability of examples can be poor: we can retrieve images that are almost identi-
cal, maybe with just different resolutions or with some differences in color calibra-
tion. Another issue with Google Image search results is the label flip phenomenon:
searching for minor artworks by a famous artist can result in retrieving images of
other artworks from the same artist. Outliers are also present in a small part for less
famous artworks by less famous artists.
Flickr. Finally, we used the Flickr API to retrieve a small set of images more similar
to real-world pictures taken by users. Due to its nature, the images retrieved from
Flickr tend to be more noisy: the only supervision is by the end-users, and a lot
of images (specially for famous and iconic artworks) do not contain the expected
subject. For least famous artworks, the number of retrieved images is almost zero
and can be full of outliers. For these reasons we only retrieve the first 12 images
from each Flickr query in order to filter some of the outlier noise.
Discussion. In the end, Flickr images are the most informative due to variety and
similarity to real-world pictures. However, a lot of them are incorrect (outliers).
DBpedia seed images are the most reliable but are at most one per artwork. Google
images are usually more consistent with the searched concept when compared to
the Flicker ones, but normally present low variability.

2.2.2 Data collection
From these sources we managed to collect 89,395 images for the 3120 classes, that
became 89,095 after we pruned unreadable images and some error banners received
fromwebsites. Before filtering, each class contained a minimum of 20 images (from
google) and a maximum of 33 when we could retrieve a full set of 12 images from
Flickr and the DBpedia seed.

We could have used the seed images as a single-shot test set (pruning all the
classes without the seed) but the importance of these images in the training phase
joined to the inconsistency of seed in some classes led us to create a supervised
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Name/Artist Images from TestSet-200 (Validated by Humans)

Self-Portrait
(Raffaello)

David
(Michelangelo)

Bacchus
(Leonardo)

Anxiety
(Munch)

Figure 2.2: Sample verified test images from the NoisyArt test set. For a random
sample of 200 classes we collected an additional set of images that we manually
verified. Note the significant domain shift on these images with respect to those in
figure 2.1

test set using a small subset of the original classes: 200 classes containing more than
1,300 images taken from the web or from our personal photos. We have been careful
not to use images from the training set. This test set is not balanced: for some classes
we have few images, and some others have up to 12. Figure 2.2 illustrates some
sample classes and images from our verified test set. Note the strong domain shift
in these images, in particular for paintings, with respect to those in the training set
shown in figure 2.1.

Finally, each artwork has a description and metadata retrieved from DBpedia,
from which a single textual document was created for each class. These short de-
scriptions were then embedded using doc2vec (Le and Mikolov, 2014) in order to
provide a compact, vector space embedding for each artwork description. These em-
beddings are included to support research on zero-shot learning and other multi-
modal approaches to learning over weakly supervised data.
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Table 2.1: Characteristics of the NoisyArt dataset for artwork recognition.

Split Type split name classes webly images verified images

Classification

training validation test
fully-webly 2,920 65,759 17,368 0

verified-webly 200 4,715 1,253 1,379
totals: 3,120 70,474 18,621 1,379

Zero Shot

unseen 50 0 355
3-fold-seen 150 4,459 1,024
webly-seen 2,920 83,127 0
seen totals: 3,070 87,586 1,024

In the end, NoisyArt is a multi-modal, weakly-supervised dataset of artworks
with 3,120 classes andmore than 90,000 images, 1,300 ofwhich are human validated.
Table 2.1 details the breakdown of the splits defined inNoisyArt and summarizes the
provided data.

2.2.3 Discussion
In figure 2.1 we give a variety of examples from the NoisyArt dataset. For each art-
work we show: the seed image from DBpedia, the first two Google Image search
results, and the first two results from Flickr. These examples show typical scenarios
of this artwork instance recognition problem:

• Best case. The second row of figure 2.1 contains pictures of a statue. For these
kinds of objects it is usuallymuch easier to retrieve images with a good level of
diversity, both from Google and Flickr. This is due to the 360◦ access and thus
the relative variety of viewpoints fromwhich such artworks are photographed.

• Lack of diversity. The first row of figure 2.1 is an example of an artwork for
which Google retrieves images with extremely low variety, although in this
case Flickr returns images with some diversity, but also outliers. In the third
row we can observe an example for which both Google and Flickr failed to
have diversity.

• Labelflip. In the fourth row of figure 2.1 we see a pathology particular to
our instance recognition problem: we are looking for images of a not-so-famous
artwork (Anxiety) by a famous artist (Munch)who alsomademuchmore iconic
artworks (like The Scream). In these cases the risk of labelflip is high, and
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Figure 2.3: Classifier models used for webly-supervised experiments on NoisyArt.
Green blocks represent data flowing through the network, blue ones components
with trainable parameters. A CNN (pretrained on ImageNet) is used to extract fea-
tures from training images, and then a shallow network with a single hidden layer
and an output layer is trained to predict class probabilities. The F matrix (see sec-
tion 2.3.2) is used to model and absorb labelflip noise in the training set, and the
loss function is either the cross entropy loss L or the weighted cross entropy loss Lh
described in section 2.3.3.

in fact we retrieved from both Google and Flickr also images of The Scream
(together with some correct and some outlier images).

These types of label noise in the NoisyArt dataset render it difficult to acquire
robust visual models using webly supervision. In the next section we discuss tech-
niques to mitigate or identify noise during training.

2.3 Webly-supervised artwork recognition
In this section we describe several techniques we used to implement artwork recog-
nition on NoisyArt dataset, with a focus on techniques for mitigating and/or iden-
tifying label noise during training. We also report on a simple technique designed
to reduce the effect of domain shift intrinsic in the data, which led to significant im-
provements in artwork recognition performances on NoisyArt test set. First we de-
scribe the baseline classifier model used in all experiments, then we introduce three
different techniques used tomitigate label noise, and finally we describe a technique
that focuses on mitigating domain shift that manifests most noticeably in painting
images.

2.3.1 Baseline classifier model
For all our experimentswe use a shallow classifier based on image features extracted
from CNNs pretrained on ImageNet. Figure 2.3 shows the architecture of our net-
works. Given an input image x, we extract a feature vector using the pretrainedCNN
and then we pass it through a shallow classifier, consisting of a single hidden layer
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(with the same size as the extracted features) and an output layer that estimates
class probabilities p(c|x) for each of the 200 test classes.

The shallow classifier is then optionally followed by a multiplication with 200×
200 labelflip matrix F (see section 2.3.2). For the baseline experiments F is set to the
identity matrix. Finally, the loss function used to train the shallow network weights
is the cross entropy loss:

L(x, y; θ) = −∑
c
1y(c)p(c | x),

where 1y(c) is the indicator function:

1y(c) =

{
1 if c = y

0 otherwise.

2.3.2 Labelflip noise
Labelflip noise refers to images in the training set which aremislabeled as belonging
to the incorrect class. This problem can be acute in instance recognition, for exam-
ple when artists have works which are significantly more famous than their others
and these famous works are often returned on queries. We experimented with the
technique for labelflip absorption proposed in (Sukhbaatar and Fergus, 2014).

The main idea of labelflip absorption is to introduce a new fully connected layer
without bias after the final softmax output (see the component F in figure 2.3). The
weights of this layer, which we call F, are an N × N stochastic matrix, where N is
the number of classes. Each row of F models the likelihood of confusing one class
for any of the other classes. This matrix is initialized to the identity matrix and,
at the start of training, the weights are locked (not trainable). After a number of
training epochs (500 in our experiments), the weights are unlocked, allowing F to
model class confusion probabilities and spread out the probability mass from each
class to common confusions for that class, thanks also to a trace regularization. At
each training iteration the rows of F are re-projected onto the N-simplex to keep F
stochastic. The result is that labelflip noise is absorbed into the F matrix, leaving the
network free to learn on “clean” labels.

2.3.3 Entropy scaling for outlier mitigation
The labelflip matrix described in the previous section attempts to compensate for
class-level confusions during training. In this section we describe an alternate tech-
nique that performs soft outlier detection in order toweight training samples during
training. Our hypothesis is that the class-normalized entropy of a training sample
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is an indicator of how confident the model is about a particular input sample. The
normalized entropy of a training sample xi is defined as:

Ĥ(xi) = −
1
C ∑

c
p(c | xi) ln p(c | xi),

where C is a normalizing constant equal to the maximum entropy attainable for the
given number of classes. When Ĥ(xi) is zero, the classifier is absolutely certain about
xi; when it is one, the classifier has maximal uncertainty. The entropy weighted loss
is defined as:

Lh(x, y; θ) = −σ(Ĥ(x))∑
c
1y(c)p(c | x),

where the normalized entropy is passed through a modified sigmoid σ function of
the types illustrated in figure 2.4. This function is defined as:

σ(x; m, b) =
1

1 + em(x−b)

so that the loss for training sample x is weighted inversely proportionally to the
normalized entropy Ĥ(x).

2.3.4 Gradual bootstrapping
The entropy scaling technique described in the previous section applies soft weights
to the loss contributed by specific training samples. These weights are based on an
estimate of the class uncertainty. However, CNNs are known to produce highly-
confident predictions even on outliers. Instead, here we propose a method for grad-
ually bootstrapping during training by starting from highly reliable training exam-
ples, and sequentially introducing less reliable training data.

For NoisyArt we have the seed images acquired from DBpedia metadata records
that can be used as a reliable image for each class. If there is no seed image for a
specific class, we use the first result returned by Google Image Search as the initial
bootstrap image for that class. Training is performed for 80 epochs using only seed
images, then the rest of the examples are added and training proceeds using entropy
scaling as described in section 2.3.3. We expect that after acquiring a reliable model
on seed images, entropy scalingwill bemore robust as the classifiers should bemore
conservative as they have been initially trained on a very reduced training set.

2.3.5 Domain shift mitigation and L2 normalization
Because of domain shift and differences observed between test and validation per-
formance, we investigated the use of an L2 normalization layer (Ranjan et al., 2017)
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Figure 2.4: Modified sigmoid function used to calculate per-sample weights based
on normalized entropy. The m parameter controls the steepness of the transition
from 1.0 to 0.0, and the b parameter the point at which is begins its transition.

inserted before the output layer in our shallow recognition network. The authors
of (Ranjan et al., 2017) proposed this strategy for face recognition problems, ob-
serving that normalization helps create similar representation for images with dif-
ferent visual characteristics (e.g. picture quality) because the magnitude of features
is ignored by the final classification layer.

When using this technique, we simply modify our baseline model and replace
the ReLU activation after the hidden layer with an L2 normalization layer. This layer
simply normalizes the features so that they have unit norm:

f (x) =
αx
||x||2

, (2.1)

where x is the output of the last hidden layer and α is a parameter used to rescale
the radius of the unit hypersphere. Using α = 1 we project each feature x in the
hypersphere with unit radius, increasing α we are increasing the radius, and with
that the surface area of the hypersphere.

Our intuition is that this should helpmitigate domain shift and in general reduce
the distance of the features given by images of different quality. Moreover, it should
force features from the same class to be closer, while keeping features from different
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Figure 2.5: t-SNE plots of features from examples of single artworks extracted us-
ing networks trained on NoisyArt. Dots come from a L2 normalized network and
crosses from the baseline network. Green indicates verified test images and red
webly-labeled training images. Note how, when L2 normalization is used, the train-
ing and test image clusters approach one another.

classes far from each other in the normalized space. In figure 2.5 we illustrate the
difference in features extracted from images of paintings from the test set (i.e. real
world-photos) compared to those from the training set (webly-supervised, lacking
in variety, and similar to scans). In the first case features cluster together and it is
easy to confuse the two different kinds of images from the same class. In contrast,
without L2 normalization, scans and photographs of paintings tend to cluster in
different regions of the space, rendering the classification task much harder. We
found this simple technique to be much more helpful to final network performance
than all the other techniques implemented with the end of reducing label noise.

2.4 Zero-shot artwork recognition
Thanks to the textual description provided for each artwork in theNoisyArt dataset,
we also performed several zero-shot learning (ZSL) experiments. We embed text
descriptionswith the doc2vec (Le andMikolov, 2014)model pretrained onWikipedia.
These 300-dimensional vectors become the semantic descriptions classes for zero-
shot learning. In the following subsections we describe several baseline ZSL tech-
niques that we implemented and tested on NoisyArt, as well as an extension to a
known ZSL technique that we proposed in (Del Chiaro et al., 2019b).

2.4.1 Compatibility models
Compatibility models learn mappings from a visual embedding space (e.g. CNN
features) to the semantic space (e.g. doc2vec embeddings). Training usually con-
sists of pair or triple sampling and a loss function that balances distances between
positive and negative image examples to their semantic class embeddings.
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Linear compatibility

Linear models rely on mapping visual features into the semantic space through a
linear mapping trained to maximize a compatibility function for pairs of visual/se-
mantic features coming from the same class.

For EsZSL (Romera-Paredes and Torr, 2015) we used an open source implemen-
tation available online‡, while for the other comparisons we adapted linear compat-
ibility approaches to our task.

The authors of DEVISE (Frome et al., 2013) used a dedicated language model
trained together with a linear embedding of visual features into semantic space.
Instead, we use fixed doc2vec (Le and Mikolov, 2014) semantic features. The loss
used in the original paper is the hinge loss, defined as:

L(x, y) = ∑
y′ 6=y

max[0, m− xTWy′ + xTWy], (2.2)

where m is a strictly positivemargin, x is a visual embedding, y is the corresponding
semantic embedding and y′ are semantic embedding not related with x. Differently
from Frome et al. (2013), we used a margin of 0.5 instead of 0.1.

ALE (Akata et al., 2015a) is a linear compatibility approach that introduce a de-
creasing γk function used to weight examples in a ranking loss. The compatibility
of the current example with all the classes is computed to creating a ranking, the
rank index k is then used to weight the contribution of that class when computing
the loss. We used a modified sigmoid function defined as:

γk = 1 +
α

1 + eβk −
α

2
, (2.3)

with α and β fixed to 1.7 and 0.02, respectively.

Non-linear compatibility

These models learn a non-linear mapping of image features into the semantic space.
For our investigation we implemented variants of a non-linear compatibility model
from the literature (Socher et al., 2013). These models use a shallow MLP net-
work that embeds visual features in a semantic space. During training we randomly
picked a negative label y′ 6= yn for each visual feature xn with label yn, and we com-
puted the following loss to train the embedding network using stochastic gradient
descent:

L(xn, yn, y′) = [m + F(xn, y′; W)− F(xn, yn; W)]+ (2.4)
where m > 0 is a margin, W are the network weights and F(x, y; W) is the cosine
distance between the embedding x and the corresponding semantic embedding of
class label y.
‡ https://github.com/chichilicious/embarrassingly-simple-zero-shot-learning

https://github.com/chichilicious/embarrassingly-simple-zero-shot-learning
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CNN Reference Feature Size
ResNet-50 (He et al., 2016) Global pool 2048
ResNet-101 (He et al., 2016) Global pool 2048
ResNet-152 (He et al., 2016) Global pool 2048

VGG16 (Simonyan and Zisserman, 2014) FC7 4096
VGG19 (Simonyan and Zisserman, 2014) FC7 4096

Table 2.2: Networks used for image feature extraction in our experiments.

To experiment with non-linear compatibility, we implemented a simplified ver-
sion of CMT (Socher et al., 2013) that follows our framework. We used the same
network architecture described by Socher et al. (2013), but with the use of pre-
computed doc2vec text embeddings. We refer to this model as CMT* in what fol-
lows.

2.4.2 Zero-shot learning with webly-labeled data
In (Del Chiaro et al., 2019b) we proposed three extensions of ZSL techniques using
non-linear compatibility for our instance recognition problem.
COS: the COSmodel is a modification of CMT* using three hidden layers with 2048,
1024 and 512 units instead of the single hidden layer in CMT. Moreover, ReLU acti-
vations is used instead of tanh.
COS+NLL: this model is inspired by Hussein et al. (2017). We want visual features
embedded in the semantic space by the COSmodel to be good for classification, and
to encourage this we add a new linear layer acting as a classifier connected to the
output of the last layer of the COS model. Then we added an additional negative
log-likelihood loss (NLL) weighted with a factor 0.1 before adding it to the original
margin loss described in equation 2.4.
COS+NLL+L2: in this model we added an L2 normalization layer as we explained
in section 2.3.5 before the classifier in the COS+NLL model. This forces all visual
features embedded in the doc2vec space onto a hypersphere, simplifying the work
of the classifier as shown in section 2.3.5.

2.5 Experimental results: artwork instance recognition
In this section we report experimental results for a number of feature extraction
and label noise compensation methods. All experiments were conducted using fea-
tures extracted from CNNs pretrained on ImageNet, which are then fed as input to
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a shallow classifier (see figure 2.3). More specifically, we extracted features using
the networks shown in table 2.2.

The shallow networks were trained with the Adam optimizer (Kingma and Ba,
2014) for 1500 epochs on the 200-class training set. We used a learning rate of 1e-4
and L2 weight decay with a coefficient of 1e-7. For experiments using entropy scal-
ing, we used parameters m = 20 and b = 0.8 for the modified sigmoid function.
After 1500 epochs, the model corresponding to the best classification accuracy on
the webly-supervised validation set was evaluated on the verified test set.

For the domain shift mitigation experiment described in section 2.3, we trained
the shallow networks for only 500 epochswith the same optimizer and learning rate.
In this case the L2 normalization layer is used instead of the hidden layer activation.

2.5.1 Datasets
Weused twodatasets for our experiments onwebly-supervised artwork recognition.
NoisyArt. Most experiments were performed on the NoisyArt dataset described in
section 2.2. This dataset was designed specifically to experiment withwebly-labeled
data for both supervised instance recognition and zero-shot recognition scenarios.
CMU-Oxford Sculptures. For the domain shift mitigation experiment, in addition
toNoisyArt, we also experimented on CMU-Oxford Sculptures (Fouhey et al., 2016).
It contains about 143K images of 2,197 different sculptures. We chose this dataset
because it is another artwork instance recognition problem, although in this case
without label noise. We used this dataset only for supervised instance recognition
experiments and we generated a different split from the original: training, valida-
tion, and test sets now contain all the classes, but different images. Our new split
for CMU-Oxford Sculptures has about 74K, 33K and 37K images for the training,
validation and test, respectively.

2.5.2 Webly-supervised classification
Table 2.3 gives results for all extracted features, reporting in bold the best result on
each column. For each extracted feature type we report results for:

• Baseline (BL): the shallow network trained with no noise mitigation.

• LabelFlip (LF): the shallow network trained with labelflip absorption as de-
scribed in section 2.3.2.

• Entropy Scaling (ES): the shallow network trained with entropy scaling as
described in section 2.3.3.
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Table 2.3: Recognition accuracy (acc) and mean average precision (mAP) on
NoisyArt and CMU-Oxford-Sculptures. BL refers to the baseline network, LF to la-
belflip, ES to entropy scaling, BS to gradual bootstraping and L2 to L2 normalization
network. The reported approaches are described in section 2.3

NoisyArt CMU-Oxford-Sculptures
test validation test validation

acc mAP acc mAP acc mAP acc mAP
ResNet-50 BL 64.80 51.69 76.14 63.08 83.32 66.78 83.39 66.91
ResNet-50 LF 67.90 55.83 76.54 63.54
ResNet-50 ES 68.71 57.42 76.46 63.74
ResNet-50 BS 68.27 57.44 75.98 62.83
ResNet-50 L2 74.89 62.86 77.14 63.71 86.02 71.78 86.01 71.05
ResNet-101 BL 64.96 52.21 75.37 62.10 83.76 66.87 83.86 67.90
ResNet1-101 LF 67.08 55.58 77.09 64.17
ResNet-101 ES 67.16 56.60 76.38 63.56
ResNet-101 BS 68.27 57.41 76.78 63.46
ResNet-101 L2 74.53 62.55 77.05 63.56 86.34 71.81 86.66 72.80
ResNet-152 BL 64.28 52.05 75.31 62.37 84.12 68.11 84.25 68.53
ResNet-152 LF 66.72 54.66 76.46 63.02
ResNet-152 ES 67.16 56.06 76.70 64.16
ResNet-152 BS 67.38 55.81 76.22 62.90
ResNet-152 L2 75.04 62.75 79.03 66.55 86.85 73.66 86.90 73.36
VGG16 BL 64.37 50.71 74.25 60.10 78.19 58.31 78.25 58.23
VGG16 LF 64.65 50.62 73.74 59.23
VGG16 ES 64.80 51.17 75.42 61.65
VGG16 BS 66.27 52.52 74.38 60.07
VGG16 L2 68.47 55.32 74.94 61.34 82.59 66.15 82.47 65.93
VGG19 BL 62.07 48.14 73.73 59.62 78.51 59.72 78.53 58.98
VGG19 LF 61.33 46.53 73.07 57.84
VGG19 ES 61.92 48.43 72.87 58.34
VGG19 BS 63.99 51.14 72.63 58.21
VGG19 L2 66.25 53.05 74.49 60.42 82.29 64.91 82.50 65.48

• BootStrapping (BS): the shallow network trainedwith gradual bootstrapping
as described in section 2.3.4.

• L2 Normalization (L2): the shallow network trained with L2 feature normal-
ization as described in section 2.3.5.

Looking at the NoisyArt results in table 2.3 we can draw a few conclusions. First
of all, despite the high degree of noise in the training labels, even the baseline clas-
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sifiers perform surprisingly well on the webly-supervised learning problem. All of
the ResNet models achieve nearly 65% classification accuracy on the verified test
set. The shallow classifier seems to be able to construct models robust to noise in
the majority of classes.

All three of the noise mitigation techniques improve over the baseline shallow
classifier. The gradual bootstrapping technique described in section 2.3.4 generally
yields the most consistent and significant improvement. But in the end the L2 nor-
malization is the technique that really made the difference in recognition perfor-
mances for NoisyArt, giving a boost of about 10% in the NoisyArt test set perfor-
mance when compared to the baseline, passing from 64.80% to 74.89% accuracy for
ResNet-50. performance over the baseline for all the networks.

Results onNoisyArt validation set are an unreliable fine-grained predictor of clas-
sifier performance on validated test data. Though the performance on the validation
set between ResNet and VGGmodels is a reliable indicator, performance on the dif-
ferent ResNet models is generally too close to call.

The performance gap betweenNoisyArt test and validation when using the base-
line is evidence of domain shift, while for CMU-Oxford Sculptures – which has no
domain shift – they achieve similar performance. Moreover, for NoisyArt using L2

normalization yields huge improvement in the clean test set, while in CMU-Oxford
Sculptures the improvement is much lower (but still significant). Finally, note how
the performance gap for the best performing model on NoisyArt and CMU-Oxford
Sculptures is high (about 10%). We think this gap is due to the small number of ex-
amples per class in NoisyArt compared to CMU-Oxford Sculptures along with the
intrinsic noise in webly-labeled images.

2.5.3 Identifying problem classes
In figure 2.6 we show the improvement that can be gained by filtering classes with
high average entropy. The figure plots classifier accuracy for all models with boot-
strapping as a function of progressively filtered test sets (i.e. removing unreliable
classes). Observe that the average class entropy is a reasonable measure of clas-
sifier reliability. After filtering only about 20% of the problem classes we can ob-
tain an overall accuracy greater than 80% on the remaining ones for the ResNet
models, reaching performance values similar to the ones obtained on CMU-Oxford-
Sculpture dataset.

2.6 Experimental results: zero-shot recognition
In this section we report on a range of experiments we performed in (Del Chiaro
et al., 2019b) to evaluate the effectiveness of webly-labeled data for both supervised
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Figure 2.6: Filtering problem classes. We progressively remove classes with high en-
tropy from the test set. Accuracy is plotted as a function of the number of remaining
classes.

and zero-shot recognition of artwork instances.

2.6.1 Zero-shot recognition with webly-labeled data
We trained the models from section 2.4 on NoisyArt using three-fold cross valida-
tion: we split the 200 verified classes into 150 for training/validation and 50 for zero-
shot test classes. Test and validation sets only contain human-verified images, while
training set can exploit webly-labeled images.

For testing, we again trained each network from scratch on the combined training
and validation sets (150 classes) using the early stopping epoch computed during
cross validation. Each experiment is repeated four timeswith different training data:

• V: verified images from the training classes;

• W: webly-labeled images from the training classes;

• VW: both verified and webly-labeled images; and

• VWC: all the images of VW together with all the images from the 2,920 webly-
labeled classes.
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Table 2.4: Zero-shot recognition accuracy for NoisyArt.
Accuracy Mean Average Precision

Images V W VW VWC V W VW VWC
ResNet50

SJE (Akata et al., 2015b) 10.70 15.49 7.04 13.52 17.55 14.13 16.06 14.72
EsZSL (Romera-Paredes and Torr, 2015) 12.11 15.21 14.37 25.63 20.48 18.68 22.29 29.89

ALE (Akata et al., 2015a) 14.08 14.08 15.49 22.54 21.43 16.90 18.28 34.99
DEVISE (Frome et al., 2013) 16.62 14.93 16.90 24.79 22.63 19.18 20.95 31.90
CMT* (Socher et al., 2013) 19.44 13.24 15.21 21.13 21.53 19.09 24.02 43.72

COS 20.56 18.03 16.62 26.48 26.02 17.84 26.05 43.94
COS+NLL 14.65 15.77 16.06 26.20 27.10 23.53 25.36 44.70

COS+NLL+L2 18.31 8.45 18.03 34.93 24.81 21.26 25.36 45.53
ResNet152

SJE (Akata et al., 2015b) 10.70 15.49 7.04 13.52 17.55 14.13 16.06 14.72
EsZSL (Romera-Paredes and Torr, 2015) 20.28 14.08 17.75 26.48 24.19 19.52 23.94 29.36

ALE (Akata et al., 2015a) 17.18 13.52 14.37 21.69 24.54 19.65 20.79 33.93
DEVISE (Frome et al., 2013) 14.37 15.77 17.18 22.54 23.02 19.32 22.44 32.49
CMT* (Socher et al., 2013) 21.13 12.39 15.77 22.82 25.23 19.63 20.41 37.02

COS 17.75 11.55 16.34 27.04 26.51 17.9 23.04 40.18
COS+NLL 20.56 14.93 18.59 27.32 24.32 25.48 25.67 41.82

COS+NLL+L2 18.31 12.96 17.75 29.58 27.80 20.61 29.14 48.17

The results for zero-shot recognition are shown in table 2.4. Note how adding
webly-labeled images to the fully-verified classes does not always improve recog-
nition performance. However, adding new classes containing only webly-labeled
images (together with a single semantic vector for each class) greatly improves re-
sults, especially for non-linear techniques.

One of our goals was to understand if the additional webly-labeled images and
classes containing only webly-labeled images can help zero-shot recognition perfor-
mance. We trained the COS+NLL+L2 and CMT* networks several times, gradually
increasing the number of webly-labeled classes in each run. For this experiment we
used the test set as validation, computing the performance for the best-performing
epoch. Results are shown in figure 2.7. Note the rapid increase in mAP values for
bothmodels in the first half of the runs (until about 1460 additional classes) passing
from 0.24 to 0.37 for CMT* and from 0.30 to 0.44 for COS+NLL+L2. The next 1,460
additional classes increase performance, but the growth is slower.

2.7 Conclusions
In this chapter we described all the experiments we made on NoisyArt to exploit
web data for artwork instance recognition and zero-shot learning. The results on
artwork recognition show that shallow classifiers trained on features extracted with
pretrained CNNs over webly-labeled images can be effective at artwork instance
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Figure 2.7: Performance of COS+NLL+L2 and CMT* with increasing numbers of
fully webly-labeled classes. Performance is an upper bound since we report the best
performing epoch on the test set.

recognition. Using relatively simple networks and compact image features, clas-
sifiers achieve nearly 80% classification accuracy. Key to achieving this performance
is treating webly-supervised artwork recognition as an instance recognition problem
and using L2 normalization layer before classification. This simple technique, in the
case of bothNoisyArt andCMU-Oxford Sculptures, leads to significant improvement
even over more complicated noise mitigation techniques.

Cultural heritage applications involving artwork recognition have the advantage
that semantically rich, textual descriptions are abundantly available. These can be
exploited with a minimal effort using webly-labeled data and a zero-shot learning
approaches. Experiments show how, despite the noisy supervision, a large set of
additional classes can improve zero-shot recognition for this kind of problem – es-
pecially when using L2 normalization to compensate for domain shift introduced by
the different data source biases.

Museums and cities of art seem to struggle in the creation and sharing of well or-
ganized knowledge bases containing the information required to recognize cultural
heritage objects, and this limit cultural heritage users from the possibility to benefit
from the latest computer vision technologies. In the current scenario, we propose
an alternative viable road that exploits web search engines, social media and poten-
tially the active interaction of users to enable artwork instance recognition, giving
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the cue for the development of a variety of different applications that take advan-
tage of computer vision techniques to involve visitors and citizens in the enjoyment
of the cultural heritage of our cities.



Chapter 3

GADA: Generative Adversarial Data
Augmentation for Image Quality
Assessment†

In the last few decades images are increasingly a part of everyday life and are used
for many purposes. However, images are often not of the best possible quality. This
can be caused by many factors, such as the device used for acquisition, the lossy
compression algorithm used to store the information (e.g. JPEG), and the entire
image acquisition, storage, and transmission process.

Image quality assessment (IQA) (Wang et al., 2002) refers to a range of tech-
niques developed to automatically estimate the perceptual quality of images. IQA
estimates should be highly correlated with quality assessments made by multiple
human evaluators (commonly referred to as theMeanOpinion Score (MOS) (Sheikh
et al., 2006; Ponomarenko et al., 2013)). IQA has been widely applied by the com-
puter vision community for applications like image restoration (Katsaggelos, 2012),
image super-resolution (VanOuwerkerk, 2006), and image retrieval (Yan et al., 2014).

IQA techniques can be divided into three different categories based on the avail-
able information on the image to be evaluated: full-reference IQA(FR-IQA), reduced-
reference IQA (RR-IQA), and no-reference IQA (NR-IQA). Although FR-IQA and
RR-IQA methods have obtained impressive results, the fact that they must have
knowledge of the undistorted version of the image (called the reference image) for
quality evaluation, makes these approaches hard to use in real scenarios. On the
contrary, NR-IQA only requires the knowledge of the image whose quality is to be
estimated, and for this reason is more realistic (and also more challenging).

In the last few years Convolutional Neural Networks (CNNs) have obtained
† Portions of this chapter were published in: P. Bongini, R. Del Chiaro, A. D. Bagdanov, and A. Del
Bimbo, “GADA: Generative Adversarial Data Augmentation for Image Quality Assessment.” Pro-
ceedings of the International Conference on Image Analysis and Processing (ICIAP), 2019.
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Figure 3.1: Patches extracted from images generated by the proposed method com-
pared with the same patches from true distorted images having the same image
quality and distortion type.

great results onmany computer vision tasks, and their success is partially due to the
possibility of creating very deep architectures with millions of parameters, thanks
to the computational capabilities of modern GPUs. Massive amounts of data are
needed for training suchmodels, and this is a big problem for IQA since the annota-
tion process is expensive and time consuming. In fact, each imagemust be annotated
by multiple human experts, and consequently most available IQA datasets are too
small to effectively train CNNs from scratch.

In this chapter, we propose an approach to address this lack of large, labeled
datasets for IQA. Since obtaining annotated data to train the network is difficult, we
propose a technique to generate new images with a specific image quality and dis-
tortion type. We learn how to generate distorted images using Auxiliary Classifier
Generative Adversarial Networks (AC-GANs), and then use these generated im-
ages in order to improve the accuracy of a simple CNN regressor trained for IQA. In
figure 3.1 we show patches of images generated with our approach alongside their
corresponding patches with real distortions.

3.1 Related work
In this section we briefly review the literature related to no-reference image quality
assessment (NR-IQA) and Generative Adversarial Networks (GANs).
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No-Reference Image Quality Assessment. Most traditional NR-IQA can be classi-
fied into Natural Scene Statistics (NSS) methods and learning-based methods. In
NSS methods, the assumption is that images of different quality vary in the statis-
tics of responses to specific filters. Wavelets, DCT and Curvelets are commonly
used to extract the features in different sub-bands. These feature distributions are
parametrized, for example with the Generalized Gaussian Distribution. The aim of
these methods is to estimate the distributional parameters, fromwhich a quality as-
sessment can be inferred. Mittal et al. (2012) propose to extract NSS features in the
spatial domain to obtain significant speed-ups. In learning-based methods, local
features are extracted and mapped to the MOS using, for example, Support Ma-
chine Regression or Neural Networks (Chetouani et al., 2010). Codebook Methods
combines different features instead of using local features directly. Datasets without
MOS can be exploited to construct the codebook (Ye and Doermann, 2012; Ye et al.,
2012) by means of unsupervised learning, which is particularly important due to
of the small size of existing datasets. Saliency maps can be used to model human
vision system and improve precision in these methods.
Deep Learning for NR-IQA. In recent years several works have used deep learning
for NR-IQA. These techniques requires large amounts of data for training and IQA
datasets are especially lacking in this regard. Therefore, to address this problem dif-
ferent approaches have been proposed. Kang et al. (2014) use small patches of the
original images to train a shallow network and thus enlarging the initial dataset. A
similar approachwas presented in (Kang et al., 2015)where the authors use amulti-
task CNN to learn the type of distortion and the image quality at the same time.
Bianco et al. (2016) used a pre-trained DCNN fine tuned with an IQA dataset to ex-
tract features, and then train a Support Vector Regressionmodel thatmaps extracted
features to quality scores. Liu et al. (2017) use a learning from rankings approach.
They train a Siamese Network to rank images in term of image quality and subse-
quently the information represented in the Siamese network is transferred, trough
fine-tuning, to a CNN that predicts the quality score. Another interesting work is
from Lin andWang (2018) who use a GAN to generate a hallucinated reference im-
age corresponding to a distorted version and then give both the hallucinated refer-
ence and the distorted image as input to a regressor that predicts the image quality.

In our work we present a novel approach to address the scarcity of training data:
we train anAuxiliaryClassifierGenerativeAdversarialNetwork (AC-GAN) (Odena
et al., 2017) to produce distorted images given a reference image together with a
specific quality score and a category of distortion. In this way we can produce new
labeled examples that we can use to train a regressor.
Auxiliary Classifier GANs. In the last few years GANs have been widely used in
different areas of computer vision. TheAuxiliaryClassifierGAN(AC-GAN) (Odena
et al., 2017) is a variant of the Generative Adversarial Network (GAN) (Goodfellow
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et al., 2014) which uses label conditioning. This kind of network produces convinc-
ing results. Our aim is to use this architecture to generate distorted images condi-
tioned to a distortion category and image quality value. Since the main objective of
thework is NR-IQA and the performance of the quality regressor is highly related to
the generated image, it is crucial that the generator produce convincing distortions.

3.2 Generative adversarial data augmentation for
NR-IQA

In this section we describe our approach to perform data augmentation for NR-IQA
datasets. We first show the general steps that characterize our technique, and then
describe the use of AC-GAN in this context.

3.2.1 Overview of proposed approach

Themain idea of this work is to generate new distorted images with a specific image
quality level and distortion type to partially solve the problem of the poverty of
annotated data for IQA.We use anAC-GAN to generate newdistorted images. Once
the generator has learned to produce distorted images convincingly we use it to
generate new examples to augment the training set as we train a deep convolutional
regressor to estimate IQA. The pipeline of our technique is as follows:

1. Training the AC-GAN. Using patches of the training images we train an AC-
GAN. The generator learns to generate distorted imageswith a given distortion
class and quality level starting from reference images. The regressor, which
aims is to predict the image quality, is trained with both generated and real
distorted images using the adversarial GAN loss.

2. Generative data augmentation. Once the training of the AC-GAN converges,
the generator is able to produce convincing distortions and we can stop its
training. We continue training the discriminator branch, augmenting the train-
ing data via the trained generator. The regressor is trained with both real dis-
torted images from the training set and images artificially distorted using the
generator.

3. Fine-Tuning of the regressor. Once convergence is reached in step 2 we per-
form a final phase of fine-tuning: the regressor is trained with only real dis-
torted images from the IQA training set.
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3.2.2 Auxiliary classifier GANs for NR-IQA
AnAuxiliaryClassifierGenerativeAdversarialNetwork is aGANvariant inwhich it
is possible to condition the output on some input information. In theAC-GANevery
generated sample has a corresponding class label, c ∼ pc, in addition to the noise
z. This information is given in input to the generator which produces fake images
Xfake = G(c, z). The discriminator not only distinguishes between real and gener-
ated examples but predicts also the class label of the examples. The sub-network
that classifies the input is called the classifier. The objective function is character-
ized by two components: a log-likelihood on the correct discrimination LS and a
log-likelihood on the correct class LC:

LS = E[log P(S = real | Xreal)] + E[log P(S = f ake | Xfake)] (3.1)
LC = E[log P(C = c | Xreal)] + E[log P(C = c | Xfake)] (3.2)

The discriminator is trained to maximize LS + LC and the generator is trained to
minimize LC − LS.

Our approach is slightly different from a standard AC-GAN: the latter expects
only noise and class label as input, but in our case we want to generate an output
image that is a distorted version of a reference one, so we also need to feed the refer-
ence image and force a reconstruction with an L1 loss. Moreover, we want to distort
the reference image so that the output matches a target image quality, so we feed also
this value as input. Because we would like to reconstruct a distorted version of the
reference image given in input, we can write the additional L1 loss as it follows:

LL1 = E[||y− G(z, x, c, q)||1]

where y is the distorted ground truth image, z is a random Gaussian noise vector, x
is the reference image, c is the distortion class and v is the image quality.

The goal of this work is to predict the quality score of images, so we introduce a
regressor networkwhose aim is to predict the quality score of input images. The loss
used to train this component is a mean squared error (MSE) between the predicted
quality score and the ground truth:

LE = E[(q− q̂)2] (3.3)
where q and q̂ are the ground truth and the prediction of the image quality score,
respectively.

The expectations for all losses defined here are taken over minibatches of either
generated or labeled training samples.

3.2.3 The GADA architecture
In Figure 3.2 we give a schematic representation of the proposed model. The com-
ponents of the GADA network are as follows.
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Figure 3.2: A schematic representation of the proposed network.

Generator. The Generator follows the general auto-encoder architecture. It takes as
input a high quality reference image, a distortion class, and a target image quality.
The input information is encoded through three convolutional layers (one with 64
feature maps and two with 128). Before up-sampling we concatenate a noise vector
z to the latent representation, together with an embedding of the distortion category
and image quality. We use skip connections (Ronneberger et al., 2015; Isola et al.,
2017) in the generator, which allows the network to generate qualitatively better
results.
Discriminator. The Discriminator takes as input a distorted image and through
three convolutional layers (onewith 64 featuremaps, and twowith 128 tomimic the
encoder) followed by a 1× 1 convolution extracts 1024 feature maps (that are also
fed to the classifier and the regressor). A single fully-connected layer reduces these
featuremaps to a single value and a sigmoid activation outputs the prediction of the
provenance of the input image (i.e. real or fake). This output is used to compute
the loss defined in equation 3.1.
Classifier. The Classifier takes as input the feature maps described for the Discrim-
inator. This network consists of two fully-connected layers. The first layer has 128
units and the second has a number of units equal to the number of distortion cate-
gories and is followed by a softmax activation function. The output of this module
is used in the classifier loss for the AC-GAN as defined in equation 3.2.
Evaluator. The Evaluator takes as input the feature maps described for the Discrim-
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inator and should accurately estimate the image quality of the input image. This
module consists of two fully-connected layers, the first with 128 and the secondwith
a single unit. The MSE loss defined in equation 3.3 is computed using the output of
this module.

3.3 Experimental results
In this section we describe experiments conducted to evaluate the performance of
our approach. We first introduce the datasets used for training and testing our net-
work, then we describe the protocols adopted for the experiments.

3.3.1 Datasets
For our experiments we used the standard LIVE (Sheikh et al., 2020) and TID2013
(Ponomarenko et al., 2013) datasets for IQA. LIVE contains 982 distorted versions
of 29 reference images. Original images are distortedwith five different types of dis-
tortion: JPEG compression (JPEG), JP2000 compression (JP2K), white noise (WN),
gaussian blur (GB) and fastfading (FF). The ground truth quality score for each
image is the Difference Mean Opinion Score (DMOS) whose value is in the range
[0, 100]. TID2013 consist of 3000 distorted images versions of 25 reference images.
The original images are distorted with 24 different types of distortions. The Mean
Opinion Score of distorted images varies from 0 to 9.

3.3.2 Experimental protocols
We analyze the performance of our model using the standard IQAmetrics. For each
dataset we randomly split the reference images (and their corresponding distorted
versions) in 80% used for training and 20% used for testing, as described fromKang
et al. (2014) and Zhang et al. (2015). This process is repeated ten times. For each
split we train from scratch and compute the final scores on the test set.
Training strategy. At each training epoch, we randomly crop each image in the
training-set using patches of 128× 128 pixels and feed it to the model. For all the
three phases we train using these crops with a batch size of 64. During the first one
we use Adam optimizer with a learning rate of 1e−4 for the discriminator and 5e−4

for the generator, classifier and evaluator. During the second and third phases we
divide the learning rate by 10.
Testing protocol. At test time We randomly crop 30 patches from each test image
as suggested from Bianco et al. (2016). We then pass all 30 crops through the dis-
criminator network (with only the evaluator branch) to estimate IQA. The average
of the predictions for the 30 crops gives the final estimated quality score.
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Evaluation metrics. We use two evaluation metrics commonly used in IQA con-
text: the LinearCorrelationCoefficient (LCC) and SpearmanCorrelationCoefficient
(SROCC). LCC is a measure of the linear correlation between the ground truth and
the predicted quality scores. Given N distorted images, the ground truth of i-th im-
age is denoted by yi, and the predicted score from the network is ŷi. The LCC is
computed as:

LCC =
∑N

i=1(yi − y)(ŷi − ŷ)√
∑N

i (yi − y)2
√

∑N
i (ŷi − ŷ)2

(3.4)

where y and ŷ are the means of the ground truth and predicted quality scores, re-
spectively.

Given N distorted images, the SROCC is:

SROCC = 1− 6 ∑N
i=1 (vi − pi)

2

N (N2 − 1)
, (3.5)

where vi is the rank of the ground-truth IQA score yi in the ground-truth scores, and
pi is the rank of ŷi in the output scores for all N images. The SROCC measures the
monotonic relationship between ground-truth and estimated IQA.

3.3.3 Generative data augmentation with AC-GAN
As described in section 3.2.1 our approach consists of three phases: a first onewhere
we train the generator, a second phase where we perform data augmentation, and
the final fine-tuning phase of the evaluator over the original training-set. As a first
experiment, we calculated the performance obtained after each of the three different
phases and compared with the performance of a direct method which consists of
training only the evaluator and classifier branches of the discriminator directly on
labeled trainingdata (e.g. no adversarial data augmentation). We trained and tested
the proposed method and the direct baseline on the LIVE dataset as described in
section 3.3.2, but for this preliminary experiment we used crops of 64× 64 pixels
and a shallower regression network.

In table 3.1 we give the LCC and SROCC values computed for the baseline and
after each of the three phase of our approach. We note first that each phase of our
training procedure results in improved LCC and SROCC, which indicates that gen-
erative data augmentation and fine-tuning both add to performance. At the end of
phase 3 the LCC and SROCC results surpass the direct approach by∼ 2%, confirm-
ing the effectiveness of GADA with respect to direct training.

3.3.4 Comparison with the state-of-the-art
Here we compare GADA with state-of-the-art results from the literature.
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JP2K JPEG WN GBLUR FF ALL

Baseline LCC 0.950 0.964 0.973 0.938 0.933 0.943
SROCC 0.938 0.931 0.977 0.939 0.898 0.935

Phase 1 LCC 0.944 0.952 0.967 0.920 0.912 0.933
SROCC 0.933 0.930 0.980 0.926 0.889 0.930

Phase 2 LCC 0.958 0.958 0.974 0.939 0.924 0.942
SROCC 0.941 0.933 0.988 0.945 0.891 0.939

Phase 3 LCC 0.959 0.973 0.993 0.953 0.935 0.962
SROCC 0.955 0.941 0.990 0.953 0.912 0.955

Table 3.1: Comparison of baseline and each phase of the GADA approach in LCC
and SROCC. In the first block results for the direct baselinemethod (directly training
the evaluator with only labeled IQA data) are shown. In the second block results
for our method are shown after each of the three phases: training of the AC-GAN
(Phase 1), generator data augmentation (Phase 2), and evaluator fine-tuning (Phase
3).

Results onLIVE.We trained onLIVEdataset following the protocol described in 3.3.2.
The results are shown in table 3.2. Each column of the table represents the partial
scores for a specific distortion category of LIVE dataset. Our method seems to be
very effective on this dataset despite the fact that many other approaches process
larger patches (e.g. 224× 224, the input size of the VGG16 network) and capture
more context information. We observe from the table that our model performs very
well onGaussian noise (GN) and JPEG2000 (JP2K).We obtainworse results for Fast
Fading (FF), which is probably due to the fact that FF is a local distortion and we
process patches of small dimension, so for each crop the probability of picking a
distorted region is not 1.
Results on TID2013We follow the same test procedure for TID2013 and report our
SROCC results in table 3.3. We see that for 11 of the 24 types of distortion we ob-
tain the best results. For local and challenging distortions like #14, #15 and #16 the
performance of our model is low, and again we hypothesize that the small size and
uniform sampling of patches could be a limitation especially for extremely local dis-
tortions.
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3.4 Conclusions
With this workwe proposed a new approach called GADA to resolve the problem of
lack of training data for no-reference image quality assessment. Our approach uses a
modified Auxiliary Classifier GAN. This technique allows us to use the generator to
generate new training examples and to train a regressor which estimates the image
quality score. The results obtained on LIVE and TID2013 datasets show that our
performance is comparable with the best methods of the state-of-the-art. Moreover,
the very shallow network used for the regressor can process images with an high
frame rate (about 120 image per second). This is in stark contrast to state-of-the-
art approaches which typically use very deep models like VGG16 pre-trained on
ImageNet.

We feel that the GADA approach offers a promising alternative to laboriously
annotating images for IQA. Significant improvements can likely be made, especially
for highly local distortions, through saliency-based sampling of image patches dur-
ing training.



Chapter 4

Recurrent Attention to Transient Tasks
for Continual Image Captioning†

Classical supervised learning systems acquire knowledge by providing them with
a set of annotated training samples from a task, which for classifiers is a single set of
classes to learn. This view of supervised learning stands in stark contrast with how
humans acquire knowledge, which is instead continual in the sense that mastering
new tasks builds upon previous knowledge acquired when learning previous ones.
This type of learning is referred to as continual learning (sometimes incremental or
lifelong learning), and continual learning systems instead consume a sequence of
tasks, each containing its own set of classes to be learned. Through a sequence of
learning sessions, in which the learner has access only to labeled examples from the
current task, the learning system should integrate knowledge from past and cur-
rent tasks in order to accurately master them all in the end. A principal shortcom-
ing of state-of-the-art learning systems in the continual learning regime is the phe-
nomenon of catastrophic forgetting (Goodfellow et al., 2013; Kirkpatrick et al., 2017):
in the absence of training samples from previous tasks, the learner is likely to forget
them in the process of acquiring new ones.

Continual learning research has until now concentrated primarily on classifica-
tion problems modeled with deep, feed-forward neural networks (De Lange et al.,
2019; Parisi et al., 2019). Given the importance of recurrent networks for many
learning problems, it is surprising that continual learning of recurrent networks
has received so little attention (Coop and Arel, 2013; Sodhani et al., 2019). A re-
cent study on catastrophic forgetting in deep LSTM networks (Schak and Gepperth,
2019) observes that forgetting is more pronounced than in feed-forward networks.
This is caused by the recurrent connections which amplify each small change in

† Portions of this chapter were published in: R. Del Chiaro, B. Twardowski, A. D. Bagdanov, and
J. van de Weijer, “RATT: Recurrent Attention to Transient Tasks for continual image captioning.”
Advances in Neural Information Processing Systems (NeurIPS), 2020.
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the weights. In this chapter, we consider continual learning for captioning, where a
recurrent network (LSTM) is used to produce the output sentence describing an im-
age. Rather than having access to all captions jointly during training, we consider
different captioning tasks which are learned in a sequential manner (examples of
tasks could be captioning of sports, weddings, news, etc).

Most continual learning settings consider tasks that each contain a set of classes,
and these sets are disjoint (Pfülb andGepperth, 2019; Rebuffi et al., 2017; Serra et al.,
2018). A key aspect of continual learning for image captioning is the fact that tasks
are naturally split into overlapping vocabularies. Task vocabularies might contain
nouns and some verbs which are specific to a task, however many of the words (ad-
jectives, adverbs, and articles) are shared among tasks. Moreover, the presence of
homonyms in different tasksmight directly lead to forgetting of previously acquired
concepts. This transient nature of words in task vocabularies makes continual learn-
ing in image captioning networks different from traditional continual learning.

In this chapter we take a systematic look at continual learning for image cap-
tioning problems using recurrent, LSTM networks. We consider three of the princi-
pal classes of approaches to exemplar-free continual learning: weight-regularization
approaches, exemplified by ElasticWeight Consolidation (EWC) (Kirkpatrick et al.,
2017); knowledge distillation approaches, exemplified by Learning without Forget-
ting (LwF) (Li and Hoiem, 2017); and attention-based approached like Hard At-
tention to the Task (HAT) (Serra et al., 2018). For each we propose modifications
specific to their application to recurrent LSTMnetworks, in general, andmore specif-
ically to image captioning in the presence of transient task vocabularies.

The contributions of this work are threefold: (1) we propose a new framework
and splitting methodologies for modeling continual learning of sequential genera-
tion problems like image captioning; (2)we propose an approach to continual learn-
ing in recurrent networks based on transient attention masks that reflect the tran-
sient nature of the vocabularies underlying continual image captioning; and (3) we
support our conclusions with extensive experimental evaluation on our new contin-
ual image captioning benchmarks and compare our proposed approach to continual
learning baselines based onweight regularization andknowledgedistillation. To the
best of our knowledge we are the first to consider continual learning of sequential
models in the presence of transient tasks vocabularies whose classes may appear in
some learning sessions, then disappear, only to reappear in later ones.

4.1 Related work

Catastrophic forgetting. Early works demonstrating the inability of networks to
retain knowledge from previously task when learning new ones were conducted
byMcCloskey and Cohen (1989) and Goodfellow et al. (2013). Approaches include



4.1 Related work 59

methods thatmitigate catastrophic forgetting via replay of exemplars like iCarl from
Rebuffi et al. (2017), EEIL from Castro et al. (2018) and GEM from Lopez-Paz and
Ranzato (2017) or by performing pseudo-replay with GAN-generated data (Liu
et al., 2020; Shin et al., 2017; Wu et al., 2018). Weight regularization has also been in-
vestigated by Aljundi et al. (2018), Kirkpatrick et al. (2017) and Zenke et al. (2017).
Output regularization via knowledge distillation was investigated in LwF (Li and
Hoiem, 2017), as well as architectures based on network growing (Rusu et al., 2016;
Schwarz et al., 2018) and attention masking (Mallya et al., 2018; Masana et al., 2020;
Serra et al., 2018). For more details we refer to recent surveys on continual learn-
ing (Parisi et al., 2019; De Lange et al., 2019).
Image captioning. Modern captioning techniques are inspired by machine transla-
tion and usually employ a CNN image encoder and RNN text decoder to “translate”
images into sentences. NIC (Vinyals et al., 2015) uses a pre-trained CNN to encode
the image and initialize an LSTM decoder. Differently Mao et al. (2015) use image
features at each time step, while Donahue et al. (2015) employed a two-layer LSTM.
Recurrent latent variable was introduced by Chen and Lawrence Zitnick (2015), en-
coding the visual interpretation of previously-generatedwords and acting as a long-
term visual memory during next words generation. Xu et al. (2015) introduced a
spatial attention mechanism: the model is able to focus on specific regions of the
image according to the previously generated words. ReviewerNet (Yang et al., 2016)
also selects in advance which part of the image will be attended, so that the decoder
is aware of it from the beginning. Areas of Attention (Pedersoli et al., 2017) mod-
els the dependencies between image regions and generated words given the RNN
state. A visual sentinel is introduced by Lu et al. (2017) to determine, at each de-
coding step, if it is important to attend the visual features. Anderson et al. (2018)
mixed bottom-up attention (implemented with an object detection network in the
encoder) and a top-down attention mechanism in the LSTM decoder that attend to
the visual features of the salient image regions selected by the encoder. Recently,
transformer-based methods (Vaswani et al., 2017) have been applied to image cap-
tioning (Huang et al., 2019; Herdade et al., 2019; Cornia et al., 2020), eliminating the
LSTM in the decoder.

The focus of this chapter is to study howRNN-based captioning architectures are
affected by catastrophic forgetting. For more details on image captioning we refer
to recent surveys (Hossain et al., 2019; Li et al., 2019).
Continual learning of recurrent networks. A fixed expansion layer technique was
proposed by Coop and Arel (2013) to mitigate forgetting in RNNs. A dedicated
network layer that exploits sparse coding of RNN hidden state is used to reduce
the overlap of pattern representations. In this method the network grows with each
new task. Sodhani et al. (2019) used a Net2Net technique for expanding the RNN.
The method uses GEM (Lopez-Paz and Ranzato, 2017) for training on a new task,
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but has several shortcomings: model weights continue to grow and it must retain
previous task data in the memory.

Experiments on four synthetic datasets were conducted by Schak and Gepperth
(2019) to investigate forgetting in LSTM networks. The authors concluded that the
LSTM topology has no influence on forgetting. This observations motivated us to
take a close look to continual image captioning where the network architecture is
more complex and an LSTM is used as a output decoder.

4.2 Continual LSTMs for transient tasks

We first describe our image captioning model and some details of LSTM networks.
Then we describe how to apply classical continual learning approaches to LSTM
networks.

4.2.1 Image captioning model

We use a captioning model similar to Neural Image Captioning (NIC) originally
proposed by Vinyals et al. (2015). It is an encoder-decoder network that “translates”
an image into a natural language description. It is trained end-to-end, directly max-
imizing the probability of correct sequential generation:

θ̂ = arg max
θ

∑
(I, s̄)

log p(sN | I, s1, . . . , sN−1; θ). (4.1)

where s̄ = [s1, . . . , sN] is the target sentence for image I, θ are themodel parameters.
The decoder is an LSTM network in which words s1, . . . , sn−1 are encoded in the

hidden state hn and a linear classifier is used to predict the next word at time step n:

x0 = V CNN(I) (4.2)
xn = S sn (4.3)
hn = LSTM(xn, hn−1) (4.4)

pn+1 = C hn (4.5)

where S is a word embedding matrix, sn is the n-th word of the ground-truth sen-
tence for image I, C is a linear classifier, and V is the visual projection matrix that
projects image features from the CNN encoder into the embedding space at time
n = 0.
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Figure 4.1: The Neural Image Captioning architecture.

The LSTM network is defined by the following equations (for which we omit the
bias terms):

in = σ(Wix xn + Wih hn−1) (4.6)
on = σ(Wox xn + Woh hn−1) (4.7)
fn = σ(W f x xn + W f h hn−1) (4.8)
gn = tanh(Wgx xn + Wgh hn−1) (4.9)
hn = on � cn (4.10)
cn = fn � cn−1 + in � gn (4.11)

where � is the Hadamard (element-wise) product, σ the logistic function, c the
LSTM cell state. The W matrices are the trainable LSTM parameters related to input
x and hidden state h, for each gate i, f , o, g. The loss used to train the network is the
sum of the negative log likelihood of the correct word at each step:

L(x, s̄) = −
N

∑
n=1

log pn(sn). (4.12)

In figure 4.1 is shown a schematization of the described captioning model.
Inference. During training we perform teacher forcing using the n-th word of the
target sentence as input to predict word n + 1. At inference time, since we have
no target caption, we use the word predicted by the model at the previous step
arg max pn as input to the word embedding matrix S.
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4.2.2 Continual learning of recurrent models

Normally catastrophic forgetting is highlighted in continual learning benchmarks
by defining tasks that are mutually disjoint in the classes they contain (i.e. no class
belongs to more than one task). For sequential problems like image captioning,
however, this is not so easy: sequential learnersmust classifywords at each decoding
step, and a large vocabulary of commonwords are needed for any practical caption-
ing task.
Incremental model. Our models are trained on sequences of captioning tasks, each
having different vocabularies. For this reason any captioning model must be able to
enlarge its vocabulary. When a new task arrives we add a new column for each new
word in the classifier andword embeddingmatrices. The recurrent network remains
untouched because the embedding projects inputs into the same space. The basic
approach to adapt to the new task is to fine-tune the network over the new training
set. To manage the different classes (words) of each task we have two possibilities:
(1) Use different classifier and word embedding matrices for each task; or (2) Use
a common, growing classifier and a common, growing word embedding matrix.

The first option has the advantage that each task can benefit from ad hoc weights
for the task, potentially initializing from the previous task for the common words.
However, it also increases decoder network size consistently with each new task.
The second option has the opposite advantage of keeping the dimension of the net-
work bounded, sharing weights for all common words. Because of the nature of the
captioning problem, many words will be shared and duplicating both word embed-
ding matrix and classifier for all the commonwords seems wasteful. Thus we adopt
the second alternative. With this approach, the key trick is to deactivate classifier
weights for words not present in the current task vocabulary.

We use θ̂t to denote optimal weights learned for task t on dataset Dt. After train-
ing on task t, we create a newmodel for task t + 1 with expanded weights for classi-
fier and word embedding matrices. We use weights from θ̂t to initialize the shared
weights of the new model.

4.2.3 Recurrent continual learning baselines

We describe how to adapt two common continual learning approaches, one based
on weight regularization and the other on knowledge distillation. We will use these
as baselines in our comparison.
Weight regularization. A common method to prevent catastrophic forgetting is
to apply regularization to important model weights before proceeding to learn a
new task (Aljundi et al., 2018; Chaudhry et al., 2018; Kirkpatrick et al., 2017; Zenke
et al., 2017). Such methods can be directly applied to recurrent models with lit-
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tle effort. We choose Elastic Weight Consolidation (EWC) (Serra et al., 2018) as a
regularization-based baseline. The key idea of EWC is to limit change to model pa-
rameters vital to previously-learned tasks by applying a quadratic penalty to them
depending on their importance. Parameter importance is estimated using a diag-
onal approximation of the Fisher Information Matrix. The additional loss function
we minimize when learning task t is:

Lt
EWC(x, s̄; θt) = L(x, s̄) + λ ∑

i

1
2

Ft−1
i (θt

i − θ̂t−1
i )2, (4.13)

where θ̂t−1 are the estimated model parameters for the previous task, θt are the
model parameters at the current task t, L(x, s̄) is the standard loss used for fine-
tuning the network on task t, i indexes the model parameters shared between tasks
t and t− 1, Ft−1

i is the i-th element of a diagonal approximation of the Fisher Infor-
mation Matrix for model after training on task t− 1, and λ weights the importance
of the previous task. We apply Eq. 4.13 to all trainable weights. Due to the transient
nature of words across tasks, we do not expect weight regularization to be optimal
since somewords are shared and regularization limits the plasticity needed to adjust
to a new task.

Optimizing Lt
EWC(θ) (equation 4.13) we obtain θ̂t and when proceeding to the

task t + 1 we again use Lt
EWC but supplying instead θ̂t

i as its argument. Lt
EWC is

applied to every trainable weight of our network, but we have special cases for the
weights of the word embedding and final classifier: these are only partially shared
between tasks. At each new task some of the weights will be completely new since
they are related to new words, we do not want to force these weights to stay where
they are since they have never been trained before, and sowedo not regularize them.
Note this problem is not present in the standard continual learning for classification
because each new task has a disjoint set of classes and a dedicated classifier is used
per task.
Recurrent Learning without Forgetting. We also apply a knowledge distillation
(Hinton et al., 2015) approach inspired by Learning without Forgetting (LwF) (Li
and Hoiem, 2017) on the LSTM decoder network to prevent catastrophic forgetting.
The model after training task t − 1 is used as a teacher network when fine-tuning
on task t. The aim is to let the new network freely learn how to classify new words
appearing in task t while keeping stable the predicted probabilities for words from
previous tasks.

To do this, at each step n of the decoder network the previous decoder is also
fed with the data coming from the new task t. Note that the input to the LSTM at
each step n is the embedding of the n−th word in the target caption, and the same
embedding is given as input to both teacher and student networks – i.e. the student
network’s embedding of word n is also used as input for the teacher, while each
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Figure 4.2: Transient Learningwithout Forgetting: adaptation of LwF to the Neural
Image Captioning architecture. Predictions from the model at t− 1 are used during
training of task t to compute the distillation loss. W ′

network uses its own hidden state hn−1 and cell state cn−1 to decode the next word.
At each decoding step we define the output probabilities from the student LSTM
network corresponding only to words encountered up to the previous task as p̃t

n+1.
These are comparedwith the output probabilities pt−1

n+1 predicted by the teacher net-
work. A distillation loss ensures that the student network does not deviate from the
teacher:

Lt
LwF( p̃t, pt−1) = −∑

n
H(γ( p̃t

n), γ(pt−1
n )) (4.14)

where γ(·) rescales a probability vector p -with temperature parameter T, p̃t
n and

pt−1
n are respectively the predicted probability for all the words in tasks 1, . . . , t− 1

at LSTM step n for the current model we are training and the best model trained for
the previous tasks. This loss is combinedwith the LSTM training loss (see Eq. 4.12).
The final loss for training the decoder network with LwF is:

Lt(x, S) = L(x, S) + Lt
LwF( p̃t, pt−1)

= −
N

∑
n=1

[
log pt

n (sn)− λH(γ( p̃t
n), γ(pt−1

n ))
] (4.15)

where λ is the hyperparameter weighting the importance of the previous task. Note
that differently from (Li and Hoiem, 2017), we do not fine-tune the classifier of the
old network because we use a single, incremental word classifier. An overview of
recurrent learning without forgetting is provided in figure 4.2.
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4.3 Attention for continual learning of transient tasks
Inspired by the Hard Attention to the Task (HAT) method (Serra et al., 2018), we
developed an attention-based technique applicable to recurrent networks. We name
it Recurrent Attention to Transient Tasks (RATT), since it is specifically designed for
recurrent networks with task transience. The key idea is to use an attention mech-
anism to allocate a portion of the activations of each layer to a specific task t. An
overview of RATT is provided in figure 4.3.
Attention masks. The number of neurons used for a task is limited by two task-
conditioned attention masks: embedding attention at

x ∈ [0, 1] and hidden state at-
tention at

h ∈ [0, 1]. These are computed with a sigmoid activation σ and a positive
scaling factor s according to:

at
x = σ(sAxtT) , at

h = σ(sAhtT), (4.16)
where t is a one-hot task vector, and Ax and Ah are embedding matrices. Next to
the two attention mask, we have a vocabulary mask at

s which is a binary mask iden-
tifying the words of the vocabulary used in task t: at

s,i = 1 if word i is part of the
vocabulary of task t and is zero otherwise. The forward pass (see Eqs.4.2 and 4.5)
of the network is modulated with the attention masks according to:

x̄0 = x0 � at
x (4.17)

x̄n = xn � at
x (4.18)

h̄n = hn � at
h (4.19)

p̄n+1 = pn+1 � at
s (4.20)

Attention masks act as an inhibitor when their value is near 0. The main idea
is to learn attention masks during training, and as such learn a limited set of neu-
rons for each task. Neurons used in previous tasks can still be used in subsequent
ones, however the weights which were important for previous tasks have reduced
plasticity (depending on the amount of attention to for previous tasks).
Training. For training we define the cumulative forward mask as:

a<t
x = max(at−1

x , a<t−1
x ), (4.21)

a<t
h and a<t

s are similarly defined. We now define the following backward masks
which have the dimensionality of the weight matrices of the network and are used
to selectively backpropagate the gradient to the LSTM layers:

Bt
h,ij = 1−min(a<t

h,i , a<t
h,j) , Bt

x,ij = 1−min(a<t
h,i , a<t

x,j) (4.22)
Note that we use ah,i refer to the i-th element of vector ah, etc. The backpropagation
with learning rate λ is then done according to

Wh ←Wh − λBt
h �

∂Lt

∂Wh
, Wx ←Wx − λBt

x �
∂Lt

∂Wx
. (4.23)
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Figure 4.3: Recurrent Attention to Transient Tasks (RATT). See section 4.3 for a
detailed description of each component of the continual captioning network.

The only difference from standard backpropagation are the backward matrices B
which prevents the gradient from changing thoseweights that were highly attended
in previous tasks. The backpropagation updates to the other matrices in Eqs. 4.6-4.9
are similar.

Differently than Serra et al. (2018) we also define backward masks for the word
embedding matrix S, the linear classifier C, and the image-projection matrix V:

Bt
S,ij = 1−min(a<t

x,i , a<t
s,j ) , Bt

C,ij = 1−min(a<t
s,i , a<t

h,j) , Bt
V,ij = 1− a<t

x,i , (4.24)

and the corresponding backpropagation updates:

S← S− λBt
S �

∂Lt

∂S
, C ← C− λBt

C �
∂Lt

∂C
, V ← V − λBt

V �
∂Lt

∂V
. (4.25)

The backwardmask Bt
V modulates the backpropagation to the image features. Since

wedo not define amask on the output of the fixed image encoder, this is only defined
by a<t

x .
Linearly annealing the scaling parameter s, used in Eq. 4.16, during training

(like (Serra et al., 2018)) was found to be beneficial. We apply:

s =
1

smax
+

(
smax −

1
smax

)
b− 1
B− 1

(4.26)

where b is the batch index and B is the total number of batches for the epoch. We
used smax = 2000 and smax = 400 for experiments on Flickr30k and MS-COCO,
respectively.

The loss used to promote low network usage and to keep some neurons available
for future tasks is:

Lt
a =

∑i at
x,i(1− a<t

x,i )

∑i(1− a<t
x,i )

+
∑i at

h,i(1− a<t
h,i )

∑i(1− a<t
h,i )

. (4.27)
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This loss is combined with Eq. 4.12 for training. The loss encourages attention to
only a few new neurons. However, tasks can attend to previously attended neurons
without any penalty. This encourages forward transfer during training. If the atten-
tion masks are binary, the system would not suffer from any forgetting, however it
would lose its backward transfer ability.

Differently than Serra et al. (2018), when computing Bt
S we take into account the

recurrency of the network, considering the classifier C to be the previous layer of S.
In addition, our output masks as allow for overlap to model the transient nature of
the output vocabularies, whereas Serra et al. (2018) only considers non-overlapping
classes for the various tasks.

The final loss for training the decoder network with RATT is:

Lt(x, s̄) = L(x, s̄) + Lt
a = −

N

∑
n=1

log pn(sn) + λ
∑i at

x,i(1− a<t
x,i )

∑i(1− a<t
x,i )

+ λ
∑i at

h,i(1− a<t
h,i )

∑i(1− a<t
h,i )

where λ is the hyperparameter weighting the importance of future tasks: for larger
λ, fewer neurons will be allocated to the current task (and more neurons will be
available for the future tasks).

The backpropagation updates for each LSTM gate matrix are:

Wih ← Wih − λBt
ih �

∂Lt

∂Wih

Wix ← Wix − λBt
ix �

∂Lt

∂Wix

Woh ← Woh − λBt
oh �

∂Lt

∂Woh

Wox ← Wox − λBt
ox �

∂Lt

∂Wox

W f h ← W f h − λBt
f h �

∂Lt

∂W f h

W f x ← W f x − λBt
f x �

∂Lt

∂W f x

Wgh ← Wgh − λBt
gh �

∂Lt

∂Wgh

Wgx ← Wgx − λBt
gx �

∂Lt

∂Wgx

During training, we applied the gradient compensation procedure described
from Serra et al. (2018) to help training the task-embedding matrices Ax and Ah:

Ax,i ←
smax[cosh(sAx,itT) + 1]

s[cosh(Ax,itT) + 1]
∂Lt

∂Ax,i

Ah,i ←
smax[cosh(sAh,itT) + 1]

s[cosh(Ah,itT) + 1]
∂Lt

∂Ah,i

Moreover, for numerical stability, we clamp |s Ax,itT| ≤ 50 and |s Ah,itT| ≤ 50.
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4.4 Task splits for incremental captioning
Herewe first describe the two splitting procedureswe propose that are applicable to
captioning datasets with categorical annotations. Then we describe how we apply
them to theMS-COCO(Lin et al., 2014) and Flick30k (Plummer et al., 2017) datasets.

4.4.1 Disjoint visual categories
We exploit categorical image annotations available in many captioning datasets. If
each image in the dataset belongs to a single category, we can simply define each
task as a set of categories that does not overlap with any other task. If an image can
belong to multiple categories we instead use the following procedure:

1. Define K tasks. Tasks are sets Ct of categories such that: Ci ∩ Cj = ∅ ∀i 6= j.

2. Identify candidate example sets. For each task t select all the examples in
the original dataset having at least one of the labels in common with task t
categories:

Pt = {i | ∃ c ∈ Ct s.t. yi
c = 1} (4.28)

where i is the index of example in the original dataset and yi ∈ {0, 1}|Ct| is a
multi-label vector such that yi

c = 1⇔ the i-th example belongs to category c.

3. Identify common examples sets. Find common examples in candidate sets:
Qi,j = Pi ∩ Pj

4. Define final task examples. Define example sets of each task t as: Et = Pt \
∪i 6=t(Qt,i)

This guarantees that if an image belongs to multiple tasks due to its labels, it will
be completely pruned from the dataset instead of added to both or added to only
one.

4.4.2 Incremental visual categories
As an alternative to visually-disjoint task splits, we also evaluate continual image
captioning in a more real-life setting, where a first task contains a set of visual con-
cepts that can reappear in following tasks. Subsequent tasks contain new or more
specific concepts, without the guarantee of having no overlap with the already seen
data. The idea is to train the network over general concepts and then progressively
train it on more specific ones. The network should continue to perform well on old
taskswithout overfitting to themore recently seen. The procedure is as follows (note
that two first steps are the same as before):
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1. Define K tasks. Tasks are sets Ct of categories.

2. Identify candidate example sets. As in point (2) of the previous procedure:

Pt = {i | ∃ c ∈ Ct s.t. yi
c = 1} (4.29)

where i is the index of an example in the original dataset and yi ∈ {0, 1}|Ct| is a
multi-label vector such that yi

c = 1⇔ the i-th example belongs to category c.

3. Define final task examples. Define example sets of each task t as: Et = Pt \
∪K

i=t(Pt ∩ Pi)

Given the sets Et we define the training set for the task t as:

Dt = {xi, s̄ i, 1, s̄ i, 2, ...s̄ i, Σ | i ∈ Et} (4.30)

where s̄ i, j is a sentence describing image xi and Σ is the number of sentences de-
scribing each image.

4.4.3 An MSCOCO task split
We applied the disjoint visual categories splitting procedure to arrive at the following
task split for MS-COCO (Lin et al., 2014):

• transport: bicycle, car, motorcycle, airplane, bus, train, truck, boat.
• animals: bird, horse, sheep, cow, elephant, bear, zebra, giraffe.
• sports: snowboard, sports ball, kite, baseball bat, baseball glove, skateboard,

surfboard, tennis racket.
• food: banana, apple, sandwich, orange, broccoli, carrot, hot dog, pizza, donut,

cake.
• interior: chair, couch, potted plant, bed, toilet, tv, laptop, mouse, remote, key-

board, cell phone, microwave, oven, toaster, sink, refrigerator.

We removed categories dog and cat from animals because objects of these classes are
very likely to appear also in images of interiors and sports tasks. For the same reason
we removed dinning table from interior because of the likely overlapwith the food task.
In table 4.1 we report word overlaps between tasks for our MS-COCO splits. From
this breakdown we see that the task vocabularies are approximately the same size
(between around 2,000 and 3,000 words), and there is significant overlap between
all tasks. MS-COCO does not provide a test set, so we randomly selected half of the
validation set images and used them for testing only. Since images have at least five
captions, we used the first five captions for each image as the target.
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T A S F I
T 3,116 (100.0%) 1,499 (48.11%) 1,400 (44.93%) 1,222 (39.22%) 1,957 (62.80%)
A 1,499 (48.11%) 2,178 (100.0%) 1,175 (53.95%) 1,025 (47.06%) 1,492 (68.50%)
S 1,400 (44.93%) 1,175 (53.95%) 1,967 (100.0%) 933 (47.43%) 1,355 (68.89%)
F 1,222 (39.22%) 1,025 (47.06%) 933 (47.43%) 2,235 (100.0%) 1,530 (68.46%)
I 1,957 (62.80%) 1,492 (68.50%) 1,355 (68.89%) 1,530 (68.46%) 3,741 (100.0%)

Table 4.1: Word overlaps between tasks for our MS-COCO splits.

4.4.4 A Flickr30k task split
In the Flickr30k Entities dataset (Plummer et al., 2017) we have five captions per
image and each caption is labeled with a set of phrase types that refers to parts of the
sentence. We use the union of all phrase types associated to each example as the
set of categories for that example. A subset of these categories is used to split the
dataset using the incremental visual categories procedure. For this dataset we use a
single category per task, so tasks are named after assigned categories. The list of
categories (tasks) is: scene, animals, vehicles, and instruments. If a category is
over-represented, random sub-sampling is done to get maximum of 7,500 examples
(like in the case of scene). Moreover, the most common phrase type is people and
we omit it in purpose because almost all photos contain people. In figure 4.4 we give
the co-occurrencematrix between Flickr30k images and categories based on phrases
types from Plummer et al. (2017). The influence of the people category is clearly
visible.

4.5 Experimental results
All experiments use the same architecture: for the encoder networkwe usedResNet-
152 (He et al., 2016) pre-trained on ImageNet (Russakovsky et al., 2015b). Note that
the image encoder is frozen and is not trained during continual learning, as is com-
mon in many image captioning systems.The decoder consists of the word embed-
ding matrix S that projects the input words into a 256-dimensional space, an LSTM
cell with hidden size 512 that takes the word embedding (or image feature embed-
ding for the first step) as input, and a final fully connected layer C that takes as input
the hidden state hn at each LSTM step n and outputs a probability distribution pn+1

over the |Vt| words in the vocabulary for current task t.
We applied all techniques on the Flickr30K (Plummer et al., 2017) andMS-COCO

(Lin et al., 2014) captioning datasets (see next section for task splits). All experi-
ments were conducted using PyTorch, networks were trained using the Adam opti-
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Figure 4.4: Flicker30r co-occurrence matrix for assigned categories.

mizer (Kingma and Ba, 2014) and all hyperparameters were tuned over validation
sets. Batch size, learning rate andmax-decode length for evaluationwere set respec-
tively to 128, 4e-4, and 26 for MS-COCO, and 32, 1e-4 and 40 for Flickr30k. These
differences are due to the size of the training set and by the average caption lengths
in the two datasets.

Inference at test time is task-aware for all methods. For EWC and LwF this means
that we consider only the word classifier outputs corresponding to the correct task,
and for RATT that we use the fixed output masks for the correct task. All metrics
where computed using the nlg-eval toolkit (Sharma et al., 2017). Models where
trained for a fixed number of epochs and the best model according to BLEU-4 per-
formance on the validation set were chosen for each task. When proceeding to the
next task, the best model from the previous task were used as a starting point.

4.5.1 Ablation study
We conducted a preliminary study on our split of MS-COCO to evaluate the impact
of our proposed Recurrent Attention to Transient Tasks (RATT) approach. In this
experiment we progressively introduce the attentionmasks described in section 4.3.
We start with the basic captioning model with no forgetting mitigation, and so is
equivalent to fine-tuning. Then we introduce the mask on hidden state hn of the
LSTM(alongwith the corresponding backwardmask), and then the constant binary
mask on the classifier that depends on the words of the current task, then the visual
and word embedding masks, and finally the combination of all masks.
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Task Train Valid Test Vocab (words)
transport 14,266 3,431 3,431 3,116
animals 9,314 2,273 2,273 2,178
sports 10,077 2,384 2,384 1,967
food 7,814 1,890 1,890 2,235

interior 17,541 4,340 4,340 3,741
total 59,012 14,318 14,318 6,344

(a) MS-COCO task statistics

Task Train Valid Test Vocab (words)
scene 5,000 170 170 2,714

animals 3,312 107 113 1,631
vehicles 4,084 123 149 2,169

instruments 1,290 42 42 848
total 18,283 607 636 4,123

(b) Flickr30k task statistics

Table 4.2: Number of images and words per task for our MS-COCO and Flickr30K
splits.
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Figure 4.5: BLEU-4 performance for several ablations at each epoch over the whole
sequence of MS-COCO tasks.

Figure 4.6: RATT ablation on the MS-COCO validation set using different smax val-
ues and fine-tuning baseline. Each heatmap reports BLEU-4 performance for one
of the ablated models evaluated on different tasks at the end of the training of each
task.
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Figure 4.7: Qualitative results for image captioning on MS-COCO. Forgetting for
baseline methods can be clearly observed.

In figure 4.5 we plot the BLEU-4 performance of these configurations for each
training epoch and each of the five MS-COCO tasks. Note that for later tasks the
performance on early epochs (i.e. before encountering the task) is noisy as expected
– we are evaluating performance on future tasks. These results clearly show that ap-
plying the mask to LSTM decreases forgetting in the early epochs when learning a
new task. However, performance continues to decrease and in some tasks the result
is similar to fine-tuning. Even if the LSTM is forced to remember how to manage
hidden states for previous tasks, the other parts of the network suffer from catas-
trophic forgetting. Adding the classifier mask improves the situation, but the main
contribution comes from applying the mask to the embedding. Applying all masks
we obtain zero or nearly-zero forgetting. This depends on the smax value used during
training: in these experiments we use smax = 400, which results in zero forgetting of
previous tasks. We also conducted an ablation study on the smax parameter. From
the results in figure 4.6 we can see that higher smax values improve old task perfor-
mance, and sufficiently high values completely avoid forgetting. Using moderate
values, however, can be helpful to increase performance in later tasks.

4.5.2 Results on MS-COCO

In table 4.3 we report the performance of a fine-tuning baseline with no forgetting
mitigation (FT) and of EWC, LwF, and RATT on our splits for the MS-COCO cap-
tioning dataset. The forgetting percentage is computed by taking the BLEU-4 score
for each model after training on the last task and dividing it by the BLEU-4 score
at the end of the training of each individual task. From the results we see that all
techniques consistently improve performance on previous tasks when compared to
the FT baseline. Despite the simplicity of EWC, the improvement over fine-tuning
is clear, but it struggles to learn a good model for the last task. LwF instead shows
the opposite behavior: it is more capable of learning the last task, but forgetting is
more noticeable. RATT achieves zero forgetting on MS-COCO, although at the cost
of some performance on the final task. This is to be expected, though, as our ap-
proach deliberately and progressively limits network capacity to prevent forgetting
of old tasks. Qualitative results on MS-COCO are provided in figure 4.7.
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Transport Animals Sports Food Interior
FT EWC LwF RATT FT EWC LwF RATT FT EWC LwF RATT FT EWC LwF RATT FT EWC LwF RATT

BLEU-4 .0928 .1559 .1277 .2126 .0816 .1545 .1050 .2468 .0980 .2182 .1491 .3161 .1510 .1416 .1623 .2169 .2712 .2107 .2537 .2727
METEOR .1472 .1919 .1708 .2169 .1396 .1779 .1577 .2349 .1639 .2209 .1918 .2707 .1768 .1597 .1962 .2110 .2351 .1967 .2286 .2257
CIDEr .2067 .4273 .3187 .6349 .1480 .4043 .2158 .7249 .1680 .5146 .3277 .8085 .2668 .2523 .3816 .5195 .6979 .4878 .6554 .6536

% forgetting 59.1 31.2 43.7 0.0 67.5 33.8 45.0 0.0 68.9 23.6 45.0 0.0 32.8 14.6 16.5 0.0 N/A N/A N/A N/A

Table 4.3: Performance on MS-COCO. Numbers are the per-task performance after
training on the last task. Per-task forgetting in the last row is the BLEU-4 perfor-
mance after the last task divided by the BLEU-4 performance measured immedi-
ately after learning each task.

Scene Animals Vehicles Instruments
FT EWC LwF RATT FT EWC LwF RATT FT EWC LwF RATT FT EWC LwF RATT

BLEU-4 .1074 .1370 .1504 .1548 .1255 .1381 .1384 .1921 .1083 .1332 .1450 .1724 .1909 .2313 .1862 .2386
METEOR .1570 .1722 .1851 .1710 .2046 .1833 .1954 .2107 .1625 .1770 .1847 .1750 .1933 .1714 .1876 .1782
CIDEr .1222 .1688 .2402 .2766 .2460 .2755 .2756 .4708 .1586 .1315 .1748 .2988 .2525 .2611 .2822 .2329

% forgetting 31.1 11.3 2.7 -2.5 38.7 19.2 -15.1 0.0 35.6 4.9 -1.5 0.0 N/A N/A N/A N/A

Table 4.4: Performance on Flickr30K. Evaluation is the same as for MS-COCO.

4.5.3 Results on Flickr30k
In table 4.4 we report performance of a fine-tuning baseline with no forgetting miti-
gation (FT), EWC, LwF, and RATT on our Flickr30k task splits. Because these splits
are based on incremental visual categories, it does not reflect a classical continual-
learning setup that enforce disjoint categories to maximize catastrophic forgetting:
not only there are common words that share the same meaning between different
tasks, but some of the visual categories in early tasks are also present in future ones.
For this reason, learning how to describe task t = 1 also implies learning at least how
to partially describe future tasks, so forward and backward transfer is significant.

Despite this, we see that all approaches increase performance on old tasks (when
compared to FT) while retaining good performance on the last one. Note that both
RATT and LwF result in negative forgetting: in these cases the training of a new task
results in backward transfer that increases performance on an old one. EWC im-
provement is marginal, and LwF behaves a bit better and seems more capable of ex-
ploiting backward transfer. RATT backward transfer is instead limited by the choice
of a high smax, which however guarantees nearly zero forgetting.

4.5.4 Human evaluation experiments
We performed an evaluation based on human quality judgments using 200 images
(40 from each task) from the MS-COCO test splits. We generated captions with
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MS-COCO Flickr30k
T A S F I S A V I

RATT vs EWC 75.0% 77.5% 72.5% 85.0% 57.5% 61.8% 76.4% 67.3% 59.5%
RATT vs LwF 77.5% 82.5% 75.0% 62.5% 47.5% 45.5% 69.1% 63.6% 59.5%

Table 4.5: Human captioning evaluation on bothMS-COCO and Flickr30k. For each
task, we report the percentage of examples for which users preferred the caption
generated by RATT.

RATT, EWC, and LwF after training on the last task and then presented ten users
with an image and RATT and baseline captions in random order. Users were asked
(using forced choice) to select which caption best represents the image content. A
similar evaluation was performed for the Flickr30k dataset with twelve users. The
percentage of users who chose RATT over the baseline are given in the table 4.5.
These results onMS-COCOdataset confirm that RATT is superior on all tasks, while
on Flickr30k there is some uncertainty on the first task, especially when comparing
RATT with LwF. Note that for the last task of each dataset there is no forgetting, so
it is expected that baselines and RATT perform similarly.

4.6 Additional ablations

In figure 4.8 we provide a different visualization of the RATT ablation reported
above. Here we apply attention masking in different layers of the decoder archi-
tecture. In figure 4.8 we observe an increase of performance on old tasks when the
classifier mask is used, and even more clearly when the embedding mask is used.
Even further improvement in the performance is madewhen all the attentionmasks
(the RATT approach) are used and there is no forgetting.

We also conducted an ablation study on the smax parameter on Flickr30k, and re-
sults are reported in figure 4.9. Different visualizations for this ablation are shown
in figure 4.10 (for MS-COCO) and 4.11 (for Flickr30k). From the MS-COCO exper-
iment backward transfer for RATT is not noticeable, while for the Flickr30k case we
observe in figure 4.11 that lower smax values result in a small boost in performance
for previous tasks when the training is started on each new one. However at the end
of each training session the forgetting is always greater than the backwards transfer.
Moreover, themodel with highest smax (purple line in figure 4.11) still shows a small
amount of backward transfer, and in this case the performance gain is retained until
the end of training. This is also noticeable in the last heatmap of figure 4.9 for the
first task (Sport) (bottom row).
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Figure 4.8: RATT ablation on the MS-COCO validation set using different attention
masks. Each heatmap report BLEU-4 performance for one of the ablated models
evaluated on different tasks at the end of the training of each task.

Figure 4.9: RATT ablation on Flickr30k validation set using different smax values
and finetuning baseline. Each heatmap reports BLEU-4 performance for one of the
ablated models evaluated on different tasks at the end of the training of each task.

Figure 4.10: RATT ablation on the MS-COCO validation set using different smax
values and finetuning baseline. Each plot reports BLEU-4 performance evaluated
on one of the tasks at different training epochs and different training tasks for each
of the ablated models.

Figure 4.11: RATT ablation on Flickr30k validation set using different smax values
and finetuning baseline. Evaluation is the same as MS-COCO (figure 4.10).
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Figure 4.12: Comparison for all approaches on MS-COCO validation set. Each
plot reports BLEU-4 performance evaluated on one of the tasks at different training
epochs and different training tasks for each of the ablated models.

Figure 4.13: Comparison for all approaches on MS-COCO validation set. Each
heatmap reports BLEU-4 performance for one of the models evaluated on different
tasks at the end of the training of each task.

4.7 Additional experimental analysis
In this sectionwe give additional comparative performance analysis for RATT, EWC,
and LwF on both datasets.

4.7.1 Learning and forgetting on MS-COCO
In figures 4.12 and 4.13, we give a comparison of performance for all considered
approaches on the MS-COCO validation set. These learning curves and heatmaps
allow us to appreciate the ability of RATT to remember old tasks. The forgetting rate
of EWC seems to be higher than the one of LwF, but EWC shows an ability to recover
performance after noticeable forgetting – probably due to increased backward trans-
fer. This is clear looking at figure 4.13 in which both LwF and EWC seems to suffer
noticeable forgetting on the first two tasks (transport and animal) after training on
the third one (Sport). EWC seems able to recover when trained on the next task,
while LwF continues to forget more.

4.7.2 Learning and forgetting on Flickr30k
In figure 4.14 and 4.15 we give a comparison of performance for all approaches on
the Flickr30k validation set. The first figure depicts the training process over all
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Figure 4.14: Comparison for all approaches on Flickr30k validation set. Each
plot reports BLEU-4 performance evaluated on one of the tasks at different train-
ing epochs and different training tasks for each of the ablated models.

tasks, where the model is evaluated on each task while progressing through train-
ing. The results for Flickr30k show more variance than MS-COCO, as this setting is
more challenging and the validation dataset is much smaller.

RATT exhibits almost no forgetting in comparison to other methods – an almost
straight line after learning each task. Degradation of the FT model is visible, but for
Flickr30k we notice that subsequent, more specific tasks keep previously learned
and more generic concepts rather than completely forgetting (i.e. the first task cate-
gory scene). The BLEU-4 score for LwF remains almost at the same level after learn-
ing the task, and EWC shows similar performance but with a bigger drop when
going from task A to V. In figure 4.15 an evaluation summary is provided in form
of BLEU-4 heatmaps. Going from the left (FT) to right (RATT), less forgetting can
be observed by each of evaluated method, with RATT showing almost no loss in
performance when reaching the final task.

It is useful to compare and contrast the results on Flickr30k and MS-COCO. In
Flickr30k there is much more information shared between tasks and this is shown
by the significant forward transfer that we see: after training on the first task (scene),
the performance on the last task (instrument) is significant for all methods. Forward
transfer is much less evident for RATT, and this is due to the fact that it uses the task
embedding of future tasks for which it has no information (they all are randomly
initialized). The backward transfer on Flickr30k is also evident looking at the rela-
tively high performance of the FT baseline in figures 4.14 and 4.15 (and comparing
with the MS-COCO equivalents in figures 4.12 and 4.13).

Although the overall performance on Flickr30k ismuch lower than onMS-COCO
(evident when looking at the anti-diagonal of FT in figures 4.13 and 4.15), given the
difficulty of the dataset itself and given the small number of examples (especially
in validation/test sets) is difficult to draw firm conclusions about backward transfer
for LwF and EWC.
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Figure 4.15: Comparison for all approaches on Flickr30k validation set. Each
heatmap reports BLEU-4 performance for one of the models evaluated on different
tasks at the end of the training of each task.

4.8 Additional captioning results
In figure 4.16 we give an example image from each of the first four MS-COCO tasks
with the prediction made by the models after training on the correct task (on the
left) and the one made after training on the complete sequence of tasks (on the
right). Both EwC and LwF retain some correct words and “insight”, but they are
clearly confused by the last task onwhich they are trained. In the second image EWC
predicts zebras in a living room because the last task contain house interiors. In a sim-
ilar way, in the last picture EWC predicts the words refirgerator and bed, while LwF
predicts table. In figure 4.17 we can see a similar analysis conducted on Flickr30k
dataset. Again the quality of RATT captions is retained after training on the last
task. In figure 4.18 we give two qualitative examples taken from the last task from
theMS-COCOdataset forwhich fine-tuning provides better descriptions thanRATT.
In this case the baseline does not suffer from catastrophic forgetting becausewe eval-
uate the last trained task. RATT could be limited by the fact that neurons allocated
to previous tasks are not trainable.

4.9 Conclusions
In this chapter we proposed a technique for continual learning of image captioning
networks based on Recurrent Attention to Transient Tasks (RATT). Our approach is
motivated by a feature of image captioning not sharedwith other continual learning
problems: tasks are composed of transient classes (words) that can be shared across
tasks. We also showed how to adapt Elastic Weight Consolidation and Learning
without Forgetting, two representative approaches of continual learning, to the re-
current image captioning networks. We proposed task splits for the MS-COCO and
Flickr30k image captioning datasets, and our experimental evaluation confirms the
need of recurrent task attention in order to mitigate forgetting in continual learning
with sequential, transient tasks. RATT is capable of zero forgetting at the expense of
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Figure 4.16: Captioning results for all methods on MS-COCO. Images and target
captions belong to a specific task and captions are generated by all techniques after
training the correct task (left) and a later task (right). Approaches except RATT
contextualize to some degree generated captions with respect to the most recently
learned task.

Figure 4.17: Captioning results on Flickr30k. Images and target captions belong to
a specific task and captions are generated by all techniques after training the correct
task (left) and a later task (right).
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Figure 4.18: Examples of images from MS-COCO dataset for which fine-tuning
achieves better results than the proposed method. These images are taken from the
last task, so there is no catastrophic interference.

plasticity and backward transfer: the ability to adapt to new tasks is limited by the
number of free neurons and it is difficult to exploit knowledge from future tasks to
better predict older ones. The focus of this work is on how a simple encoder-decoder
image captioning model forget, which limits the quality of captions when compar-
ing with current state-of-the-art. As future work, we are interested in applying the
developed method in more complex captioning systems.





Chapter 5

Conclusions and Future Work

The goal of this thesis was to improve some aspects of deep network learning in
order to be more similar to human learning. This was not done to merely mimic
the nature of human learning, but rather to improve some aspects in which humans
learning exhibits specific advantages over traditional techniques for training deep
neural networks. In this chapter we summarize the approaches proposed in this
thesis and we propose future research directions.

5.1 Conclusions
In this thesis we investigated problematic aspects of deep network learning: weak
supervision and forgetting. Despite the fact that correctly trained models can to-
day achieve performance surpassing humans in some tasks, they are still far from
the human learning ability and flexibility: they require many more examples and
supervision to be correctly trained, they must be trained to perform precise and
specific tasks, and when trained incrementally on sequential tasks they suffer from
catastrophic forgetting, which limits their use to predetermined tasks that must be
chosen in advance during the training phase and cannot be easily expanded after.
In chapter 2 we explored the supervision problem, applying deep networks to the
challenging task of instance recognition in a domain for which is very difficult to
collect large amounts of annotated data. We showed how the absence of data and
supervision can bemitigated by the use of web search engines to collect multimodal
datasets composed of images, text and metadata. The drawback of this is the intro-
duction of noise in image labels, which can hurt the performance of learned classi-
fiers. We then proposed in section 2.3 several techniques to mitigate the impact of
noisy labels in webly-supervised data:

• Entropy scaling, which performs soft outlier detection and decreases the im-
pact of both labelflip noise and outliers during training.
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• Gradual bootstraping, which explicitly makes use of the most reliable data
sources to create a solid knowledge foundation for the model so that soft out-
lier detection via entropy scaling is more reliable.

We then proposed to use L2 normalization instead of ReLUnon linearity after the
last embedding layer, which forces all the features input to the classifier to lie on a
hypersphere with the aim of mitigating domain shift between training and test sets.
Domain shift is very noticeable in this type of dataset since training images comes
from search engines which will reflect their biases into the retrieved examples.

Finally, in section 2.4 we studied how to exploit textual information associated
with classes in order to overcome the total absence of visual examples for some
classes. To this end, we applied zero-shot techniques to the artwork instance recog-
nition problem. We proposed a non-linear compatibility technique that maps visual
instances into the document embedding space and uses the cosine similarity to com-
pute compatibility between points. The proposed model uses a multi-task learning
paradigm, having an extra classifier trained to discriminate points in the document
embedding space into the original categories of the dataset. We showed how the
web can be exploited to retrieve multi-modal data to train a zero-shot recognition
model, andwe explicitly showed that the use of a large number of webly-supervised
training classes can dramatically boost zero-shot recognition performance on a small
number of test classes, almost doubling the zero-shot classification performance in
our case.
In chapter 3we again studied the issue of weak supervision of deep network train-
ing, but in this case for the problem of image quality assessment with limited train-
ing data. We chose a different strategy to overcome the absence of data and the high
cost of labeling process: we trained a generative model inspired by AC-GAN to ar-
tificially increase the size of the training-set, generating new synthetically distorted
examples given the original high quality images, the desired class of distortions, and
the desired quality factors. The discriminator of the GAN itself is used to evaluate
the quality factor of the input images. We showed that the use of generative data
augmentation directly increased the performance of the model. The performance
obtained are comparable with the state-of-the-art despite the fact that the proposed
model is relatively small and thus also very efficient.
In chapter 4we looked at catastrophic forgetting in recurrent network architectures
on incremental, transient tasks using image captioning context as our application.
We proposed two different splitting procedures which adapt existing captioning
datasets (having at least object detection ormulti-class labels) to the continual learn-
ing framework. We proposed two baselines for continual image captioning based
on Elastic Weight Consolidation and Learning without Forgetting. Both baseline
approaches are able to partially overcome the catastrophic forgetting problemwhen
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compared to a fine-tuning baseline, but continue to suffer from forgetting whenever
new tasks arrive. We proposed a novel technique that is able to perfectly retain cap-
tioning performance when trained on sequential tasks. This is possible thanks to
how specific weights are selectively learned during each task training phase so that
the network still exploits most of the network weights during the forward pass.

5.2 Future work
Continual learning still requires research and improvements. While there is an in-
creasing interest in the field, we are still far from being able to apply continual learn-
ing in real-world scenarios, and much work is needed to realize solutions to catas-
trophic interference that are practical, flexible, and without compromises. Even if
regularization techniques try to model a sort of biologically-inspired neural plastic-
ity so that neural networks approach human brain behavior, such solutions do not
seem to help so much in recurrent networks. Weight allocation techniques seems
to be the most practical tool to prevent forgetting if we allow slight increases in the
number of weights when network capacity is exhausted and new tasks arrive, but
then we are still bound in the task-aware context of continual learning, which limits
applicability in some scenarios.

To extend the technique proposed in chapter 4 to task-agnostic continual image
captioning, we must eliminate the need to provide the activation mask during in-
ference. A possibility would be to force neurons allocated to the current task to not
interfere with the forward pass of previous task examples. Weights should thus be
learned so that they minimize the activation for inputs of the previous tasks. An-
other possibility would be to predict the task at inference time given the test image
itself, but we would then have to incrementally learn a classifier to do so. Moreover
a prediction error from the task classifier would catastrophically propagate to the
captioning model.

We are also interested in extending the data augmentation work presented in
chapter 3, that achieved very promising results on no-reference Image Quality As-
sessment. While an optimization of the architecture and an increasing depth could
be a strategy to increase performance, we are more interested in modifications that
are better able to model the nature of the problem and fix intrinsic problems of the
proposed method. One example comes from the following observation: while most
of the distortions are very sparse in the whole image and more noticeable at a small
scale (like jpeg compression, white noise, or gaussian blur), others arewell-localized
but very evident even at coarse scale (like non eccentricity pattern noise or local
block-wise distortion from the TID2013 dataset). Moreover, these localized distor-
tion classes seem to be the ones for which the proposed model have the biggest gap
in performance compared to the state-of-the-art. For these localized distortions, the
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use of small random patches taken from the image to evaluate the distortion level
could be misleading since most of the patches would not be not distorted, while the
whole image clearly is when observed globally. To address this issue one could pro-
cess two different versions of the same image at each step: the resized version and
a randomly cropped version, potentially using dedicated processing paths for the
first layers of the network, and providing a mechanism at inference time to decide
which version we should rely for the image quality prediction.
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