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Abstract 

The axial compressor is one of the most critical modules in a 

gas turbine engine for propulsion, power generation and me-

chanical drive. The adverse pressure gradient in the flow stream 

direction is the main issue that makes the aerodynamic design 

of this component extremely complex and challenging. Moreo-

ver, the high stage count, the low blade aspect ratio and the 

clearance regions lead to intense secondary flows. Axial com-

pressors evolved through large number of experimental tests to 

overcome the difficulties that numerical methods, from classical 

throughflow to Reynolds-averaged Navier-Stokes (RANS) CFD, 

encounter when predicting speed-lines and stall margin. 

This thesis proposes a CFD strategy for the aerodynamic and 

aeromechanic design and verification of axial compressor for gas 

turbine engines characterized by a combined use of steady and 

unsteady numerical simulations in order to significantly increase 

the design accuracy keeping industrial design time requirements. 

In particular, the stall margin prediction and the forced response 

assessment are the key aspects of this procedure. An unsteady 

analysis of the whole compressor is capable of predicting a stall 

margin comparable to the measured one and, at the same time, 

of evaluating the complete blade forcing spectrum on each row 

from the unsteady solution.  The spatial decomposition theory, 

explained in this thesis, applied to the overall unsteady aerody-

namic forcing allows to separate the contributions of the differ-

ent nodal diameters. The proposed improved use of the Inter-

ference Diagram is able to detect additional possible resonances 

in the operating range of turbomachines trying to avoid many 



 

unexpected vibrations during compressor validation tests. The 

activities have been carried out in the framework of the collab-

oration between the university research group led by Professor 

Arnone of the University of Florence and the industrial partner 

Baker Hughes. 

The first part of the thesis presents a general description of the 

axial compressor design parameters. In this part, the spatial de-

composition theory and the improved use of the Interference 

Diagram are presented in detail. The second part of the work 

focuses on the description of the proposed CFD strategy. This 

is followed by the description of the CFD tool (TRAF) used for 

all the numerical simulations together with the computational 

setup of each type of analysis. The third part concentrates on 

the validation of the numerical design strategy by the compari-

son with a large set of measurement coming from an experi-

mental campaign on an 11-stage industrial axial compressor, 

dealing first with the aerodynamic results and then with the 

aeromechanical ones. Finally, an extensive numerical study 

aimed to evaluate the impact of rotor-rotor and stator-stator 

clocking on the forced response results taking advantage of the 

spatial decomposition theory is reported. 

The numerical design strategy has been validated and it can be 

considered ready and suitable for axial compressor design. 

 

 



 

Nomenclature 

A Cross-sectional area 

ADP Aero Design Point 

BPF Blade Passing Frequency 

c speed of sound 

C Velocity 

Cax Axial chord 

Cex Blade row exit velocity 

Cm Through flow velocity 

CFD Computational fluid dynamics 

CFL Courant-Friedrichs-Lewy number 

cp Specific heat at constant pressure 

DES Detached Eddy Simulation 

DFT Discrete Fourier transform 

E Total internal specific energy 

Ekin Kinetic energy 

EO Engine Order 

F Flow function 

F Forcing 

Fred  Reduced frequency 

FEM Finite Element Method 

HDGT Heavy duty gas turbine 

h Enthalpy 

H Total enthalpy 

i Incidence angle 

ICASE Institute for Computer Applications in Science 

and Engineering 

ICOMP Institute for Computational Mechanics in Propul-

sion 
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vii 

IGV Inlet guide vanes 

k Thermal conductivity/turbulent kinetic energy 

k Harmonic or scattering index 

L Aerodynamic work 

LES Large eddy simulation 

𝑚̇ Mass-flow 

m Circumferential order 

M Mach number 

M Momentum variation 

n Normal vector 

N Blade Number 

N Newton 

NASA National Aeronautics and Space Administration 

Nc Corrected speed 

ND Nodal Diameter 

NRBC Non-reflecting boundary conditions 

OGV Outlet guide vanes 

p Pressure 

Pr Prandtl number 

PR Pressure ratio 

PS Pressure side 

Q Residual/Amplification factor 

R Rotor 

RANS Reynolds-averaged Navier-Stokes 

RBC Reflecting boundary conditions 

s Row pitch/Entropy 

S Stator 

SS Suction Side 

T Temperature 

t Time 

U Rotational speed 

u Peripheral velocity 
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URANS Unsteady Reynolds-averaged Navier-Stokes 

v Relative velocity/y velocity component 

w z velocity component 

W Relative velocity 

W Specific work 

Wc Corrected mass flow rate 

x Axial coordinate 

y+ Non dimensional wall distance 

Greek 

α Absolute pitch flow angle 

β Relative pitch flow angle 

γ Specific heats ratio/ Absolute yaw flow angle 

δ Deviation angle/Displacement 

η Efficiency 

θ Circumferential direction/clocking position 

μ Dynamic viscosity 

ξ Stagger angle/loss coefficient/damping 

ρ Density 

σ Row solidity 

ϕ Flow coefficient 

χ Metal angle 

ψ Work coefficient 
ν Vibration frequency 

ω angular frequency/Turbulence frequency 

Ω Rotational speed 

Subscripts 

0 Stagnation quantity 

aero Aerodynamic 

c Convective 

d Diffusive 
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is/ss Isentropic transformation 

m modal 

p Polytropic/profile 

R Radial direction/rotor 

ref Reference quantity 

rel Relative quantity 

S Stator 

t Turbulent 

tt Total-to-total 

 

  



 

 

x 

 



 

 

1 

1 Introduction 

This thesis deals with the design of axial compressors. Without 

discounting the importance of other components, the axial com-

pressor is one of the most critical module in a gas turbine engine 

for propulsion, power generation and mechanical drive as it dic-

tates the operability range and requires demanding aerodynamic 

and aeromechanical design efforts. This first chapter focuses on 

an in-depth study of the literature concerning the aerodynamics 

and aeromechanics design of axial compressors. 

Axial compressors evolved through large number of tests to 

overcome the difficulties that numerical methods, from mean-

line and throughflow approaches to Reynolds-averaged Navier-

Stokes (RANS) CFD, may encounter in predicting speedlines 

and, most importantly, the stall point. Smith [1] described the 

evolution of axial compressor design and technology. In the pa-

per, Smith described the fundamentals of the design process, 

from the selection of the vector diagram to the expected perfor-

mance. In their milestone paper, Koch and Smith [2] were 

among the first to investigate how losses evolve in axial com-

pressors. Their theoretical approach identified four classes of 

losses: profile, end-wall, shock, and part-span shroud that are 

the basis of well-established performance correlations that are 

still essential in early design phases. Wadia and Beacher [3] de-

scribed the evolution from a simple mean-line approach to a 

more sophisticated throughflow method supplemented by 2D 

and 3D Euler analyses to assess the performance impact of 

three-dimensional profile features. While concentrating on the 

design point, they demonstrated a good match with test data. 



1. Introduction 

 

2 

The throughflow approach is still used in the design community, 

as witnessed by Righi et al. [4] who describe an evolution of this 

method for the successful prediction of the reverse flow and ro-

tating stall characteristic of a multistage axial compressor. Wa-

dia et al. [5] studied front rotors sweep at design and off design 

conditions. They once again concentrated on three-dimensional 

features impact on the front stages by testing several designs 

and comparing with viscous CFD predictions. Ng and Epstein 

[6] were among the first to investigate how the unsteadiness may 

affect the evolution of losses by performing unsteady measure-

ments in an axial compressor test rig. They were able to discern 

between core flow and wake mixing contribution to the overall 

loss of adiabatic efficiency. While loss analyses and advanced 

three-dimensional design mostly focused on design point perfor-

mance, Koch [7] used a low-speed research compressor facility 

(see Wisler [8] ) to determine the stall margin of axial compres-

sor blading by the introduction of a corrected pressure rise co-

efficient that mimics the fundamental diffuser studies of Sovran 

and Klomp [9]. Koch demonstrated a good correlation between 

the blading diffusion length and the static pressure rise coeffi-

cient at stall. The dedicated low-speed test facility described by 

Wisler [8] allowed to complete a fairly large number of tests 

required to validate the approach.  

Correlations are still the primary design and verification tool for 

axial compressors due to well-known and documented difficul-

ties to directly predict performance and stall point. Cornelius et 

al. [10] used a commercial code to perform steady and unsteady 

simulations of a 6-stage compressor for which a detailed experi-

mental data base was available. The unsteady simulations 

showed an improved fit with measurements with respect to the 

steady results, both in terms of overall speed-line and spanwise 

inter-row profiles, although some mismatch still existed. More 
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recently Cozzi et al. [11] completed steady and unsteady simu-

lations of a 15-stage axial compressor. The results showed how 

the predicted stage loading changes in the time-resolved simu-

lation, that resulted in different predicted efficiencies and pres-

sure ratio. Importantly, they also observed how the unsteady 

simulations predicted a smoother stagnation temperature profile 

at exit as compared with steady results, although they were un-

able to determine the accuracy of their simulation due to the 

lack of measurements. The insufficient spanwise mixing of stag-

nation temperature is a known weakness of the steady multi-

stage CFD, and it was addressed by Adkins and Smith [12] who 

exploited measured temperature profiles to develop a specific 

spanwise mixing model to be used in through-flow calculations. 

With their CFD simulations of a five-stage compressor using a 

two-equation turbulence model, Cozzi et al. [13] demonstrated 

that the lack of spanwise mixing is partly responsible for the 

inaccurate multistage predictions. They also observed that such 

inaccuracy is caused by the so-called mixing-plane approach 

used to filter out the unsteadiness and streamwise vorticity as-

sociated with the stator-rotor interaction. The mixing plane ap-

proach was ultimately responsible for a stage mismatch that 

deviates from the measured performance, while unsteady simu-

lations predicted smoother profiles, in line with what observed 

in [12]. On top of its impact on performance and operability, 

Hewkin-Smith et al. [14] showed how unsteadiness affects the 

tip leakage flow and the stall mechanism. In [14] a very detailed 

aerodynamic analysis was instrumental to understand how un-

steady flow in the tip clearance region may limit compressor 

operability. Li et al. [15] performed a detailed experimental cam-

paign on a single and a three-stage axial compressor to investi-

gate the propagation of unsteady tip clearance flows. Their anal-

ysis suggests way to stabilize the tip flow and delay spike-type 
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stall with appropriate flow injections. Taylor and Miller [16] 

used CFD to investigate how 3D geometrical features may 

strengthen the endwall flow and mitigate stall risk. In their anal-

ysis the authors had to switch to unsteady CFD to improve the 

accuracy of the near stall predictions. More recently, Leggett et 

al. [17] used highly resolved LES to investigate the loss produc-

tion mechanism in an axial compressor profile. The analysis re-

vealed a different loss breakdown predicted by URANS and 

LES, and it also suggested that incoming wakes may delay stall 

at midspan. Other authors, [18], [19], used very computationally 

demanding multi-stage LES and DES to investigate stall mech-

anism and propagation of separated regions. The motivation to 

switch from a more conventional URANS to scale resolved sim-

ulations was that in presence of large unsteady separated regions 

two-equation models may not be accurate, as also discussed by 

Laskowski et al. [20]. Still, as witnessed by [21], URANS may 

be reasonably accurate up to the stall point, as also witnessed 

by the detailed experimental and URANS investigation of a sin-

gle stage axial compressor described by Wang et al. [22]. Their 

analysis reveals how URANS was capable of predicting the 

measured speed-line, while RANS predicted an early rotating 

instability not present in the data. Wang et al. [23] used URANS 

to capture the unsteady tip clearance flow in a transonic com-

pressor rotor. The unsteady flow pattern revealed by URANS 

showed a multi-passage structure that impacted the growth of 

local instabilities and local stall. In an attempt to reduce the 

computational effort, Gourdain et al. [24] described the success-

ful application of a quasi-3D URANS to the prediction of a sin-

gle stage compressor stall mechanism and determine the funda-

mental destabilizing mechanism. Sun et al. [25] describes a valid 

alternative to URANS, which is based on an extension of the 

harmonic balance method to high off-design conditions (e.g.  
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near stall condition) and capable of handling massive flow re-

versal. This method compares well with measured surge cycles. 

Another interesting alternative to the simple mixing plane ap-

proach are the deterministic stresses that could, in principle, be 

adequate to address the effects of the deterministic unsteadiness 

on the time-averaged flowfield. However, its application has 

shown how an actual improvement over the mixing-plane 

method for both speedlines and blade loading predictions is pos-

sible only when the deterministic stresses are extracted from a 

precursor URANS simulations (see Stollenwerk and Kuegeler 

[26]). It is undeniable that scale-resolved simulations have an 

accuracy advantage with respect to RANS and URANS. Never-

theless, despite the increase in computational power and im-

provement in algorithm efficiency, LES and DES as well, still 

require a computational effort inconceivable for design applica-

tions.  

Compressor design must also include the accurate verification 

of the aeromechanical risks. The so-called Campbell diagram, 

originally explained and introduced in 1924, verifies if natural 

and aerodynamic forcing frequencies overlap, with a potential 

destructive result, while the Goodman diagram, introduced in 

1899, addresses the companion fatigue risk evaluation. The 

Campbell diagram alone is not enough to make design decisions 

as it can indicate more potential problems than issues that ac-

tually exist. There exists a vast literature that addresses the 

complex physic behind the unsteady fluid-structure interaction 

in gas turbine engines. Among these, Barankiewicz and Hatha-

way [27] investigated the fundamental aerodynamic stator-rotor 

interaction by using a four-stage low speed axial compressor. 

The authors observed that stator-stator with unequal blade 

count may produce azimuthal distortions that do require to sur-

vey across more than one blade row pitch, as confirmed by the 
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circumferential changes of the pressure coefficient amplitudes 

that may interact with the corresponding nodal diameters. The 

authors also scrutinized clocking effects on performance, observ-

ing little impact on efficiency. Vahdati et al. [28] employed full 

3D unsteady multi-passage and multirow CFD coupled with 

structural elements to investigate forced response in a 2.5 stage 

axial compressor. They revealed the shortcomings of calcula-

tions performed on reduced number of rows and, among their 

most important results, the authors discovered that the excita-

tion of a rotor blade associated to low-engine orders, that appear 

when two consecutive stator or rotor rows have a small count 

difference, may produce high response. Obviously, this is not a 

risk in presence of clockable consecutive stators. Still, clocking 

is a double-edge knife as it may offer limited performance im-

provement opportunities, but it may also result in a perfor-

mance shortfall in case the selected relative position is incorrect. 

Terstegen et al. [29] measured the aerodynamic excitation in a 

2.5 stage axial compressor. The authors described the physics of 

Tyler-Sofrin [30] modes and supported their conclusions with 

CFD simulations with both a linearized and harmonic balance 

version solver by Frey et al. [31] capable of an excellent match 

with data also in terms of vibrational stresses and pressure am-

plitudes and spectra. The measurements revealed spinning azi-

muthal modes as well as the scattering of these modes due to 

the interactions with blade rows. The authors also mention that 

manufacturing deviations cause systematic discrepancies in the 

measured pressure amplitudes and concluded that acoustic mul-

tirow interaction is essential for the accurate prediction of the 

compressor vibrational stresses. In part II of the same paper, 

Sanders et al. [32] investigated the impact of CFD modeling 

choices, like turbulence and transition model and grid conver-

gence, on the predictions. It turned out that the single row lin-

earized approach was unable to get the right answer in terms of 



1. Introduction 

 

7 

response when acoustic modes were a major source of excitation, 

while the non-linear harmonic method guaranteed a better 

match with data. The computations also revealed the need of a 

reliable transition model to guarantee a good match with data. 

The complex aero-mechanical coupling across the operability 

range of axial compressors have been investigated by Baumgart-

ner et al. [33] who analysed the high vibrations in the first rotor 

of a high-pressure compressor. The vibrations were caused by a 

rotating flow instability, similar to a rotating stall induced pres-

sure fluctuations, the frequency of which did not match with 

harmonics of the rotor speed. The comparison between the pres-

sure/velocity fluctuations and the blade vibration confirmed the 

excitation source. This paper reveals that different source of ex-

citation may arise while moving across the compressor speedline, 

and this needs to be addressed by extending the aeromechanical 

check to off-design conditions. More recently Figaschewsky et 

al. [34] used a 4.5-stage research axial compressor to investigate 

the effect of Tyler–Sofrin modes on forced vibration responses. 

The analysis was supported by unsteady CFD, although with a 

simplified quasi-2D approach of the full circumference. Both 

measurements and simulations suggest that mistuning effects 

may be amplified by the presence of Tyler-Sofrin modes. The 

paper tackles two operating conditions with different sets of var-

iable stator vanes (VSV) and investigates how damping and 

modal shapes affect the structural coupling concluding that the 

computational model provides a fair representation of the phys-

ics. 

As already mentioned, stator/rotor count and clocking are 

another fundamental aspect of the compressor design because 

they affect both performance and operability of axial compres-

sors as described in the open literature. Gundy-Burlet and Dor-

ney [35] were among the first to use two-dimensional CFD to 
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investigate the impact of airfoil count and clocking on axial 

compressor. The authors observed not only changes in effi-

ciency, but also on excitation amplitudes in a 2.5 stage axial 

compressor. They measured the highest loss with clocking posi-

tions that caused the largest unsteadiness. Dorney et al. [36] 

applied a quasi-3D CFD approach to the clocking analysis of a 

1.5 stage high-speed compressor. They observed a complex in-

teraction driven by the concurrent impact of wakes and pressure 

waves worth 0.5 points of efficiency at maximum. Layachi and 

Bolcs [37] used a single stage low aspect-ratio compressor rig 

with IGVs to test different combinations of IGV to stator clock-

ing and rotor-stator spacing. The combination of clocking and 

spacing was worth 3% stage efficiency, as already suggested by 

Smith [1]. The best clocking position appeared to change along 

the span, as already observed in [38] and [39] for low-pressure-

turbines. Cizmas and Dorney [40], in contrast with what re-

ported in [1], concluded that large pressure fluctuation ampli-

tudes on airfoils were associated with best efficiency, due to a 

positive resonance between two consecutive stator rows that en-

ergizes boundary layers. Arnone et al. [38] showed that while 

low unsteadiness levels are usually associated with better tur-

bine performance, high leading edge unsteadiness corresponds 

to the best clocking position for every radius.  Huang et al. [41] 

discussed how clocking affects wakes and pressure driven poten-

tial effects and how this alters the performance in a low speed 

research compressor with cylindrical flow path. They investi-

gated eight clocking positions worth 1 point of efficiency maxi-

mum, while their predictions suggested only half of the meas-

ured delta, the majority of which attributed to stator clocking. 

Walker et al. [42] used a 1.5 stage compressor to determine the 

beneficial IGV-to-stator clocking effect on operability by delay-

ing separation. Chen et al. [43] investigated how a 3D stator can 

shape the wake to optimize its impact on the corresponding 
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downstream stator, revealing a concurrent clocking and wake 

shape effect worth up to 2% when the upstream stator wake 

impinges the leading edge of the downstream one. A combined 

experimental and numerical investigation on a four-stage low-

speed axial compressor with equal stator count [44], [45] ,  re-

vealed large variations of the pressure fluctuation with different 

clocking positions. Like in [40], the authors observed the best 

performance when pressure fluctuations were high, although the 

absolute effect was small. The stator wake position controlled 

by clocking did not correlate with the unsteady loading of both 

stator and rotor, and losses of the rotor embedded between two 

corresponding stators were controlled by the superimposition of 

the upstream stator wakes with the downstream stator potential 

effect. Manwaring and Wisler [46] were among the first to shift 

focus on gust response to address aeromechanic issues. While 

not investigating clocking, the authors reviewed various meth-

ods to predict unsteady loads and compared with data coming 

from a low-speed research compressor similar to the one adopted 

in [44] and [45], and with a companion turbine facility. They 

focused on a 1.5 stage low aspect ratio axial compressor, and on 

a high aspect ratio two-stage axial turbine. The authors inves-

tigated a range of operating points and concluded that unsteady 

forcing changes significantly with running conditions. Their 

analysis showed that simple linear methods, capable of resolving 

both vortex and potential effects, could predict pressure and 

suctions side pressure fluctuations in terms of amplitude and 

phase. Hsu and Wo [47] investigated clocking effects on aerody-

namic forcing in a two-stage axial compressor rig. The authors 

analyzed two rotor clocking positions that had a large impact 

on the unsteady forcing and forced response of the in-between 

stator. The differences were both in terms of amplitude and 

chordwise distribution of the unsteady load. The authors, who 
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claimed this was the first time that clocking was demonstrated 

to be capable of reducing unsteady load, suggested it might be 

possible to find a clocking position in which distinct sources of 

disturbance cancel out by appropriately selecting their phase 

shift. They investigated axial spacing to confirm that smaller 

spacing is good for performance due to the wake diffusion (see 

[48]), but dangerous for aeromechanics. Along the same line, 

Salontay et al. [49] performed a joint experimental and numeri-

cal investigation on the response of a rotor blade embedded in 

clocked stator rows. The authors concentrated on both design 

point and high loading and concluded that it was not possible 

to find a stator-stator clocking capable of minimizing the rotor 

excitation valid for multiple operating points. They also con-

cluded that the position of stator 1 wake with respect to stator 

2 leading edge had little impact on the response of the embedded 

rotor. Rather, what mattered was the phase between the incom-

ing vorticity generated by stator 1 and the downstream poten-

tial forcing due to pressure waves. When the maximum incom-

ing vorticity and the minimum downstream potential gust in-

teracted with the rotor at the same time the measurements 

showed the minimum rotor response.  

This introduction clearly highlights many aerodynamic and aer-

omechanic issues that make the design of axial compressors still 

very challenging. The development of reliable numerical tools 

capable of providing an accurate prediction of the overall com-

pressor performance is a topic of a great interest to both the 

scientific community and the industry. 

1.1 Thesis objectives and outline 
This thesis proposes a CFD strategy for the aerodynamic and 

aeromechanic design and verification of axial compressor for gas 

turbine engines characterized by a combined use of steady and 
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unsteady simulations in order to significantly increase the design 

accuracy keeping industrial design time requirements. This pro-

cedure not only improves the prediction of aerodynamic perfor-

mance, also in terms of stall margin, but also introduces new 

important aspects concerning the forced response assessment 

(circumferential decomposition theory). An improved use of the 

Interference Diagram capable of detecting additional possible 

resonances in the operating range of turbomachines is presented. 

It takes advantage of the spatial decomposition theory applied 

to the overall unsteady aerodynamic forcing which allows to 

separate the contributions at different nodal diameters.  

Chapter 2 provides a general introduction on the main design 

aspects regarding the aerodynamic and aeromechanical issues of 

axial compressors. The spatial decomposition theory and the 

improved used of the interference diagram will be described in 

detail. Moreover, the CFD strategy, including the computa-

tional setups, is reported in chapter 3. Finally, the aerodynamic 

and aeromechanic validation of the numerical design procedure 

is discussed in the two final chapters. The availability of a reli-

able data set of a 11-stage axial compressor that incorporates 

high-performance features suited for both propulsion and heavy-

duty gas turbine was instrumental to assess the complete pro-

cedure. Chapter 4 shows the validation in terms of accuracy of 

CFD steady, unsteady, and single stage results, in the challeng-

ing speedline prediction. The aeromechanic results based on the 

spatial decomposition of the unsteady forcing is reported in 

chapter 5 and the methodology is fully validated by the good 

agreement between experimental data and numerical predic-

tions of the forced response. The final part focuses on the impact 

of clocking on forced response assessment taking into consider-

ation also the additional exciting forcing evaluated through the 

spatial decomposition. 
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2 Fundamentals of axial compressor 

The axial compressor is one of the most critical component in a 

gas turbine engine as, while it contributes to the overall engine 

efficiency, it dictates the operability range and requires demand-

ing aerodynamics and aeromechanics design efforts. The adverse 

pressure gradient in the flow stream direction is the main issue 

that makes the aerodynamic design of this component complex 

and challenging. The aeromechanical design efforts are aimed at 

preventing vibration issues that may compromise blade integ-

rity thus leading to premature failures. 

In the first part of this chapter the main aerodynamic design 

aspects of an axial compressor will be discussed in detail. The 

second part will cover aeromechanical design, with particular 

focus to the new themes and approaches introduced during this 

work. 

2.1 Aerodynamic design 
The first step of the aerodynamic design usually consists in the 

“meanline analysis”. This approach studies the 2D flow devel-

opment through the machine on the meanline radius. This per-

formance evaluation method does not consider three-dimen-

sional effects that are fundamental for an accurate prediction. 

The following step is the throughflow approach that is a quasi-

three-dimensional CFD method that solves axi-symmetric flow 

in the meridional plane. Besides traditional methodologies based 

on streamline curvature or stream function methods, Computa-

tional Fluid Dynamics (CFD)-based throughflow approaches are 

becoming more and more popular in modern turbomachinery 

design systems [50] [51] [52]. They are important for the prelim-
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inary design and often they can be used for re-assessing the ma-

chine performance after relevant design change. The Computa-

tional Fluid Dynamics is currently the focus of axial compressor 

stage design. Regarding axial compressors that are characterized 

by huge computational domain, the most widely used approach 

is the RANS computations.  

After this brief introduction on the method commonly used for 

compressor design, the following chapters will illustrate the 

main aerodynamic parameters of axial compressors. 

2.1.1 Compressor stage 
The stage of a compressor is composed by a rotor blade row 

followed by a stator blade row. The blades of the rotor row are 

mounted on the rotor drum while the stator blades are fixed to 

the machine outer casing.  

2.1.1.1 Velocity triangles 

The interactions between stators (fixed rows) and rotors (rotat-

ing rows) through the axial compressor generate a flow field that 

is characterized by strong unsteadiness. Despite this, during the 

preliminary design, the unsteadiness can initially be ignored, 

and the flow can be simply analysed using the frame of reference 

fixed with the investigated row. A rotating frame of reference 

(relative frame) is used to describe the flow through rotor row, 

while a stationary frame of reference (absolute frame) is used to 

describe the flow through stator row. Given the change of refer-

ence system, it is useful to introduce the concept of a velocity 

triangle. The inlet absolute velocity 𝐶1 at the rotor inlet section 

can be obtained adding vectorially the inlet relative velocity 𝑊1 

and the blade rotational speed 𝑈 = 𝑅𝛺 (see Figure 2.1). The 

velocity 𝑊1 is the one that determines the incidence on the rotor 

row. The angle 𝛽1, called inlet relative flow angle, corresponds 
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to the angle between the relative flow velocity and the axial flow 

direction, while the angle 𝛼1, called inlet absolute flow angle, 

corresponds to the angle between the absolute velocity and the 

axial flow direction. Throughout this thesis the velocity and the 

angle in the absolute frame of reference will be denoted by C 

and α respectively, and in the relative frame of reference by W 

and β. The inlet absolute flow velocity of an industrial axial 

compressor stage is, in general, not axial, even for the first stage, 

due to the presence of Inlet Guide Vanes (IGV) which provide 

a pre-rotation of the fluid. The relative flow is subjected to dif-

fusion across the rotor, which means that the magnitude is de-

creased, and the direction is deflected to 𝛽2.  The rotational 

speed is considered to be constant across one stage since no rel-

evant radial changes of the channel are present through the me-

ridional direction, so as a result the absolute velocity increases 

from 𝐶1 to 𝐶2. The stator works the opposite. The absolute ve-

locity is decreased to obtain a pressure increase. The absolute 

flow is deflected towards the axis to an outlet absolute flow an-

gle 𝛼3, thus achieving at the same time an increase in tangential 

component of the relative velocity at the inlet of next rotor. The 

compressor velocity triangles are characterized by having a high 

relative tangential component at the inlet of the rotor row and 

a low absolute tangential component at the outlet of the stator 

row.  

Except for the first stages, the multi-stage axial compressor is 

designed using the repeating stage concept where the absolute 

velocity at the inlet and at the outlet section presents the same 

magnitude and the same direction. In each compressor stage, 

both the relative velocity in the rotor and the absolute velocity 

in the stator decrease. The flow deflection, defined as the differ-

ence between the outlet and the inlet flow angle across a blade 

row, is limited due to adverse pressure gradient on the blade 



2. Fundamentals of Axial Compressor 

 

16 

surface that generates an increase of the boundary layer thick-

ness and can bring to separations and  consequently an early 

stall of the blade row. 

 

Figure 2.1- Velocity triangles of axial compressor stage 

 

2.1.1.2 Blade loading and diffusion factor               

The blade load is given by the integral distribution of the pres-

sure on the blade profile. The shear stresses usually are consid-

ered negligible. The pressure distribution is strictly related to 

the camber line shape and the thickness distribution. The blade 

loading is usually assessed using two design criteria introduced 

by Lieblein: the diffusion factor DF [53] and the diffusion ratio 

DR [54]. The two parameters are defined as follow: 

 𝐷𝐹 =  [1 −
𝑐2
𝑐1
] +

𝛥𝑐𝜗
2𝜎𝑐1 

 (1) 
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𝐷𝑅 =  

𝑐𝑚𝑎𝑥
𝑐2

 
                        

(2) 

where the 𝜎 is the compressor row solidity, defined as the ratio 

between the chord and pitch, while 𝛥𝑐𝜗 is the tangential velocity 

variation across the row. The row solidity σ is a non-dimensional 

parameter that represents how well the flow is guided by the 

blades. The diffusion factor, see equation (1), can be divided in 

two contributes: 

1. [1 −
𝑐2

𝑐1
] ; the first contribute is related to the mean de-

celeration of the flow 

2. 
𝛥𝑐𝜗

2𝜎𝑐1 
 ; the second contribute is related to the flow turn-

ing 

The diffusion factor highlights the fact that to obtain high stage 

loads (decreasing 𝑐2 and/or increasing 𝛥𝑐𝜗), the row solidity 

must be increased to maintain an acceptable level of diffusion 

and avoid flow separation. The increment of σ can be obtained 

by increasing the blade chord or the row blade number and it 

produces consequently higher profile losses. Lieblein [54] showed 

that the loss in a blade row increases rapidly as the flow starts 

to separate, and this occurs when the diffusion factor exceeds 

about 0.6. Typically, a well-designed blade with moderate load-

ing will operate with a diffusion factor around 0.45. The diffu-

sion ratio adds another parameter to check and this is the max-

imum isentropic velocity on the blade suction side. Figure 2.2 

shows a typical isentropic velocity distribution on a compressor 

blade profile and it represents the blade loading. It is useful to 

understand graphically the two design criteria. 
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Figure 2.2 - Isentropic velocity distribution on the blade 

surface 

The diffusion ratio is important because it is directly related to 

the amount of diffusion on the suction surface, and it is not 

taken into consideration in the diffusion factor. Indeed, once 𝑐2 

is fixed, the pressure gradient depends on the amplitude and the 

position of the maximum value of isentropic velocity. Another 

criterion to consider during the design of compressor blade load-

ing is the De Haller’s rule [55].  It is based on the De Haller 

number, 𝑐2 𝑐1⁄ , that is a measure of the overall amount of diffu-

sion through a compressor blade row. This parameter is still 

often used to limit the maximum pressure rise across a compres-

sor blade row. De Haller’s rule recommends that: 

 
𝑐2
𝑐1
 ≥ 0.72 (3) 
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The blade load determines the momentum variation across a 

blade row. As already mentioned before, the momentum varia-

tion is linked to the flow velocity and the flow angle variation. 

The change in flow velocity depends on the pressure raise be-

tween the inlet and the outlet section but it is limited by the 

diffusion process on the blade surface that can bring to elevated 

losses and stall issue. The change in flow angle velocity depends 

on the inlet and the outlet flow angle. The relative outlet flow 

angle varies with operating conditions change but in a reduced 

range. As a result, the load on the blade is defined substantially 

by the inlet flow angle, in particular by the incidence, defined 

as the difference between the inlet flow angle 𝛼1 and the blade 

inlet angle 𝜒1 (see Figure 2.3): 

 𝑖 = 𝛼1 − 𝜒1 (4) 

   

Figure 2.3 reports the main geometrical parameters of a com-

pressor blade profile including incidence and the blade inlet an-

gle 

 

Figure 2.3 – Geometrical parameters of axial compressor 

blade profile 
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Given that the velocity variation is limited by separation issues, 

it follows that the incidence, which is the parameter related to 

the angle variation, has a very significant effect on the blade 

load. At the design condition, the incidence is slightly positive 

but very close to zero. The inlet flow angle and the inlet blade 

angle are almost the same. The flow deflection is due to the 

camber of the blade. During the off-design conditions the inci-

dence can change significantly. If the incidence is positive, the 

flow at the leading edge impinges on the pressure side. The flow 

on the suction surface present a prompt acceleration around the 

leading edge. The velocity peak on the pressure side increases 

and it produces a very high local diffusion close to the front of 

the blade. The boundary layer development is affected by the 

increment of the pressure gradient and can lead, in addition to 

higher blade losses, to a separation or even to stall. Regarding 

the flow deflection, the contribution of the incidence is added to 

that of the camber and leads to a flow deflection increment [56]. 

If the incidence is negative, the flow at the leading edge impinges 

on the suction side. The flow on the suction surface present a 

lower acceleration around the leading edge and the velocity peak 

decreases. The diffusion is lower but also the flow deflection de-

creases and consequently the blade loading. The negative inci-

dence leads to an acceleration of the flow around the leading 

edge on the pressure side. The pressure side the flow accelerates 

around the leading edge and there is an increment of the diffu-

sion on pressure blade surface. The pressure distributions on the 

front of the suction and pressure surfaces swap and in this case 

the diffusion increases on the pressure surface. If the diffusion 

becomes too high, the flow can separate on the pressure surface.  

As already mentioned, the incidence varies during off-design 

condition, when the mass-flow rate or the rotating speed are 

different from the aero design point. So, it is fundamental to 
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know the blade tolerance respect to the incidence in order to 

determine the operating limits. Typically, the variation range of 

the incidence that a blade needed to tolerate is around ±5⁰ but 

the effective value depends on the application. The inlet Mach 

number has a large impact on the tolerance range, in particular 

the lower the inlet Mach is, the greater the incidence that the 

blade is able to tolerate.  

Another aspect that must be taken into consideration during 

the blade load design is the real outlet flow angle. The outlet 

blade angle and the outlet flow angle are not coincident and 

their difference between the two ones is called deviation (see 

Figure 2.3): 

 𝛿 = 𝛼2 − 𝜒2 (5) 

The difference between these two angles is due to many factors 

all related to potential effects. The diffusion within the blade 

passages is associated with diverging streamlines and therefore 

the flow is not moving in a single direction. Another contribute 

is given by the spacing between the blades. The axial dimension 

of the uncovered part of the meridional channel has an impact 

on the amount of the deviation because of the blades do not 

guided the flow in that area. The deviation is also affected by 

the development of the endwall boundary layers along the com-

pressor, which increase the blockage and thus change the actual 

shape of the blade. 

2.1.1.3 Thermodynamics and losses 

The angular momentum variation through a rotor blade, whose 

velocity triangles are reported in Figure 2.1, is given by: 

 𝑀 = 𝑚̇(𝑟2𝑐𝜗2 − 𝑟1𝑐𝜗1) (6) 
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The specific work done by the rotor on the fluid, assuming adi-

abatic and stationary flow, is: 

 𝛥𝑊 =
𝛺𝑀

𝑚̇
= 𝑢2𝑐𝜗2 − 𝑢1𝑐𝜗1 

 (7) 

   

Replacing the expression of the specific work in the energy equa-

tion, we obtain: 

 ℎ01 − ℎ02 = 𝑢1𝑐𝜗1 − 𝑢2𝑐𝜗2 (8) 

   

 ℎ2 +
𝑐2
2

2
⁄ − 𝑢2𝑐𝜗2 = ℎ1 +

𝑐1
2

2
⁄ − 𝑢1𝑐𝜗1 (9) 

   

Considering that 𝑐𝜗 = 𝑢2 − 𝑤𝜗, the equation (9) become  

 ℎ2 +
𝑤2
2

2
⁄ −

𝑢2
2

2
⁄ = ℎ1 +

𝑤1
2

2
⁄ −

𝑢1
2

2
⁄  (10) 

 

This quantity is called rothalpy. For a typical rotor of the axial 

compressor, there is no radial shift of the streamline across the 

rotor, that corresponds to impose 𝑢1 = 𝑢2. The equation (10) 

can be rewritten as follows: 

 ℎ2 +
𝑤2
2

2
⁄ = ℎ1 +

𝑤1
2

2
⁄  (11) 

   

The total relative enthalpy is therefore constant across a rotor 

row. Considering a stator row, the same process can be applied 

and the quantity that is conserved is the absolute total en-

thalpy: 

 ℎ2 +
𝑐2
2

2
⁄ = ℎ1 +

𝑐1
2

2
⁄  (12) 
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The Figure 2.4 reports the diagram h-s, better known as Mollier 

diagram, that describes the thermodynamic transformations 

across a compressor stage.  

 

Figure 2.4 - Mollier diagram for a compressor stage 

The Mollier diagram shows both isentropic ideal and real irre-

versible enthalpy rise across rotor row (from point 1 to point 2) 

and stator row (from point 1 to point 2).  

The actual work performed by the stage on unit mass, obtained 

by combining equation (7) and (8), is: 

 𝛥𝑊 = ℎ03 − ℎ01 (13) 

   

The reversible or minimum work required to attain the same 

final stagnation pressure as the real process, considering the 

temperature rise across a stage negligible, is: 
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 𝛥𝑊𝑚𝑖𝑛 = ℎ03𝑠𝑠 − ℎ01 = (ℎ03 − ℎ01) − (ℎ03 − ℎ03𝑠𝑠) (14) 

   

Starting from this specific work definition there are two possible 

definitions of the isentropic efficiency.  The two definitions de-

pend on how the exit kinetic energy is considered. Indeed, the 

exit kinetic energy can be useful if the current stage is followed 

by another stage that use that outcoming energy. But if we 

consider the final stage of an axial compressor the exit kinetic 

energy is not exploited. Consequently, it is possible to define the 

total-to-total stage efficiency and the static-to-total stage effi-

ciency: 

 𝜂𝑡𝑡 =
𝛥𝑊𝑚𝑖𝑛
𝛥𝑊

=
ℎ03𝑠𝑠 − ℎ01
ℎ03 − ℎ01

 (15) 

   

 𝜂𝑡𝑠 =
ℎ3𝑠𝑠 − ℎ01
ℎ03 − ℎ01

 (16) 

   

In the first one (15) the ideal compression is to the total pressure 

as usual. In the second one (16) the ideal compression is to the 

same static pressure as the actual process, with zero exit kinetic 

energy. The total-to-total and the static-to-total efficiency can 

be used to compare different point of the same axial compressor, 

but not for compressor that operates with different overall pres-

sure ratio. The polytropic efficiency can be applied to overcome 

this issue as an axial compressor is usually composed by large 

number of stages. In case of perfect gas, the polytropic efficiency 

corresponds to the adiabatic efficiency for the small stage: 

 
𝜂𝑝 =

𝑑ℎ𝑖𝑠
𝑑ℎ

=
𝑑𝑝 𝜌⁄

𝐶𝑝𝑑𝑇
=
𝛾 − 1

𝛾

𝑑𝑝 𝑝⁄

𝑑𝑇 𝑇⁄
 (17) 

   

Integrating across all the compression transformation, we can 

obtain: 
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 𝑇2
𝑇1
= (
𝑝2
𝑝1
)
(𝛾−1) 𝜂𝑝𝛾⁄

 (18) 

   

Hence, the polytrophic efficiency is given by: 

 
𝜂𝑝 =

𝛾 − 1

𝛾

ln(𝑝2 𝑝1⁄ )

ln(𝑇2 𝑇1⁄ )
 (19) 

   

Stages with equal polytropic efficiency do not have the same 

isentropic efficiency. In detail, the one with the lower pressure 

ratio will have the higher isentropic efficiency, and this high-

lights the fact that the isentropic efficiency could be misleading 

to compare stages with different loads. 

The aerodynamic losses across a compressor stage are another 

important issue that is strictly related to the stage efficiency. 

Several parameters have been defined to assess it. The stator 

and rotor loss coefficients reported in this thesis are the follow-

ing:  

 

𝜉𝑟𝑜𝑡𝑜𝑟 =
𝑝01,𝑟𝑜𝑡 − 𝑝02,𝑟𝑜𝑡
𝑝01,𝑟𝑒𝑙 − 𝑝1

   ;    𝜉𝑠𝑡𝑎𝑡𝑜𝑟 =
𝑝02 − 𝑝03
𝑝02 − 𝑝2

 (20) 

which are based upon the ratio between the drop of absolute or 

rothalpy-based stagnation pressure across the row and the dis-

charge absolute or relative isentropic dynamic pressure for the 

stator and rotor respectively. Other definition can be used to 

take into account the radius variation of the streamlines or the 

Mach number contribute.  

The loss source that causing the entropy increase across the 

compressor blades can be divided into the following categories: 

• Profile losses 

• Endwall losses 
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• Secondary flows 

• Leakage flows 

Denton [21] presents an in-depth explanation of each listed loss 

source. Despite this categorization, the loss sources are strictly 

dependent one to each other.  

The profile losses are mainly due to the boundary layer devel-

opment on the blade surface. The shear stresses determine an 

entropy generation. The profile losses include:  

• Trailing edge losses  

• Wake mixing losses 

• Shock wave losses 

The trailing edge thickness causes the flow separation on both 

sides of the blade and the consequent downstream wake mixing 

process. The boundary layer and the trailing edge losses cannot 

be avoided but they can be controlled through the blade profile 

shape because they strongly depend on blade surface pressure 

distribution. In addition, a well-design blade profile avoids flow 

separation on the blade surface at the design condition that 

would lead to a relevant entropy rise. Transonic blades are char-

acterized by having additional losses due to shock waves. The 

shock waves, in addition of being an entropy source, interact 

with the boundary layer and this interaction produce further 

losses. In transonic compressors, in operating conditions close to 

stall, the shock wave can cause the complete separation of 

boundary layer on the suction surface. 

The endwall, the secondary flows and the leakage flow losses are 

strictly related. The endwall losses are due to the shear stresses 

inside the boundary layer on the endwall surface that grows 

rapidly along the hub and casing of a compressor. The low-en-

ergy fluid in the endwall boundary layers interacts with the 
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pressure gradient between the pressure and the suction surfaces 

and generates complex swirling flow structures. These secondary 

flows cause an entropy increase due to the mixing with the 

mainstream flow. In addition, they interact with the boundary 

layers on the blade surfaces, potentially causing further loss. 

Koch and Smith [1]  provide a method to predict the loss asso-

ciated with these phenomena. The leakage losses are associated 

with the clearance flows coming from the gap above the rotor 

blade tip and below the stator blade hub. Mixing and shear 

losses are generated by the interaction of leakage flows with 

endwall and the primary flow. Moreover, the leakage flow causes 

blockage, reducing the overall flow capacity of the compressor 

stage and the stable operating range [57]. Loss reduction and 

stability range increment can be obtained by minimizing the 

clearance gap, but the minimum value is normally established 

by manufacturing and mechanical considerations. 

Leakage flows can also be found at the hub section of stator 

rows, if they are built with a cantilever configuration, that is 

used to minimize the weight and to relieve the high diffusion at 

stator hub section. At the same time this layout determines an 

increased blockage and further loss. In addition, leakage flows 

arise from any gaps or seals that are present in the real geometry 

of a compressor, such as shroud cavities. 

The 3D flow structures just described reduce the flow capacity 

due to the additional blockage, decrease work input, and limit 

the operating range. They need to be accounted during the pre-

liminary design to maximise the compressor aerodynamic effi-

ciency. 
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2.1.2 Characteristic curve 
The design of an axial compressor starting from the first defini-

tion of the main parameters must consider not only the perfor-

mance of design point but also the stable operating field. Usu-

ally, the operating range of the compressor is described through 

a series of characteristic curves called speedlines (see Figure 

2.5).  

 

Figure 2.5 – Axial compressor characteristic curve 

The characteristic curve can be defined on a diagram of total 

pressure ratio versus corrected mass flow.  The total Pressure 

Ratio (PR) is defined as the ratio between the outlet total and 

the inlet total pressure of the compressor, while in the industrial 

practice the corrected mass flow definition is the following: 

 𝑚̇ √𝑇01 𝑝01⁄  (21) 

   

These two coefficients are obtained from a dimensional analysis 

of any machines (Buckingham theory) that operates with com-

pressible fluid: 
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 𝛥ℎ0𝑠, 𝜂, 𝑃 = 𝑓(𝜇, 𝑁, 𝐷, 𝑚̇, 𝜌01, 𝑎01, 𝛾) (22) 

   

Using non-dimensional quantities, we obtain: 

 𝛥ℎ0𝑠
𝑁2𝐷2

, 𝜂,
𝑃

𝜌01𝑁
3𝐷5

= 𝑓 (
𝑚̇

𝜌01𝑁𝐷
3
,
𝜌01𝑁𝐷

2

𝜇
,
𝑁𝐷

𝑎01
, 𝛾) (23) 

   

The formula can be rearranged as follows: 

 𝑝02
𝑝01
, 𝜂,
𝛥𝑇0
𝑇0
= 𝑓 (

𝑚̇√𝑅𝑇01
𝐷2𝑝01

,
𝑁𝐷

√𝑅𝑇01
, 𝑅𝑒, 𝛾) (24) 

   

Once the machine size and the fluid characteristics are fixed, 

considering high value of Reynolds number where the perfor-

mances are no longer affect by Reynolds number variation, we 

can simplify the formula: 

 𝑝02
𝑝01
, 𝜂,
𝛥𝑇0
𝑇0
= 𝑓 (

𝑚̇√𝑇01
𝑝01

,
𝑁

√𝑇01
) (25) 

   

The operating line (see Figure 2.5) represents the operational 

points of the compressor during engine acceleration/deceleration 

with a fixed firing temperature. Each speedline presents a con-

stant value of correct rotational speed 𝑁𝑐 = 𝑁 √𝑇01⁄ . Moving on 

a speedline a mass-flow rate reduction corresponds to an incre-

ment of the pressure ratio. Indeed, a decrease in the mass flow 

rate corresponds to a decrement of the absolute velocity 𝐶1 (see 

Figure 2.1). This reduction determines a positive incidence on 

the rotor row that leads to an increase of the blade loading and 

consequently of the pressure ratio. On the contrary a mass flow 

increment generates a negative incidence on the rotor leading 

edge and the consequent reduction of the blade loading.  
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The right limit of each speedline corresponds to the choke con-

dition that occurs when sonic condition is reached on the blade 

throat section and no more flow can pass through the compres-

sor. The choke limit corresponds to the maximum flow rate and 

it grows as the reduced rotational speed increases. In an axial 

compressor stage, the sonic condition is usually reached inside 

the rotor row. 

The left limit is determined by the surge line that separates the 

stable and unstable operating conditions. Moving left to the 

surge line, the additional mass flow reduction determines a high 

variation of the compressor performance due to the following 

phenomena: 

• Compressor stall 

• Compressor surge 

The compressor stall is an operating condition where the inci-

dence angle is excessive and it generates a flow separation on 

the rotor suction side. The blockage caused by the separation 

area increases the incidence on one adjacent rotor blade and 

decreases it on the other one. The blade with the larger inci-

dence will tend to stall. The flow separation on this new blade 

automatically decreases the incidence on the previous stalled 

one and the separation can disappear. In other words, the stall 

will run in the direction in which the incidence is increasing that 

corresponds to the opposite of the rotating speed in the relative 

frame. In the absolute frame it rotates as the rotating speed but 

slower. 
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Figure 2.6 – Rotating stall inception 

The area characterized by flow separation is called stall cell and 

it can be composed by a single blade or a blade group. In gen-

eral, the performance drops and therefore stall is unwanted. In 

case of progressive stall, the drop in performance is quite small 

and the presence is only indicated by a change in noise or by 

high frequency instrumentation. Abrupt stall leads to a large 

drop in pressure rise and flow rate. In both cases the flow is no 

longer axisymmetric but has a circumferentially non-uniform 

pattern rotating around the annulus. The rotating stall is one 

of the several stall that can occurs inside a compressor. Day [58] 

reports in his work an in-depth explanation of the different in-

ception mechanisms and development of the different stall 

types.  

The compressor surge occurs when the overall annulus average 

mass flow varies with time, so that the entire compressor 

changes in phase from being un-stalled to stalled and back again 

[56]. The so-called “deep surge” arises when the flow inside the 

compressor is completely reversed. This process is also un-

wanted and can lead to serious damage (e.g. blade rubbing) due 

to the high transverse load placed on the rotor and casing, be-

cause of the non-axisymmetric nature of surge. However, the 

mechanism of surging in axial compressors is complex and is still 
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not yet fully understood. It is often difficult to distinguish be-

tween both, because one phenomenon could also result in the 

other [59]. Usually frequency is a way to distinguish between 

rotating stall and surge. 

 The axial compressor characteristic curve can be expressed also 

in terms of two other non-dimensional parameter: 

• Flow coefficient Φ 

• Work coefficient ψ 

The flow coefficient is given by the ratio between the axial ve-

locity and the local peripheral speed while the work coefficient 

by the ratio between total enthalpy variation across a compres-

sor stage and the square of the local peripheral speed: 

 𝛷 =
𝐶𝑥
𝑈

 (26) 

   

 𝜓 =
ℎ03 − ℎ01
𝑈2

=
𝐶𝜗2 − 𝐶𝜗1

𝑈
= 𝛷(tan 𝛼1 − tan 𝛼2) (27) 

 

Considering velocity triangles shown in Figure 2.1, the stage 

loading can be rewritten as follows: 

   

 𝜓 = 𝜙(tan 𝛽1 − tan𝛽2) = 1 − 𝜙(tan 𝛼1 + tan 𝛽2) (28) 

   

The Figure 2.7 shows the characteristic curve in terms of ϕ-ψ 

of an axial compressor stage. Considering 𝛼1, 𝛽2 constant, a flow 

coefficient increase determines a reduction in the work coeffi-

cient (see equation (28)). In the ideal case without loss and sep-

aration issue, there is a linear correlation between the flow and 

the work coefficient. The loss sources, already explained in chap-

ter 2.1.1.3, determine a lower value of the work coefficient with 
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respect to the ideal case. The difference between real and ideal 

case increases moving away from the design point (𝜙𝑑) because 

of the variation of the incidence angle. Increasing ϕ, the inci-

dence decreases, and we move towards the choke region, while 

decreasing ϕ the incidence increment determines a greater dif-

fusion on the suction side and consequently we get closer to the 

stall region. 

 

Figure 2.7 – Characteristic curve Φ-ψ of an axial compres-

sor stage 

To reach high compressor performance is essential that all the 

stages operate in the region with high efficiency around the de-

sign point. The matching of the stages will be treated in the 

following chapter. 
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2.1.3 Stage matching 
The stage matching is a really important topic that must be 

taken into consideration during the compressor design. An in-

dustrial compressor consists of many stages, each of which is 

described by its own characteristic curve. Each stage of the com-

pressor must operate with the optimum inlet non-dimensional 

speed and inlet mass-flow 𝑚̇ at the design point that corre-

sponds to the operating condition where the compressor will op-

erate for most of the time. The problem of matching the inlet 

flow requirements of each stage to the outlet flow of the up-

stream one is general to all multi-stage compressors. Neverthe-

less, it is important that the compressor presents high efficiency 

and adequate pressure ratio also during off-design conditions 

where the stages match differently with respect to the design 

condition.  

The compressor flow function F is given by: 

   

 
𝐹 =

𝑚̇√𝑐𝑝𝑇0

𝐴𝑝0
 (29) 

   

Where A corresponds to the cross-sectional area. The cross-sec-

tional area decreases along the compressor to obtain an almost 

constant axial velocity despite the density rise. The issue of op-

erating in different conditions from the design one is that an 

excursion in the flow function at inlet of a stage generally leads 

to a larger excursion at outlet. This because the pressure ratio 

𝑃𝑅 = 𝑃02 𝑃01⁄  depends strongly on the flow function. The ratio 

of inlet to outlet flow functions can be approximated as: 

 𝐹2
𝐹1
=
𝑚2̇

𝑚1̇
𝑃𝑅

𝛾−1
𝛾𝜂𝑝 ≈ 𝑃𝑅−𝑘   𝑤𝑖𝑡ℎ 𝑘 > 0 (30) 
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 𝐹2 ≈
𝐹1
𝑃𝑅𝑘

 (31) 

   

From the previous equation, we can obtain: 

 𝑑𝐹2
𝐹2
=
𝑑𝐹1
𝐹1
− 𝑘

𝑑𝑃𝑅

𝑃𝑅
 (32) 

 

Considering, for example, a 1% reduction of the inlet flow func-

tion of a stage at fixed speed, the pressure ratio will increase 

and the outlet flow function will decrease by more than 1%. 

Similarly, an in-crease in the inlet flow function of the stage will 

produce a larger increase in the outlet flow function. A multi-

stage compressor amplifies the effect of the mismatching because 

of it is multiplied stage by stage. Indeed, the overall pressure 

ratio can be written as: 

 𝑃𝑅𝑜𝑣𝑒𝑟𝑎𝑙𝑙 = 𝑃𝑅1𝑃𝑅2…𝑃𝑅𝑛 

 
(33) 

Where 𝑃𝑅1 is the pressure ratio of the first stage and so on. The 

Figure 2.8 show the overall pressure ratio/flow function charac-

teristic curve together with the characteristic curves of the first 

and the last stage. 

It is immediately clear the mismatch during off design condi-

tions that increases from first to the final stage. The four points 

on the overall compressor characteristic curve represents the fol-

lowing operating conditions: 

• Point a → design point 

• Point b → reduced pressure rise at the design speed  

• Point c → increased pressure rise at the design speed. 

• Point d → reduced rotational speed 
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Figure 2.8 - Overall pressure ratio/mass-flow characteristic 

and characteristic curves for the first and last stage 

The position of point a remain the same on the first and last 

stage characteristic curve. For the point b, the mass flow is 

grown, so the flow coefficient of the first stage (𝜙1) is increased, 

which results in a decrease in 𝜓. This decrease in pressure ratio 

causes a decrease of the density at the entry of the second stage. 

As a consequence the axial velocity increases at the entry of the 

second stage (𝐶𝑥 ↑= 𝑚̇ 𝜌 ↓ 𝐴⁄ ) which increases the flow coeffi-

cient of the second stage (𝜙2). This effect is propagated through 

the compressor till the last stage that corresponds to the point 

b on the bottom right plot in Figure 2.8. The final stage can 

arrive to choke condition by increasing the inlet mass flow. This 

process can be summarized as follow: 

𝜙1 ↑⇨ 𝜓1 ↓⇨ 𝑃𝑅 ↓⇨ 𝜌 ↓⇨ 𝑐𝑥 ↑⇨ 𝜙2 ↑⇨ ⋯ ⇨ 𝜙𝑛 ↑⇨ 𝑐ℎ𝑜𝑘𝑒 
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The point c is characterized by reverse effect of point b. The 

flow coefficient is decreased and so the flow coefficient. The work 

coefficient and the pressure ratio increase. The inlet density of 

the second stage increases leading to a decrease of the axial ve-

locity (𝐶𝑥 ↓= 𝑚̇ 𝜌 ↑ 𝐴⁄ ). As a result, the second stage is charac-

terized by having a lower flow coefficient (𝜙2). This effect is 

propagated through the compressor and can lead to the stall of 

the final stages. This process can be summarized as follow: 

𝜙1 ↓⇨ 𝜓1 ↑⇨ 𝑃𝑅 ↑⇨ 𝜌 ↑⇨ 𝑐𝑥 ↓⇨ 𝜙2 ↓⇨ ⋯ ⇨ 𝜙𝑛 ↓⇨ 𝑠𝑡𝑎𝑙𝑙 

Finally, the effect of a rotational speed reduction is highlighted 

by point d behaviour. The density rise through the compressor 

is reduced below the design value. Consequently, the final stage 

is choked and limits the mass-flow rate. The first stages operate 

with a lower mass-flow rate with respect to the design condition. 

This means that the incidence increases and this can lead to 

stall. 

2.2 Aeromechanical design 
Aerodynamic design is crucial for optimizing the performance 

and stall margin of a compressor. Nevertheless, vibration issues 

may compromise blade-row integrity thus leading to premature 

failures. In light of this, the aeromechanical design is at least as 

important as the aerodynamic ones for proper compressor de-

sign. The aeroelasticity [60] [61] is the discipline that studies the 

interaction between inertial, elastic and aerodynamics forces 

that may occur when an elastic body is invested by a fluid flow.  

Figure 2.9 shows that fluid dynamics, dynamics and structural 

mechanics interact each other when considering aeroelastic phe-

nomena. Collar [62] provides an historical summary of aeroelas-

ticity. 
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Figure 2.9 – Collar triangle 

The two main phenomena of the aeroelasticity are the following: 

• Flutter 

• Forced responce 

Flutter is a self-excited and self-sustained aeroelastic vibration 

caused by the flow unsteadiness around an oscillating blade. In 

turbomachinery, forced response is the aeroelastic matter that 

studies the blade vibrations caused by external unsteady aero-

dynamic forces due to the rotor-stator interaction [24]. In the 

following chapters, the main aeromechanics design aspects will 

be discussed, with a particular focus on the new aspects and 

approaches introduced during this work. 

 

2.2.1 Blade row modeshape and mode families 
The modeshape describes any deformed position that the struc-

ture assumes at the different natural frequencies of the system. 

For turbomachinery blade-row, the different modeshapes can be 

grouped in “family” depending on their deformed shape (i.e. first 
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bending, first torsion, etc.) and the natural frequency.  The 

blade row can be considered “tuned” when all blade + one-pitch 

angular sectors composing the entire wheel are identical in terms 

of geometrical and mechanical properties. This is an ideal con-

dition because the turbomachinery manufacturing is affected by 

uncertainties that lead to small property discrepancies between 

different blade angular sectors of the same row (the so-called 

andom mistuning). If we consider the approximation of tuned 

cyclic structures with N identical sectors, each mode shape fam-

ily consists of n vibration waves of the whole blade-row, named 

nodal diameters which occur by pairs, a cosine and sine modes 

at the same frequency.  

Figure 2.10 shows the cosine and sine mode for ND=3. Nodal 

diameters represent the lines that connect the zero crossings 

symmetrical to the centre. The maximum number of nodal di-

ameters depend on sector numbers: 

• N/2 for an even number of sectors 

• (N-1)/2 for an odd number of sectors 

 

Figure 2.10 – Sine and cosine mode with ND=3 
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The rotating modes are characterized by a pair of traveling 

waves, one forward and one backward, that produce in the iden-

tical sector oscillation with the same amplitude and frequency 

but phase-shifted. The phase is called Inter-Blade Phase Angle 

and it is defined as follows: 

 𝐼𝐵𝑃𝐴 =
2𝜋

𝑁
𝑛 with n ∈  𝑍: −

𝑁

2
< 𝑛 ≤

𝑁

2
 

 

(34) 

where n is the number of nodal diameter and N is the number 

of sectors. The sign of the IBPA determines the wave propaga-

tion direction with respect to the rotational speed: 

• IBPA > 0, the next blade is in phase advance and the 

travelling wave propagates in a backward direction. 

• IBPA < 0, the next blade is in phase delay and the 

travelling wave propagates in a forward direction 

Figure 2.11 shows the frequency curve of the blade alone family 

(red curve) and the disk family (blue curve), as if we consider 

the two component as separate entities. The blade alone curve 

has a constant frequency as a function of nodal diameters. The 

disk alone family is closely linked to the nodal diameter concept, 

in particular the frequency always increases with the nodal di-

ameter. The mechanical connection between blades and disk 

along with the disk stiffness has an important impact on the 

natural frequency of the structure. Fir-tree or dove tail attach-

ments may be used at the root of the blade while rotor blades 

are often welded to the disk or even produced as integral part 

of both disk and blade (blisk). The blade-alone modes are pre-

dominant in terms of natural frequency for disk with high stiff-

ness. When the disk stiffness is low, the rotor and the blade 

mode interact with each other. The purple line shown in Figure 

2.1 shows the typical frequency curve of the first mode of a 
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bladed disk in a cantilever configuration (i.e. blade without any 

type of contact at tip section). 

 

Figure 2.11 – Blade and disk family frequency curve 

The curve trend is given by the combination of the two alone 

modes. With low ND the curve is dominated by disk modes 

while for high ND the curve tends to be constant as the blade-

alone mode become predominant. Mode shapes of a bladed disk 

may be real or complex, which means that both sine and cosine 

shapes are present along the circumferential direction. Figure 

2.12 reports the mode shape displacement contours and the 

modal displacements of three selected points on the blade sur-

face. The polar diagrams on the left shows that the real modal 

displacements are in phase or counter-phase for all the points, 

while the phase shift is different between different points for the 

complex mode as shown on the right.  
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Figure 2.12 - Real and complex mode shape displacements 

 

2.2.2 Flutter 
Flutter is a self-excited and self-sustained aeroelastic vibration 

caused by the flow unsteadiness around an oscillating blade. 

Thus, flutter is usually an asynchronous problem meaning that 

no excitations due to neighbouring blade-rows are needed to 

maintain or magnify the blade vibration. From a physical point 

of view, flutter is an unstable condition of an elastic structure 

immersed in a fluid flow: initially, the vibration starts with small 

amplitudes due to the overall unsteadiness and then, the oscil-

lation amplitude may rapidly increase by the energy exchange 

with the fluid flow, thus leading to structural failure [63]. The 

components which are most affected by this phenomenon in tur-

bomachinery are high aspect ratio blades subjected to high loads 

[64], such as LP stages for an axial compressor. The flutter de-

sign starts with the evaluation of the operating range. The blade 

geometries must be developed with safety flutter margins for all 

the operating range. The second step is the evaluation of the 

average flow around the blade. This is necessary to compute the 

average temperature and pressure distribution on the blade sur-

face because the static stresses have an impact on the mode 

natural frequency. A further step is the evaluation of natural 
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frequency and mode shapes, that strictly depends on the choice 

of the blade material and geometry. The dynamic of the system 

is also affected by the blade-disk connections with the shaft or 

tip shroud and snubbers. Usually, a modal analysis is performed 

to evaluate these aspects. Finally, the aerodynamic work is com-

puted by integrating the unsteady pressure overall the blade 

surface within a single oscillation period. The aerodynamic work 

can be expressed by the following equation: 

 
𝑊𝑎𝑒𝑟𝑜 = ∫ ∫ (−𝑝)𝑛⃗ ∙ 𝑣𝑏⃗⃗⃗⃗ 𝑑𝛴

𝛴

𝑑𝑡
𝑡+𝑇

𝑡

 (35) 

   

where p is the pressure field over the blade, 𝑛⃗   is the surface 

outgoing normal vector, 𝑣𝑏⃗⃗⃗⃗   is the blade velocity during the 

oscillation period, Σ is the blade surface and T is the vibration 

period. The sign of the aerodynamic work determines the aero-

elastic stability. A positive work indicates that the energy flux 

is from flow to blade and therefore the vibration may be ampli-

fied. On the contrary, whether the work is negative, blade is 

transferring energy to flow and the oscillation is damped. The 

different aeroelastic behaviour mainly depends on the local 

phase shifting between unsteady pressure and blade vibration. 

2.2.2.1 Aerodynamic damping estimation 

The aeroelastic stability assessment can be performed also eval-

uating another parameter: the aerodynamic damping. The over-

all damping is defined as the sum of structural damping 𝜁 with 

the critical damping ratio 𝜉. From the aerodynamic work, the 

critical damping ratio can be computed by the following for-

mula: 

 𝜉𝑎𝑒𝑟𝑜 =
−𝑊𝑎𝑒𝑟𝑜
8𝜋𝐸𝑘𝑖𝑛

=
−𝑊𝑎𝑒𝑟𝑜
2𝜋𝑚𝜔2𝐴𝑚

2
=
−𝑊𝑎𝑒𝑟𝑜
8𝜋3𝜈2𝐴𝑚

2
 (36) 
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where 𝑊𝑎𝑒𝑟𝑜 is the aerodynamic work (35), 𝐸𝑘𝑖𝑛 is the blade 

average kinetic energy, m is the modal mass, 𝐴𝑚 is the modal 

amplitude and ν is the vibration frequency. The aerodynamic 

damping in term of logarithm decrement can be evaluated by: 

 𝛿𝑎𝑒𝑟𝑜 = 2𝜋𝜉𝑎𝑒𝑟𝑜 (37) 

   

The damping can be expressed also in terms of amplification 

factor, defined as follows: 

 𝑄 =
1

2𝜉𝑎𝑒𝑟𝑜
 (38) 

When dealing with blade vibration due to flutter, three different 

situations might occur (reported in Figure 2.13): 

a) Damped oscillation  

b) Limit cycle with stable oscillation 

c) Self-increased vibration 

 

Figure 2.13 - Possible situations of blade-row vibration 

The case a corresponds to the stable condition, where the overall 

damping ratio is positive and any oscillation is damped. The 

case b occurs when the overall damping ratio is equal to zero. 

This means that the critical damping ratio is negative with the 

same absolute value of the structural damping. This condition 

is marginally stable which means that in absence of external 



2. Fundamentals of Axial Compressor 

 

45 

driving forces the oscillation amplitude remains constant on a 

so-called limit cycle. HCF blade failure may occur because of 

the high stresses due to the blade vibration. The case c repre-

sents the worst condition, where the blade absorbs energy from 

the flow and its vibration is amplified over time. In this case the 

critical damping ratio is negative and its modulus is greater than 

the structural damping. The structural damping is not easily 

predictable and it may need a dedicated experimental cam-

paigns. For this reason, even if negative values of critical damp-

ing ratio do not necessary lead to a flutter oscillation, a common 

flutter stability criterion is to have positive values for all the 

possible nodal diameters. 

2.2.3 Forced response 
Forced response is the aeroelastic matter that studies the blade 

vibrations caused by external unsteady aerodynamic forces due 

to the rotor-stator interaction [65]. The resonance condition oc-

curs when the forcing frequency coincides with the bladed disk 

natural frequency. All the possible synchronous excitations that 

can excite the blade-disk are called engine orders. The compres-

sor design requirements are to avoid resonance conditions within 

the operating range in order to prevent high cycle fatigue fail-

ures [66]. The forced response design can be summarized in the 

following step: 

• Identify possible sources of excitation 

The main aerodynamic source of excitation is the inter-

action with upstream and downstream rows, in partic-

ular the wakes effect due to upstream blade rows and 

the potential field effect generated by the downstream 

blade row. The excitation frequency is associated with 

the blade passing frequency (BPF) and its higher har-

monics. Exciting force amplitudes are independent from 
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the blade displacements [67].  Excitation force at low 

engine order can also be generated by circumferential 

inlet flow distortion in terms of pressure, temperature, 

and velocity. Tangential flow distortions can be gener-

ated also by rotating stall or injections/extractions that 

lead to resonance conditions. Finally, an unsteady force 

on the rotor row can be caused also by an asymmetry 

in flow-path geometry. The exciting forces can be pro-

duced also by the interactions between mechanical com-

ponents such as gear tooth meshes or rub and blade 

rows. 

 

• Determine operating speed range 

Resonance conditions that occurs out of the operating 

range are not harmful regarding the axial compressor 

life cycle. 

 

• Calculate natural frequencies and mode shapes 

Usually, a modal analysis is performed to predict natu-

ral frequencies and mode shapes. As already said in 

chapter 2.2.2,  it is important to correctly model the 

blade-disk connections because it is not negligible re-

garding the dynamic of the system, 

 

• Build resonance diagram 

The resonance diagram is used to check which unsteady 

forces actually excite the blade rows. It will be discussed 

in detail in chapter 2.2.3.1. 

 

• Determine response amplitudes 

The forced response amplitude does not just depend on 

the force amplitude but on the matching between the 
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unsteady force distribution on the blade surface and the 

mode shape displacements. In this work, the force re-

sponse analysis has been performed with a modal work 

approach (see chapter 2.2.3.4) 

 

• Calculate stress distributions 

The blade stresses are given by the sum between static 

and alternating stresses. The alternating stresses are 

evaluated starting from the forced response results and 

adding the contribute of the overall damping. 

 

• Construct Goodman diagram and determine 

High Cycle Fatigue (HCF) life 

The HCF life assessment (see chapter 2.2.3.5) is the fi-

nal step that determine the goodness of the design. If 

the HCF life is not infinite, a redesign of the investi-

gated blade rows is necessary. 

 

• Conduct strain gaged rig/engine tests to verify 

predicted response amplitudes 

The forced response is not easy to be predicted both in 

terms of amplitude and excited frequencies. The actual 

industrial design tools are not sufficiently accurate re-

garding the forced response analysis.  Considering the 

importance of avoiding blade premature failure, strain 

gaged rig/engine tests must be conducted to verify pre-

dicted response amplitude and also to control unex-

pected blade vibration. 

 

2.2.3.1 Campbell and Interference diagram 

The resonance diagram is a fundamental tool to predict the 

presence of resonance conditions. The Campbell diagram is one 
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of the most used resonance diagrams, and it reports the blade 

eigenfrequencies as function of the rotational speed. An example 

of Campbell diagram is shown in Figure 2.14.  

 

Figure 2.14 - Campbell diagram 

The increase of rotational speed corresponds to an increase of 

the blade temperature and of the centrifugal force. Usually, the 

centrifugal stiffness has a predominant effect respect to the ther-

mal softening due to the higher temperature, so the blade nat-

ural frequencies of a rotor row tend to increase with the rota-

tional speed. The Campbell diagram also reports the curve of 

the engine order excitation frequency and its multiple. It is de-

fined as follow: 

 𝜈𝐸𝑂 =
𝛺 𝐸𝑂

2𝜋
 (39) 
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where 𝜈𝐸𝑂 is the excitation frequency, Ω is the rotational speed 

and EO is the engine order. If a mode curve intercepts the EO 

curve inside the operating range (blue circles in Figure 2.14), it 

means that rotor row natural frequencies coincides with the forc-

ing frequencies and so it corresponds to a resonance condition. 

The Campbell diagram is limited by the fact that it is valid only 

for a single nodal diameter. A bladed disk configuration with 

low disk stiffness can have a relevant change in the eigenfre-

quencies with the nodal diameter number.  

Forcing 

Engine Order 

Aliased 

Engine 

Order 

Perturbation 

direction 

𝑬𝑶 ≤  𝑵/𝟐 𝐸𝑂 Backward 

𝑵/𝟐 < 𝑬𝑶 ≤ 𝑵 𝑁 − 𝐸𝑂 Forward 

𝑵 < 𝑬𝑶 ≤ 𝟑𝑵/𝟐 𝐸𝑂 − 𝑁𝐵 Backward 

𝟑𝑵/𝟐 <  𝑬𝑶 ≤ 𝟐𝑵 2𝑁𝐵 − 𝐸𝑂 Forward 

Table 1 – Aliased engine order for even blade number (N is 

the number of blade sectors) 

Forcing 

Engine Order 

Aliased 

Engine 

Order 

Perturbation 

direction 

𝑬𝑶 ≤ (𝑵 − 𝟏)/𝟐 𝐸𝑂 Backward 

(𝑵 − 𝟏)/𝟐 < 𝑬𝑶 ≤ 𝑵 𝑁 − 𝐸𝑂 Forward 

(𝑵 − 𝟏)/𝟐 < 𝑬𝑶 ≤ (𝟑𝑵 − 𝟏)/𝟐 𝐸𝑂 − 𝑁𝐵 Backward 

𝟑𝑵/𝟐 <  𝑬𝑶 ≤ 𝟐𝑵 2𝑁𝐵 − 𝐸𝑂 Forward 

Table 2 – Aliased engine order for odd blade number (N is 

the number of blade sectors) 

In this case, the Interference diagram, also called “Zig Zag 

shaped Excitation line in the Nodal diameter versus Frequency” 
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(ZZENF) diagram, developed by Wildheim [68] [69], can be 

used. The Interference diagrams also adds the information rela-

tive to the different nodal diameter. It provides the eigenfre-

quencies and engine order versus the nodal diameter number. 

The purpose of the Interference diagram is to identify which EO 

causes the resonance condition for a certain blade-row mode 

family (nodal diameter mode). The Interference diagram is 

based on the following assumptions: 

• The structure has in cyclic symmetry configurations 

• The exiting force is a rotating perturbation (the EO is 

given by the blade number of the excitation row) that 

will excite the structure with a harmonic index equal to 

the aliased engine order 

The aliased engine order can be detected with the formula ex-

plained in Table 1 and Table 2. The perturbation direction has 

been reported with respect to the rotational direction. It is im-

portant because the aerodynamic damping change from forward 

to backward traveling wave and so it will have an impact on 

the system response. The resonance conditions for a rotationally 

periodic structure are when natural frequencies match the fol-

lowing relationship: 

 𝜔𝑛 = (𝑘𝑁 ± 𝑛)𝛺 (40) 

   

with 𝑘 = 0, 1, 2, … , 𝑁. where Ω is the natural frequency, N is 

number of blade sectors and n the nodal diameter. Only inter-

sections at integer values of n lead to resonance. 
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Figure 2.15 – Interference diagram 

An example of Interference diagram built for a 20-blades axial 

compressor row is reported in Figure 2.15. A resonance condi-

tion occurs for the first bending mode family caused on the EO 

= 3 for a given rotational speed. The versus of the grey Zig-Zag 

line indicates the travelling wave propagation direction respect 

to the rotational speed direction. 
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2.2.3.2 Forcing circumferential decomposition 

The unsteady forcing that may excite a blade row can be nu-

merically evaluated through an unsteady CDF analysis. The 

time-varying pressure fluctuation can be decomposed in time to 

extract the harmonic content at a single Engine Order (EO) by 

the following formulation: 

 
𝑃(ℎ) =

1

𝑁𝑑𝑖𝑣
∑ 𝑝𝑡  𝑒

−𝑖ℎ
2𝜋
𝑁𝑑𝑖𝑣

𝑛𝑡

𝑁𝑑𝑖𝑣−1

𝑛𝑡=0

 (41) 

in which h is the time harmonic index (or Engine Order), 𝑝𝑡  is 

the discrete equally-space pressure signal in time and 𝑁𝑑𝑖𝑣  is the 

total number of samples. A preliminary study of the blade un-

steady loading variation along an entire blade-row shows that 

the amplitude distribution of the pressure time-Fourier coeffi-

cients on the blade-row is not constant in the circumferential 

direction (see Figure 2.16). The circumferential variability along 

the entire blade-row suggests that the unsteady forcing is not 

composed by a single rotating forcing but by a more complex 

structure. Also the unsteady lift amplitude (coming from a tem-

poral DFT of the time blade load history) of a single EO pre-

sents a relevant blade-to-blade variation. Figure 2.17 shows the 

unsteady lift amplitude along the same blade row of Figure 2.16. 

This behavior suggests the need for a specific spatial decompo-

sition that follows the concept of blade mode-shape in cyclic 

symmetry. To extract the pressure fluctuation components in 

the cyclic symmetry environment, the resulting complex Fourier 

coefficients 𝑃(ℎ) are spatially decomposed along the circumfer-

ential direction. The time-space Fourier coefficients are ex-

tracted as follows: 

 
𝑃̂(𝑚)
(ℎ) =

1

𝑁
∑𝑃𝑘

(ℎ)
 𝑒−𝑖𝑚

2𝜋
𝑁
𝑘

𝑁

𝑘=1

 (42) 
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in which m is the circumferential order, 𝑃𝑘
(ℎ)

 the discrete time 

Fourier coefficient tangential distribution on blade correspond-

ing surface points and N the blade count. It allows to determine 

the rotating perturbation that will excite the corresponding 

traveling wave mode-shape. 

 

Figure 2.16 - Amplitude of pressure of time Fourier coeffi-

cients on adjacent blade surfaces along the blade-row 

 

Figure 2.17 - Unsteady lift amplitude along the blade-row 
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This approach, that extracts perturbations in space-time (spin-

ning lobes in annular ducts as described by Tyler and Sofrin 

[30]), is usually employed in aeroacoustics where this circumfer-

ential decomposition is performed along the computational grid 

in the annular duct between rows to extract noise components 

in terms of their acoustic power. 

In this thesis, a new approach has been introduced to extract 

the pressure fluctuation components on the blade surface in the 

cyclic symmetry environment. In the present time-space decom-

position, the circumferential DFT is performed on a coarse 

down-sampled (with respect to acoustic analysis) set of only N 

samples taken on each blade at the corresponding axial and ra-

dial position, far circumferentially one blade pitch. Hence, the 

extracted rotating pressure components have a number of lobes 

ranging from (-N)⁄2 to (+N)⁄2 or from (-(N-1))⁄2 to (+(N-

1))⁄2 in case of odd blade count as suggested by the Nyquist’s 

theorem. It is clear how this approach also takes into account 

the aliasing phenomenon experienced by the blade-row when 

excited by a rotating perturbation with a lobe number higher 

than N⁄2. Figure 2.18 provides a visual representation of a pos-

sible excitation scenario, where a rotating perturbation with 16 

lobes, represented by the violet solid line, impinges on a row 

composed by 12 blades represented by the gray radial segments. 

The 12 blades experience a 4-lobe perturbation represented by 

the green dashed-line due to the aliasing phenomenon. The or-

ange dash-dot radial lines highlight the resulting 4 nodal diam-

eters associated with the 4-lobe excitation. 
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Figure 2.18 - Sketch of lobe circumferential pattern and ali-

asing 

The proposed spatial decomposition on “blade-sampled” corre-

sponding N points along the circumferential direction is thus 

able to convert the 16-lobe incoming perturbation in the 4-lobe 

excitation experienced by the blade-row which will finally vi-

brate as a traveling wave with 4 nodal diameters. 

 

Figure 2.19 - Blade-to-blade sketch 
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Therefore, it is essential to evaluate all the possible rotating 

lobes that compose a single engine order perturbation: each 

spinning lobe can be seen as direct or aliased excitations for the 

blade-row. Tyler and Sofrin [30] theory states that rotor-stator 

interactions generate pressure spinning lobes, that are in fact 

acoustic waves, which travel along the machine causing addi-

tional “acoustic excitations” for a given blade-row. The concept 

of Tyler and Sofrin modes is thus employed to decompose the 

overall perturbation. The resulting rotating lobes perturbation 

predicted by theory are included in the improved use of the 

interference diagram to detect any further possible crossing. The 

presented theory is a generalization (with different rotational 

speeds) of the original Tyler and Sofrin formulation and also 

includes propagation effects and further scattering by previous 

or successive blade-rows [70]. The generalized rotor-stator inter-

action theory predicts the generation of rotating perturbations 

with the number of lobes m (circumferential order) and angular 

frequency ω in the different frame of reference (fixed or rotating 

with rotational speed Ω). For instance, with reference to Figure 

2.19, the rotating lobes in the frame of reference of the blade-

row 2 see are characterized by: 

 𝑚2 = 𝑘1𝑁1 − 𝑘2𝑁2 (43) 

 𝜔2 = 𝑘1𝑁1(Ω1− Ω2) (44) 

where N is the blade count and k is an integer value called har-

monic or scattering index [30] and Ω the rotational speed. The 

sign of m is coherent with the 𝜃 direction reported in Figure 

2.19. Such acoustic perturbations travel upstream and down-

stream with different propagating behaviors depending on the 

axial wave number 𝑘𝑥. The 𝑘𝑥 quantity can be real (the corre-

sponding acoustic mode is cut-on) or a complex value (the mode 

is cut-off). Cut-off modes decay as they axially propagate, 
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whereas cut-on waves keep their amplitude unchanged resulting 

more dangerous for aeromechanical and acoustic implications. 

A single spinning lobe changes its frequency when it is seen in 

a different frame of reference as follows: 

 𝜔3 = −𝜔2 +𝑚2(Ω3− Ω2) (45) 

Moreover, the pressure perturbation also experiences successive 

scattering when propagating across other blade-rows. The scat-

tering effect due to a further blade-rows with 𝑁 blades generates 

new sets of rotating perturbations with circumferential order 𝑚𝑠  

related to the fundamental propagating one  𝑚𝑓 by the following 

relations: 

 𝑚𝑠 = 𝑚𝑓  +  𝑘𝑠𝑁𝑠 (46) 

Scattered waves also change their angular frequency with re-

spect to the fundamental one when analyzed in a different frame 

of reference where the scattering occurs. For instance, when 

studying spinning lobe frequencies in the absolute frame of ref-

erence (the statoric frame), stator scattering does not alter the 

fundamental frequency 𝜔𝑓, while rotor scattering generates scat-

tered perturbations with the following new frequencies: 

 𝜔𝑠
abs = 𝜔𝑓 + 𝑘𝑠𝑁𝑠Ω𝑠  (47) 

Vice versa, in the rotor frame of refence, the stator scattering 

produces additional rotating lobes with different frequencies.  

It is thus evident that the scattering phenomenon, due to the 

interaction of Tyler and Sofrin modes with successive blade-

rows, generates a number of additional perturbations potentially 

dangerous for all the blade-rows and deserves to be carefully 

studied during the aeromechanical verification of the design. 
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2.2.3.2.1 Test on reduced domain 

A reduced domain composed by two compressor final stages has 

been simulated to clarify the observed circumferential distortion 

of the unsteady lift amplitude at the analyzed engine order. Ta-

ble 3 reports the three cases under investigation.  

 

 R10 S10 R11 S11 

Case A 80 88 80 88 

Case B 76 88 80 88 

Case C 80 92 80 88 

Table 3 - Reduced domain: case definition 

Case A corresponds to the base case, where rotor and stators 

rows are characterized by the same blade count, respectively. 

The R10 blade count of case B is decreased by four blades with 

respect to case A, while S10 blade count of case C is increased 

by four. The variation in the blade number was selected to have 

in all the cases a common divisor equal to four. This condition 

allows to perform the CFD unsteady simulations with full an-

nulus approach on a quarter of the complete annulus, solving 

all the relevant frequencies and saving computational time and 

cost. The computational setup used for this preliminary analysis 

is the same used for all the unsteady CFD computations and it 

is reported in chapter 3.4.2. Figure 2.20 shows the variation of 

the unsteady lift amplitude of R10 as a function of the blade 

numbering included in the computational domain (1/4 of the 

entire wheel). The investigated frequency corresponds to the 

BPF due to the downstream stator row (88X for case A and B, 

92X for case C). Case C and A present a constant value, while 

case B, that is characterized by having a different blade count 

between R10 and R11, shows a circumferential variation of the 

lift amplitude. 
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Figure 2.20 - Harmonic lift amplitude on R10 

Applying the circumferential DFT to the pressure time Fourier 

coefficients on the blade surface, the contribute of the different 

nodal diameter can be separated. The unsteady forces at 88X of 

case B is composed by the two main contributions which match 

different nodal diameters: ND=12 is excited by the interaction 

between R10 and S10, while ND=8 responds to the upstream 

running wave generated by the Tyler-Sofrin interaction between 

S10 and R11. The sum of two rotating unsteady rotating forces 

at same frequency, but different circumferential pattern leads to 

a variation of the amplitude along the circumferential direction. 

This behavior is easily explained by Figure 2.21 and Figure 2.22, 

that show two simplified cases characterized by the overlap of 

two waves, the first one with the same number of circumferen-

tial order (as for case A), and the second one with a different 

number of m (as for case B). The final wave composed by the 

sum of the two contributions presents a different amplitude 

trend. Figure 2.21 shows a constant amplitude trend since the 

overlap of two waves with the same m is identical along the 

circumferential direction, while the sum of two waves with dif-

ferent circumferential pattern varies with the tangential position 

and  determines a non-uniform amplitude distribution, as shown 
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in Figure 2.22. The decomposed unsteady pressure distributions 

in terms of amplitude and phase for 88X on R10 surface relative 

to case B are reported in Figure 2.23. The upper side of the 

picture corresponds to the contribute that excites ND=8 while 

the lower side the ND=12. Also the unsteady forces at 88X and 

92X of case A and case B respectively are composed by the sum 

of two contributes but they are characterized by the same cir-

cumferential order. In this condition it is not possible to sepa-

rate the two contributions.  

 
Figure 2.21 - Overlap of two sinusoidal waves with the same 

number of nodal diameters 

 

Figure 2.22 - Overlap of two sinusoidal waves with different 

number of nodal diameters 
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Figure 2.23 - Case B: Unsteady pressure amplitude (a) and 

phase (b) ) from time and space decomposition: EO=88X, 

ND=8 (top) and ND=12 (bottom) on R10 

Figure 2.24 shows the variation of the unsteady lift amplitude 

of S10 with the blade number. The trend is constant for case A 

and B, while case C presents a very slight oscillation due to the 

very low contribute of the upstream running pressure wave 

which excites ND=8 and generated by the interaction between 

R11 and S11. 

 

Figure 2.24 - Harmonic lift amplitude on S10 
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The variation of the unsteady lift amplitude of R11 and S11 

(shown in Figure 2.25 and Figure 2.26 respectively) confirms 

that the tangential distortions occur when the blade-rows in the 

same frame of reference have a different count (case B for R11 

and case C for S11). 

 

Figure 2.25 - Harmonic lift amplitude on R11 

 

Figure 2.26 - Harmonic lift amplitude on S11 

The spinning lobes due to Tyler-Sofrin unsteady interactions 

(mainly acting on ND=12 both for R11 and S11) present a rel-

evant amplitude because they are downstream running wave. 

The resulting tangential distortion is clearly visible when the 
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contribute of the Tyler-Sofrin pressure waves has an amplitude 

comparable to the main interaction, as shown in Figure 2.27. 

 

Figure 2.27 - Unsteady pressure amplitude (a) and phase 

(b) from time and space decomposition: EO= 88X with 

ND=8 (top) and ND=12 (bottom) on S11 

In the three cases where the circumferential variation of the un-

steady lift amplitude has been observed, the curve shows indic-

atively a single oscillation. Considering that the plot includes 

only a quarter of the full wheel and the domain is periodic, the 

circumferential distortions is characterized by four lobes along 

the full annulus. The number of circumferential distortions in 

the unsteady lift is related to the difference of the blade number 

in the same frame of reference and it is due to the fact that the 

two rotating waves composing the unsteady forces present the 

same difference in the number of nodal diameters. 

 

2.2.3.3 Improved use of the Interference diagram 

The interference diagram is based on the assumptions that the 

structure is in cyclic symmetry and the forcing function is a 

rotating pressure perturbation (with an engine order given by 

the excitation count) that will excite the structure at a space 
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harmonic index (nodal diameter) equal to the aliased engine or-

der. The coincidence of the excitation frequency and shape of a 

structural mode is graphically identified in the interference dia-

gram through the well-known “zig-zag” line (see Figure 2.15).  

However, a single engine order may include additional spatial 

contents on top of the aliased engine order, due to different ro-

tor-stator interactions associated with the same time harmonic. 

Since the additional spatial harmonics may have sufficient am-

plitude to cause significant blade vibratory responses, it is nec-

essary to capture their presence in the interference diagram with 

the procedure explained below. A simplified rotor-stator-rotor 

example with the count expressed in Table 4 is reported to ex-

plain the overall identification process. 

rotor1 𝑁1 = 13 Ω1 = Ω 

stator1 𝑁2 = 10 Ω2 = 0 

rotor2 𝑁3 = 12 Ω3 = Ω 

Table 4 - Rotor-stator-rotor examples 

With reference to the engine order 10X excitation on rotor2, the 

aliased engine order corresponds to the main interaction de-

tected by the classical use of the interference diagram for sta-

tor1- rotor2 and would excite the nodal diameter equal to 2: 

 𝑚3 = 𝑁2 − 𝑁3 = −2 
                
⇒     𝑁𝐷 = 2 (48) 

where ND positive sign means that this interaction excites the 

forward traveling wave mode-shape. Moreover, also the interac-

tion stator1-rotor1 produces nodal diameter excitations at the 

engine order 10X on the rotor1, that will have an impact also 

on the spatial content of rotor2 at the same 10X engine order 

due to the Tyler-Sofrin modes traveling from rotor1 to rotor2. 

For example, in the rotor frame of reference, the rotor1 experi-

ences at the engine order 10X: 
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 𝑚1
𝑎 = 𝑁2 − 𝑁1 = −3 (49) 

and 

 𝑚1
𝑏 = 𝑁2 − 2𝑁1 = −16 (50) 

These two interactions generate acoustic spinning lobes that 

travel across the stator1 and merge in the engine order 10X on 

the rotor2 and will excite the following forward nodal diameters: 

 𝑚3
𝑎 = 𝑚1

𝑎 = −3   
                   
⇒      𝑁𝐷 = 3 (51) 

 𝑚3
𝑏 = 𝑚1

𝑏 = −16 
𝑎𝑙𝑖𝑎𝑠𝑖𝑛𝑔
⇒      𝑁𝐷 = 4 (52) 

This last interaction is aliased as a 4 nodal diameter excitation 

as already explained in the previous paragraph. In the improved 

use of the interference diagram, the crossings with modes having 

a spatial harmonic index (nodal diameter) coincident with the 

additional spatial content are also considered.  

 

Figure 2.28 - Improved use of the interference diagram 
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In Figure 2.28 the sample rotor2 interference diagram is 

sketched, highlighting a case where the classical use of the in-

terference diagram would not highlight any resonances at the 

considered speed. However, the horizontal projection of the en-

gine order frequency 10X matches a mode that is excited by a 

further circumferential order of the forcing (in this case ND=4 

due to 𝑚3
𝑏) calling for a potential resonance condition. 

In summary, the recognition of additional resonances excited by 

Tyler and Sofrin rotor-stator interactions can be done in two 

steps: 

• step 1 (classical use): determination of excitation fre-

quency through the zig-zag line and check the overlap 

with any modes having harmonic index equal to the ali-

ased engine order  

• step 2 (improved use to account for Tyler-Sofrin 

excitations): horizontal (constant frequency) projec-

tion searching for any modes having a circumferential 

order included in the forcing function at the studied en-

gine order and detectable by the spatial decomposition 

process described in the first part of the Thesis. 

In light of this, the time-spatial decomposition of unsteady forc-

ing at the studied engine order, becomes a key aspect to detect 

any possible resonance conditions on the interference diagram 

taking into account both classical and “Tyler-Sofrin” additional 

crossings. 

 

2.2.3.4 Modal work 

The blade-row forced response is evaluated by means of a nu-

merical approach based on modal work computation. The ap-

proach is valid for resonant conditions and assumes that, at a 
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crossing, the energy associated with the forcing function, ex-

tracted by the abovementioned spatial decompositions is equal 

to the energy dissipated by the overall system damping. Under 

this assumption it is possible to compute a scaling factor that 

can be applied to modal displacements and stresses to obtain 

the actual displacement and oscillating stress. The modal work 

approach determines the maximum energy transfer of a rotating 

pressure perturbation, decomposed on blade corresponding 

points and defined by the circumferential order, applied to the 

correspondent traveling wave mode-shape defined by the nodal 

diameter. The search for maximum value is required to the fact 

that the phase shift between rotating forcing and mode-shape is 

unknown. The work per cycle produced by a sinusoidal force 

during a steady forced vibration must be equal to the energy 

dissipated during one cycle due to the damping force as follows: 

 𝜋𝑑𝐹 sin 𝛼 = 𝜋𝜁𝑑2𝜔 (53) 

where 𝛼 is the phase between force and displacement. It may be 

assumed with sufficient accuracy that this amplitude occurs at 

resonance condition where 𝛼 = 𝜋 2⁄ ,, and so: 

 𝜋𝑑𝐹 = 𝜋𝜁𝑑2𝜔 = 2𝜋𝜉𝑑2𝜔2 (54) 

from which 

 𝑑 =
𝜋𝑑𝐹

2𝜋𝜉𝑑𝜔2
=

𝐹

2𝜉𝜔2
 (55) 

Same conclusion can be drawn for a distributed forcing acting 

on component modal displacements and leading to the modal 

force concept. It demonstrates that the scaling factor for the 

displacements d (and also for the stresses) depends on modal 

force 𝐹𝑚, the total system damping ξ and the square of angular 

frequency ω as summarized in the following formula: 
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 𝑑 =
𝐹𝑚
2𝜉𝜔2

 (56) 

The modal force can be computed by the complex dot product 

between the conjugate of the modal displacement 𝛿𝑚
∗  coming 

from modal analysis in cyclic symmetry and the aerodynamic 

forcing 𝐹𝑎spatially decomposed to match the nodal diameter of 

the mode-shape as follows: 

 

𝐹𝑚 = √[∬ ℑ𝔪[𝛿𝑚
∗ 𝐹𝑎] 𝑑Σ

𝛴

]

2

+ [∬ 𝔑𝔢[𝛿𝑚
∗ 𝐹𝑎]

𝛴

𝑑Σ]

2

 (57) 

 

2.2.3.5 HCF life assessment 

Assessment of the dynamic response amplitudes and stress dis-

tributions are necessary for determining the maximum alternat-

ing stresses and hence evaluating the high cycle fatigue life when 

resonances occur and cannot be avoided [71]. The stress distri-

bution can be obtained with modal work approach or other com-

putational methods. As already shown in chapter 2.2.3, usually 

measurement campaigns are performed at the end of the design 

loop to verify the force response amplitude. The main issue of 

the experimental approach is that the maximum stress locations 

vary with the mode shape family. As a result, several strain 

gauges are needed along the blade surface in order to minimize 

the experimental uncertainty. The amplitude response diagram 

and the Goodman diagram are meant to evaluate response the 

allowable static and alternating stresses of the blade. Figure 2.29 

[72] [73] [74] reports an example of Goodman diagram where the 

steady and alternative stress are reported on the x-axis and y-

axis respectively. The ultimate strength at zero vibratory stress 

and the fatigue strengths at 107 (or more) cycles are the two 

material properties that correspond to the starting point for 
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building the Goodman diagram. The infinite life area is defined 

by the red line that joins these two values. 

 

Figure 2.29 – HCF life assessment 

The fatigue strength distribution may be affected by 3 main 

parameters: 

• Fatigue notch factor 𝑲𝒇 

It is strongly dependent on the bladed disk geometry 

and is related to a stress concentration factor that cor-

responds to the ratio between the maximum steady 

stress to the unnotched steady stress in specific loca-

tions such as notches, holes, fillets, etc .. 

 

• Standard deviation of measured data 

The component material and processing differ between 

components. From the test data it is possible to extract 
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the standard deviation factor that take into account 

this aspect. A minus three sigma 􀀀3 value of fatigue 

strength accounts for 99.865% of all pieces having a fa-

tigue strength greater than this value.  

 

• Temperature 

The ultimate and fatigue strengths are both influenced 

by the material temperature. The material resistance 

decreases as the temperature rises. 

The red line is corrected with the notch factor to consider the 

effect of the first parameter. The green line in Figure 2.29 de-

fines the corrected infinite life area. Finally, a “safety” coeffi-

cient is introduced to consider also the −3𝜎 of fatigue strength 

that reduce the “safe” region to the one delimited by the blue 

line.  The infinite life of the bladed disk is ensured when both 

steady and alternating stresses stay inside the blue triangle (see 

Figure 2.29). 
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3 Numerical methods 

This chapter is aimed at introducing the numerical method and 

the computational setup that have been used during this work. 

The chapter starts with the description of the new CFD steady 

and unsteady design strategy proposed in this work. The second 

part reports the main characteristics of TRAF code, developed 

by the research group led by Prof. Andrea Arnone starting from 

the end of the 1980s. It is the CFD code that has been used for 

all the CFD computations presented in this thesis. The third 

part focuses on the numerical setup of aerodynamic and aero-

damping computations.  

 

3.1 CFD design strategy 
The CFD design strategy concerns the 3D blade design. Figure 

3.1 summarizes the steady and unsteady CFD design strategy 

proposed in this thesis. The rectangles highlighted in red corre-

spond to the additional step respect to the actual industrial ap-

proach. The 3D design process starts with steady computation 

on single stage to match the performance assessed after 1D and 

2D design. Once all the stages have been modified, steady run 

on the whole compressor may be performed. The primary pur-

pose of this step is to verify the matching of the stages at the 

design condition and to apply some modifications to the blade 

geometry when needed. Once the design point is optimized other 

operating conditions are investigated with a particular focus to 

the stall condition. The designer may apply additional refine-

ment to increase the stall margin. The limit of the standard 

approach it the low accuracy of the steady state results, espe-

cially in terms of stall margin prediction. To overcome this issue, 
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the new design strategy provides an additional step that in-

volves unsteady computations on the whole axial compressor 

with a full-annulus approach (see chapter 3.4.2). 

 

Figure 3.1 – CFD design strategy steps 

From an aerodynamical point of view, the unsteady runs guar-

antee an improvement in the result accuracy in terms of perfor-

mance and stall margin (see chapter 4.2), as well as capturing 

unsteady phenomena as rotating stall. From an aeromechanical 

point of view, the extension of the computational domain to the 

whole compressor for unsteady simulations allows one to evalu-

ate all the possible excitation frequencies coming from upstream 

and downstream blade rows and from all the Tyler-Sofrin inter-

actions that happen inside the compressor. This approach per-

mits to evaluate unexpected resonances (see 5.4.2) that appear 
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during compressor validation tests, often calling for painful and 

time-consuming redesigns. 

The unsteady runs, as for the steady ones, first of all provides 

the performance at the design point to confirm the correct pre-

diction of steady results and apply some corrections if needed. 

The next parallel steps consist in the stall margin prediction and 

forced response analysis. If the stall margin results to be lower 

than the design specifications, some blade row may need a re-

design. Considering the large amount of iterations needed dur-

ing the blade redesign, the use of unsteady runs to optimize the 

stage geometry is not compatible with industrial design times. 

This issue can be overcome by extracting the spanwise profile 

of the time-average quantities from the unsteady run of the 

whole compressor at the inlet section of the investigated stage. 

The steady run on a single stage with the inlet profile condition 

taken from time-average quantity of unsteady computations 

guarantees an optimum agreement with unsteady results (see 

chapter 4.2.4). This technique allows to redesign the blade based 

on unsteady results but using a steady approach that keeps low 

computational times and costs. 

The blade design must also consider the mechanical constraints. 

The excitation frequencies of each row must be investigated and 

in case of resonance condition the blade forced response must be 

assessed. The blade spectrum frequency characterized by all the 

BPF (see chapter 5.1) can be extracted from the whole com-

pressor unsteady analysis. A runtime temporal DFT is activated 

during the last period of the URANS computations (when the 

solution is already periodic) to obtain the time Fourier coeffi-

cients. Such coefficients are extracted on the blade surface and 

a dedicated post-processing tool applies a spatial circumferential 
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DFT to extract the pressure fluctuation components in the cy-

clic symmetry environment. The forcing is so divided into ro-

tating pressure waves at the same frequency but with different 

circumferential order. The modal analysis is then performed to 

predict natural frequencies and mode shapes. In this thesis, 

modal analyses of a bladed disk sector in cyclic symmetry have 

been carried out by means of the FEM ANSYS solver. Natural 

frequencies and mode-shapes were used to perform aerodynamic 

damping analyses and modal work assessments. The next step 

consists in determining which unsteady forcing actually excites 

the blade rows. The improved use of the Interference diagram 

(see chapter 2.2.3.3) allows to evaluate resonance condition that 

occurs also at harmonic indices different from the main one, by 

taking into account the contributes of the different nodal diam-

eter that characterizes the exciting forcing. Once the unsteady 

forcing that excites the blade has been selected, the aerodynamic 

damping must be evaluated. Aerodynamic damping simulations 

(see 3.5) are performed with TRAF on a row vibrating in trav-

eling wave manner and the aerodynamic work is directly com-

puted by TRAF during the last blade oscillation period. Finally, 

the forced response analysis is computed by means of the modal 

work tool which takes as inputs blade mode-shape, decomposed 

forcing functions, and damping value to compute on the blade 

surface CFD discretization the scaling factor to be applied to 

modal displacement and stresses. A near point interpolation 

strategy is used to transfer blade mode-shape on the CFD blade 

surface discretization, that ensures a better accuracy for the 

modal force computation. The modal work approach ensures ex-

tremely short computational times with virtually zero computa-

tional cost. If the blade does not satisfy the HCF life assessment, 

the blade needs a redesign. If the exciting force must be revalu-

ated, an unsteady computation on a reduced domain can be 

performed to update the unsteady pressure perturbation on the 
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blade surface. The reduced computational domain must include 

all the blade row that are involved in the generation of the ex-

citing nodal diameter. The unsteady analysis on the whole com-

pressor is necessary to evaluate all the nodal diameters involved 

but once they are selected, the use of a reduced domain is suffi-

cient to correctly predict the investigated unsteady force. 

Once the aerodynamic performance, the stall margin, and the 

mechanical constrains are concurrently satisfied, the 3D design 

process is completed and a final assessment on an engine test 

may be performed to verify the correct design. 

The effective improvement of the result accuracy and of the 

blade response prediction obtained by using this steady and un-

steady CFD strategy will be reported in chapter 4 and chapter 

5 together with its validation. 

 

3.2 TRAF code 
TRAF (TRAnsonic Flow) is the CFD code that has been used 

for all the numerical simulations performed in this work. The 

code is a three-dimensional viscous-inviscid solver developed at 

the University of Florence during a project involving NASA 

(ICASE and ICOMP) and DEF (Department of Energy Engi-

neering “Sergio Stecco” of the University of Florence). The code 

was designed for cascade flow predictions and includes several 

techniques to achieve computational efficiency and accuracy. 

Reynolds–Averaged Navier–Stokes (RANS/URANS) equations 

are mapped in a curvilinear coordinate system [75] [76]. The link 

between the Cartesian coordinate system and the curvilinear 
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one is handled by means of transformation matrices and Jaco-

bian. The turbulence closure models employed in TRAF code 

are the following: 

1. Baldwin-Lomax algebraic model [77] 

2. Baldwin-Lomax algebraic model with Degani-Schiff cor-

rection [78] 

3. Mixing length algebraic model [79] 

4. One-equation Spalart-Allmaras model [80] 

5. One-equation Spalart-Allmaras model with Spalart-

Shur correction [81] 

6. Two-equation k-ω Wilcox Low-Reynolds model [82] 

7. Two-equation k-ω Wilcox High-Reynolds model 1988 

ver. [82] 

8. Two-equation k-ω Menter SST model [83] 

9. Two-equation k-ω Wilcox High-Reynolds model 2008 

ver. [84] 

The spatial discretization is based on a finite-volume approach, 

with the space discretization of the governing equations pro-

vided by starting from an integral formulation without any in-

termediate mapping [85] [86] [87]. The inviscid fluxes may be 

discretized with two different options: 

• 2𝑟𝑑 order cell-centered scheme 

• Roe’s upwind scheme 

For the first one, the flow quantities are computed by a simple 

averaging of adjacent cell-centered values of the dependent var-

iables and then the fluxes can be calculated on each cell face. 

Artificial dissipation terms are included away from the shear 

layer regions to assure stability and prevent oscillations near 

shocks or stagnation points. The physical diffusion associated 

with diffusive terms is generally not sufficient away from the 
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wall to prevent the possible odd-even point decoupling typical 

of cell-centered schemes. Both scalar [85] and matrix [88] dissi-

pation models are available in the code. To minimize the 

amount of artificial diffusion inside the shear layers, these terms 

are weighed with an eigenvalue scaling [89] [90]. As far as the 

upwind scheme is concerned, a higher order of spatial accuracy 

is achieved through a MUSCL (Monotone Up-stream-centered 

Schemes for Conservation Laws) extrapolation scheme (3𝑟𝑑 or-

der spatial discretization). To avoid numerical instabilities, a 

TVD (Total Variation Diminishing) scheme is also applied [91]. 

The system of differential equations is advanced in time using 

an explicit four-stage Runge-Kutta scheme [85]. A dual-time 

stepping method [75] [92] is adopted for time-accurate calcula-

tions and the coupling between consecutive rows is handled by 

means of sliding interface planes. The TRAF code provides four 

different techniques to strongly reduce the computational cost 

and to speed up the convergence [76]. 

• Local time-stepping 

The use of a local maximum available time step leads 

to a faster expulsion of disturbances while adopting the 

time-marching approach. In particular, the local time 

step limit is computed accounting for both the convec-

tive (∆𝑡𝑐) and diffusive ((∆𝑡𝑑)  contributions: 

 ∆𝑡 = 𝐶𝐹𝐿
∆𝑡𝑐∆𝑡𝑑
∆𝑡𝑐 + ∆𝑡𝑑

 (58) 

   

where CFL is the Courant-Friedrichs-Lewy number.  

• Residual smoothing 

TRAF code use implicit smoothing of residuals to in-

crease the stability limit and the robustness of the basic 
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scheme. Lerat [93] introduced this technique in conjunc-

tions with Lax-Wendroff type schemes and later Jame-

son [94] implemented it on the Runge-Kutta stepping 

scheme. For viscous calculations on highly-stretched 

meshes, the variable coefficient formulations of Marti-

nelli and Jameson [89] and Swanson and Turkel [90] 

have proven to be robust and reliable. 

 

• Multigrid 

The idea of multigrid is based on obtaining coarse 

meshes by simply eliminating mesh lines in each coor-

dinate direction from the finer reference mesh, thus 

leading to a convergence speed up. The speed-up of the 

propagation due to the coarse grid leads to a faster ex-

pulsion of disturbances. The procedure is repeated on a 

succession of coarser grids and the corrections computed 

on each coarse grid are transferred back to the finer one 

by bilinear interpolations. Even if more grid levels can 

be adopted, usually the multigrid method is performed 

with a V-cycle on three grids: coarse (4h), medium (2h) 

and fine (h) [95].  

 

• Grid refinement 

The code uses a grid refinement strategy to provide a 

cost-effective initialization of the fine grid solution. The 

Full Multigrid (FMG) procedure is obtained by the 

combined use of grid refinement and multigrid strategy. 

The solution is initialized on the coarser grid level and 

iterated for a prescribed number of multigrid cycles. 

The solution is then passed, by bilinear interpolations, 

to the next finer grid and the process is repeated until 

the finest grid level is reached [96].  
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The convergence evaluation is based on the residual check based 

on the l2 norm, defined as: 

 

𝑄 =
1

𝑁
∑(∑𝑄𝑖

2

5

𝑖=1

)

1
2⁄𝑁

𝑛=1

 (59) 

 

where 𝑁 =  𝑛𝑥 ∙ 𝑛𝑦 ∙ 𝑛𝑧 are mesh cells and the target for conver-

gence is half-order above the machine accuracy (single preci-

sion). 

There are five main types of boundary conditions: inlet, outlet, 

solid walls, periodicity and interface between adjacent rows.  

• Inlet conditions 

The spa-wise distributions of total temperature, total 

pressure and flow angles are imposed at the inlet section 

of the computational domain, while the outgoing Rie-

mann invariant is taken from the interior. 

 

• Outlet condition 

The span-wise distribution of static pressure or a value 

or a value at the casing used to impose a radial equilib-

rium is imposed at the outlet section of the computa-

tional domain. The density and momentum components 

are extrapolated. 

 

• Solid wall conditions 

the pressure is extrapolated from the interior grid 

nodes. The density and total energy are computed using 

no-slip and temperature conditions. The code provides 

two different temperature conditions: adiabatic wall 

and prescribed constant wall temperature. The first one 
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imposes adiabatic condition that are obtained by nulli-

fying the wall temperature gradient in the normal-like 

direction. In the second one the user specify the con-

stant wall temperature as a fraction of the total tem-

perature at the domain inlet section. 

 

• Periodicity condition 

The TRAF code is characterized by adopting one phan-

tom-cell layer for each grid boundary. The periodic 

phantom cell values are used to impose the periodicity 

in circumferential direction from a blade passage to the 

contiguous one. 

 

• Interface condition between adjacent rows 

This treatment of this boundary condition is different 

from steady-state to time-accurate case. The steady-

state case provides the mixing-planes to handle the cou-

pling between adjacent rows. The data are exchanged 

through the common interface plane of consecutive rows 

by an appropriate calculation of phantom cell values, 

keeping the spanwise distribution while averaging in the 

pitch-wise direction. A detailed description is reported 

in chapter 3.4.1. The unsteady analysis handles the cou-

pling between consecutive rows by means of sliding in-

terface planes. The exchange of information between 

adjacent blocks is obtained performing linear interpola-

tions in both the tangential and the radial direction [11].  

The code provides a multi-level hybrid strategy for paralleliza-

tion on CPUs [97]. This scheme is obtained from the OpenMP 

and MPI parallelism. This strategy guarantees to have optimum 

performance in terms of computational time and cost respect to 

usual commercial CFD code.  
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 The TRAF code performs aeroelastic analysis using an uncou-

pled method that will be described in chapter 3.5. The CFD 

code is capable to solve both tuned and mistuned blade row and 

it has been widely validated for aeroelastic computations in 

many previous works [98] [99] [100] [101] [102] [103] [104] [105]. 

 

3.3 Discretization  
The computational grids used in this work for viscous full Na-

vier-Stokes simulations are O-type structured grid obtained us-

ing in-house developed code. An elliptic procedure that solves 

the discretized Poisson equations using a point relaxation 

scheme is used to generate 2D grids.  

 

Figure 3.2 - Rotor blade-to-blade grid 
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Figure 3.3 - Stator blade-to-blade grid 

The grid spacing and orientation at the wall are controlled with 

forcing functions like the one proposed by Steger and Sorenson 

[106]. Viscous grids are obtained from the inviscid grids by add-

ing lines near the wall. The grid spacing was selected to give a 

𝑦+ value lower than 2.0 for the first grid point above the wall. 

This condition allows a proper resolution of the laminar sub-

layer of all the boundary layers located in the computational 

domain due to the presence of solid walls. The 3D mesh (see 

Figure 3.4) is obtained by stacking in the spanwise direction 

different 2D grids. Figure 3.2 and Figure 3.3 shows an example 

of O-type blade-to-blade grids for rotor and stator row respec-

tively used in this work. 
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Figure 3.4 - Stator 3D mesh 

The sensitivity of the converged results to the quality of the 

space discretization was assessed before the production runs. 

The investigation concentrated an intermediate stage of the in-

vestigated axial compressor, as the results discussed in chapter 

4.2 showed a very complex flow field followed by the onset of 

flow separation. Three grid levels were considered with a total 

number of grid points in the range from 8 × 105 to 7 × 106 for 

both stator and rotor rows. The corresponding grids are referred 

to as coarse, medium and fine respectively. Figure 3.5 summa-

rizes the result of the grid sensitivity analysis in terms of stator 

and rotor loss coefficients (see equation (20) 
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Figure 3.5 - Grid sensitivity analysis: rotor and stator loss 

coefficient versus grid size 

Figure 3.5 reveals that the variation of loss coefficient from the 

medium to the fine mesh is, on average, less than 1% for both 

the stator and the rotor rows. Therefore, all the results pre-

sented in this thesis were obtained with the medium mesh, 

which was deemed to give the best compromise between com-

putational effort and grid convergence. The full annulus domain 

for time accurate analyses is composed of about 2000M cells.  

3.4 Aerodynamics computational setup 
In this work steady and unsteady CFD computation have been 

performed to evaluate the axial compressor aerodynamic perfor-

mance. From the unsteady simulations, the unsteady excitations 

have been extracted for the forced response evaluation with the 

modal work approach. In the following chapters the steady and 

unsteady computational setup will be described in detail. 
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3.4.1 Steady analysis 
Steady state analysis has been performed on a single stage and 

on the whole compressor domain. The two-equation 𝑘 − 𝜔 

Menter SST model [30] is the turbulence closure model adopted 

in all the numerical simulations. The flow was assumed as fully 

turbulent and the mesh spacing near the wall allowed wall-inte-

gration and avoid the use of wall functions, while at the inlet 

both turbulence intensity and integral turbulence length scale 

are prescribed. A mixing-plane approach provides the steady 

coupling of rotors and stators. The link between consecutive 

blade rows can be carried out with either a one-dimensional 

characteristic approach or a non-reflecting treatment, as origi-

nally proposed by Saxer and Giles [107], that was adopted here. 

The circumferentially averaged incoming characteristic changes 

are calculated from flux-averaged primitive variables obtained 

at the exit plane of the preceding blade row. The outcoming 

average characteristic change is calculated from the flux-aver-

aged pressure in the inlet plane of the downstream blade row. 

Spanwise cell distributions in coupled domains are matching, 

and the flux-averaging process is carried out at each spanwise 

location, so that radial profiles of quantities are retained. For 

real gas calculations, all the derivatives needed to determine the 

characteristic jumps are evaluated numerically from gas proper-

ties look-up tables.  To these average characteristic jumps, the 

two-dimensional non-reflecting characteristic fluctuations are 

added at each spanwise location, so that a quasi-3D non-reflect-

ing boundary treatment is achieved. This approach is not robust 

in the case the mixing plane intercepts a flow recirculation zone. 

In such a case, the presence of reverse flow is checked at each 

spanwise location, and if a patch of negative meridional velocity 

is detected, the boundary scheme is locally switched to a differ-

ent model that directly passes fluxes resulting in a reflecting but 
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separation-tolerant treatment. An ideal gas model has been 

adopted with the 𝑐𝑝 that varies with the temperature. The clear-

ance region has been directly meshed keeping the nominal clear-

ance dimension. The calculations have been carried out by as-

suming humid air with variable specific heats. 

 

3.4.2 Unsteady analysis 
The computational setup in terms of turbulence model closure, 

gas model and clearance discretization is the same of the steady 

state simulations. The circumferential periodicity conditions are 

imposed using the full annulus approach. This method is the 

most straightforward and accurate, but also the most expensive 

to compute an unsteady solution since a circumferential periodic 

domain must be simulated. The computational domain corre-

sponds to the sufficient number of blades to reach the circum-

ferential periodicity. This condition is verified when the number 

of blades in each row has at least one common divisor, alterna-

tively the entire annulus must be simulated. In order to solve 

all the relevant frequencies, while avoiding modifications in the 

blade count ratio, the time-accurate simulations were carried 

out on a half annulus basis. The sensitivity of the converged 

results to the quality of the time discretization was assessed be-

fore the production runs. The sensitivity analysis to the time 

step was conducted on a subdomain with three rows from stator 

10 till stator 11. The time step was computed by referring to 

stator 11 pitch, the smallest of the three rows considered for this 

test, that was subdivided into 25 steps, case A, 50 steps, case 

B, and 100 steps, case C. The results were analysed in terms of 

the DFT of stator 11 lift coefficient, as a measure of its unsteady 

response. The results summarized in Figure 3.6 indicate that the 

first harmonic is captured by all the three time discretizations, 
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but differences already arise for the second harmonic amplitude, 

indicating that the coarsest time step of case A is insufficient. 

While the intermediate time step, case B, predicts a lower con-

tent of the highest harmonics with respect to case C, it was 

considered sufficient to capture the most relevant unsteady phe-

nomena that are weakly affected by the upper-order harmonics, 

and therefore it was adopted for all the unsteady simulations. 

 

Figure 3.6 - Time-step sensitivity analysis: harmonic lift 

amplitude versus different number of time steps 

The link between subsequent blade rows is achieved via a sliding 

interface approach, as already said in chapter 3.2. A buffer zone, 

characterized by a grid coarsening in the axial direction and 

higher numerical dissipation, is added at the outlet domain to 

avoid undesired numerical reflection of the pressure waves. This 

additional buffer grid at the domain exit acts as an absorbing 

layer, where physical outgoing waves are damped out as a result 

of the grid coarsening. This also reduces the effects of possible 

spurious reflections from the outlet boundary, as they are like-

wise damped while travelling back towards the interior of the 

domain [108]. With this technique, the amplitude of spurious 



3.  Numerical methods 

 

88 

reflection entering the physical domain is negligible compared 

to physical outgoing pressure wave. The hybrid OpenMP/MPI 

parallel version of the TRAF code was used in order to speed-

up the computations.  

The Table 5 shows the costs and computational times for the 

performed simulations using Intel(R) Xeon(R) CPU E5-2670 

with Clock 2.60GHz: 

 Total 

Core 

OMP MPI Computational 

time [hour] 

Single Stage 

Steady 

8 4 2 8 h 

Steady whole 

compressor 

100 4 25 24 h 

Unsteady whole 

compressor 

750 1 750 336 h 

Table 5 – Computational times and costs 

3.5 Aerodamping computational setup 
An uncoupled method has been used in this work for the aero-

dynamic damping computations. This approach is shown in Fig. 

3.4. A FEM modal analysis on the Computational Solid Domain 

(CSD) is performed to evaluate the blade eigenfrequencies and 

mode shapes. At the same time, a steady CFD analysis is per-

formed to obtain the average pressure field on the profile sur-

face. Then, the CSD grid is superimposed on the CFD grid 

trough a roto-translation matrix and by interpolating the values 

on the CFD nodes the mode shapes can be transferred to CFD 

domain. At this point a URANS CFD analysis may be per-

formed applying a harmonic perturbation of CFD mesh to up-

date the coordinates 𝑥; 𝑦; 𝑧 of nodes at each discrete time-step 

overall the oscillation period. 
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Figure 3.7 - uncoupled method outline 

The blade-row vibrates in a traveling wave manner with a con-

stant phase shift between adjacent blade passages and with the 

same amplitude and frequency.  

 

Figure 3.8 - Periodicity conditions for a phase lagged ap-

proach with a general IBPA value 𝝓 [98] 
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The unsteady equations are solved in time on the deforming 

mesh using a dual time-stepping technique until the flow solu-

tion becomes periodic. By performing a temporal DFT on un-

steady flow quantities computed for each discrete time-step, the 

main temporal harmonics of the signal may be obtained.  

A phase-lagged boundary conditions has been used to handle 

periodicity at the circumferential boundaries by means of tem-

poral and spatial Fourier coefficients. As shown in Figure 3.8, 

the computational domain is composed by two passages per row 

to make the approach faster and more robust [98], thus enhanc-

ing the convergence and solution periodicity. Each quantity di-

rectly depends on time, so that a generic solution variable at a 

periodic boundary 𝑓(𝑡) can be expressed by Fourier series in 

time with a finite number of time-harmonic coefficients as be-

low: 

 
𝐴0 =

1

𝑇
∑ 𝑓(𝑡)∆𝑡
𝑁𝑃

𝑗=1

 (60) 

 
𝐴𝑛 =

𝜔

2𝜋
∑ 𝑓(𝑡) sin(𝑛𝜔𝑡) ∆𝑡
𝑁𝑃

𝑗=1

 (61) 

 
𝐵𝑛 =

𝜔

2𝜋
∑ 𝑓(𝑡) cos(𝑛𝜔𝑡)∆𝑡
𝑁𝑃

𝑗=1

 (62) 

 

where 𝐴0, 𝐴𝑛, 𝐵𝑛 are the Fourier series coefficients, n is the 

harmonic number, 𝜔 is the natural pulsation, T is the blade 

oscillation period, NP is the time-step number on the oscillation 

period and t is the time-step. The code stores in memory 𝐴0, 

𝐴𝑛, 𝐵𝑛 constants for a prearranged harmonic number and uses 

it to reconstruct fluid properties through a suitable phase lag. 

An acceleration of the convergence is reached in TRAF code by 
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updating the coefficients even during the oscillation period 

through a moving average scheme. 

Flutter stability is assessed by computing the critical damping 

ratio from the aerodynamic work by means of the Energy 

Method [109]. In this method the aeroelastic stability is esti-

mated by means of the energy transfer between fluid and struc-

ture during one period of blade oscillation. This method is based 

on the assumption that the effects of the aerodynamic forces on 

the structural dynamic properties can be considered negligible. 

It means that the natural frequencies and mode shapes are not 

influenced by the unsteady aerodynamic blade loading. Usually, 

this assumption is completely satisfied because compressor 

blades are typically characterized by having a high mass ratio 

and a significant frequency gap between different eigenmode 

families. As already said in chapter 2.2.2, the unsteady pressure 

is numerically integrated over the blade surface and over time 

to compute the aerodynamic work. The sign of the aerodynamic 

work asses the flutter stability: 

• A positive aerodynamic work means that the energy is 

transferred from the flow to the blade and the vibration 

is amplified over time. 

• A negative aerodynamic work means that the energy 

transfer is from the blade to the flow and so the oscil-

lations are damped. 
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4 Aerodynamic validation 

This chapter illustrates the validation of the steady and un-

steady CFD strategy in terms of aerodynamic performance pre-

diction through a direct comparison with a detailed experi-

mental data set of an 11-stage industrial compressor for Heavy 

Duty Gas Turbine (HDGT). The results shown in this chapter 

are taken from the paper of Burberi et al. [110]. The first part 

describes in detail the test rig, which was also used for aerome-

chanical measurements. The comparison with experimental 

data, reported in the second part, shows how the use of unsteady 

simulation leads to a significantly increase in the result accu-

racy. The difference between the steady and unsteady results 

has been investigated in detail in order to understand how to 

integrate the two approaches. Finally, the single-stage steady 

approach with inlet time-average spanwise profile is validated. 

4.1 Test rig 
The experimental campaign was carried out by Nuovo Pignone 

S.r.l.. The 11-stage axial compressor under analysis is in a design 

space where aero-engines and light industrial gas turbine load 

and flow coefficient parameters are blended to optimize perfor-

mance with a reduced number of stages.  This compressor was 

tested in-house in a dedicated facility driven by a PGT25 [111] 

gas turbine. The full-scale set-up of Figure 4.1 replicates real 

operating conditions and includes bleed ports and extractions 

designed to purge and cool the turbine hot-gas path. 
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Figure 4.1 - Overall test facility 

The compressor was throttled at the inlet to reduce the power 

requirements, while the exit throttle was adjusted to sweep 

across different operating conditions. The compressor was 

equipped with variable inlet guide vanes and two rows of varia-

ble stator vanes. A total of 583 test points across corrected 

speeds in the range 20-108% allowed a full characterization of 

the compressor map. Measurements include inlet, outlet and ex-

tractions mass flow rates, stagnation pressure and temperature, 

with accuracies of 0.85%, 0.05%, and 2°C respectively.  

 

Figure 4.2 - Instrumented stator rows 

The stator rows leading edges are instrumented with stagnation 

pressure and temperature probes, as visible in Figure 4.2, while 

static pressure taps are available at casing upstream and down-

stream each stator row. Figure 4.3 shows a sketch of the 11-
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stage compressor meridional cross section in which the overall 

number of measurements includes shroud static pressures in 22 

axial positions, 118 stagnation pressures, and 106 stagnation 

temperatures along the instrumented stators leading edge, with 

an accuracy of 0.12%, 0.05%, and around 2°C respectively. The 

number of spanwise probes reduces from six in the front rows 

to three in the back rows. Each rotor row tip clearance was 

measured at runtime.  

All the compressor airfoils were instrumented with strain gages. 

The Rotor 7 scrutinized in this thesis (see chapter 5.2) was in-

strumented with two wire resistance strain gages constructed of 

platinum/tungsten alloy placed in the positions and orientations 

shown in Figure 5.7. The gages were attached with a thermal 

spray process, and the grid dimension was 3.18 x 1.57 mm. The 

uncertainty in the position of the gage was ±0.75 mm, while the 

uncertainty in the orientation was ±5 deg. The gages were in-

stalled on different blades. 

 

Figure 4.3 - Meridional cross section of the 11 stage axial 

compressor. 

 

4.2 Measured and predicted stage-by-stage 

speedlines 
Several RANS and URANS analyses have been performed var-

ying the back-pressure, in order to cover the complete speedline 

at Nc=100%. Figure 4.4 compares test data with steady and 
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unsteady results in terms of total-to-total pressure ratio and in-

let mass-flow of the overall compressor. The pressure ratio PR 

is normalized with respect to the measured value at design point 

condition, while the mass-flow rate is normalized with respect 

to the design point value taken from measurements or predicted 

by steady and unsteady CFD. This normalization was chosen to 

directly compare the shapes of the characteristic curve consid-

ering that the predicted mass flow error is less than two percent. 

The stall margin is defined as follow:  

 
(
𝑃𝑅𝑠𝑡𝑎𝑙𝑙 − 𝑃𝑅𝑑𝑒𝑠𝑖𝑔𝑛

𝑃𝑅𝑑𝑒𝑠𝑖𝑔𝑛
)% (63) 

The dotted curve in Figure 4.4 is obtained interpolating the test 

data and it shows a stall margin equal to 19%. A marked im-

provement of the agreement between test data and predictions 

is visible when switching from steady to unsteady computations.  

 

Figure 4.4 - Overall compressor speedline at 100% speed 

(Test, RANS, URANS). 

The curve obtained with steady calculations (thick dashed line) 

presents a lower slope moving right of the design point as com-

pared to the trend of test data. Moreover, the computations 
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have difficulty to converge as soon as the pressure ratio grows 

slightly above the design point and, therefore, the predicted stall 

margin is less than three-five percent. Conversely, the URANS 

prediction shows an improved agreement in comparison with 

experimental data. The computed stall margin, defined above, 

is around 16%, only 3% short with respect to experimental data. 

Still, the predicted speedline slope left of design point is slightly 

flatter than what a simple interpolation of the measurements 

suggests. In order to have a better understanding of the overall 

compressor speedline prediction, Figure 4.5 compares steady 

and unsteady results in terms of stage pressure rise and stage 

inlet through flow velocity at aero design point and for an ad-

ditional condition at lower pressure ratio. The stage pressure 

rise is normalized with respect to the inlet absolute isentropic 

dynamic pressure, while the stage inlet through flow velocity is 

normalized with respect to the through flow velocity at the com-

pressor inlet section. The lower set of curves in Figure 4.5(a) 

refer to PR=0.83 for which steady and unsteady predictions are 

very similar and in good agreements with the measurements. 

Figure 4.5(b) shows only moderate differences in through flow 

velocity at the same PR. On the contrary, at the aero design 

point (upper set of curves and symbols), a clear mismatch arises. 

The steady calculation predicts lower pressure ratio for stage 10 

and 11 with respect to the unsteady results, that in turn are in 

excellent agreement with data. The through flow velocities pre-

dicted by RANS deviate as well from the ones obtained by 

URANS. It is worth noting that at design point RANS and 

URANS predict the same overall pressure ratio but the stage 

work is differently redistributed. In fact, RANS loads stages 4 

to 8 more than URANS to compensate for the lower load of 

stages 10 and 11. A corresponding overall behaviour is visible in 

the through flow velocity. 
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    (a) 

 
    (b) 

Figure 4.5 - Comparison of stage pressure rise (a) and 

stage inlet through flow velocity (b) between steady and un-

steady simulations at ADP and PR=0.83 

The speedlines of stage 8 and 11 in terms of total-to-total pres-

sure ratio and inlet reduced mass flow (quantities are normal-

ized with respect to the operating condition predicted by the 

unsteady analysis at design point) shown in Figure 4.6 confirm 

the results seen so far. The unsteady predictions reveal a good 

agreement with data along the entire operating curve, while the 

steady predictions are unable to reach the left limit neither in 
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terms of reduced mass flow nor in terms of pressure ratio. Re-

markably, for low overall pressure ratio (PR=0.83) both RANS 

and URANS predictions are similar and sit both on top of the 

experimental curve. 

 
   (a) 

 
   (b) 

Figure 4.6 - Measured and predicted speedlines of stage 8 

(a) and stage 11 (b) 



4.  Aerodynamic validation 

 

100 

4.2.1 The spanwise profiles and their impact on 

stage matching 
The strong impact of spanwise profiles of total pressure and to-

tal temperature on stages matching was discussed by Cumpsty 

[56] who described the progressive profile evolution from com-

pressor inlet to discharge. As shown in [13] a time-accurate anal-

ysis predicts spanwise mixing in better agreement with meas-

urement. The steady and time-averaged spanwise distributions 

of total pressure from front-to-back stages of Figure 4.7(a) do 

not show large differences and they are both in excellent agree-

ment with test data for low pressure ratio (PR=0.83), while the 

re-matching of stage loading at the design point is evident in 

Figure 4.7(b).  

 
(a) 

 
(b) 

Figure 4.7 - Total pressure profiles at PR=0.83 (a) and 

ADP (b) at stator inlet (Test, RANS, URANS) 

The effect of spanwise mixing is particularly evident in the dis-

tributions of stagnation temperature reported in Figure 4.8.  

The time-averaged unsteady profiles are smoother and clearly 

in better agreement with measurements than the steady ones, 
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especially near the endwall regions of the back stages. As ex-

pected, the difference grows from front to back of the compres-

sor.  

 
(a) 

 
(b) 

Figure 4.8 - Total temperature profiles at PR=0.83 (a) and 

ADP (b) at stator inlet (Test, RANS, URANS) 

Figure 4.9 compares steady and unsteady spanwise distributions 

of meridional velocity. At PR=0.83 the steady predictions pre-

sent a higher value in the tip region and lower in the hub region 

with respect to the unsteady simulation, as evidenced by the 

black arrows. This suggests that RANS predicts a stronger tip 

flow with a different radial distribution of mass-flow rate. The 

same trend holds at ADP, but only up to stage 8-9, as for the 

back stages the steady state simulations predict a higher block-

age near the tip region and the mass flow tends to be redistrib-

uted towards lower radii compared to the time-averaged results. 
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(a) 

 
(b) 

Figure 4.9 - – Meridional velocity profiles at PR=0.83 (a) 

and ADP (b) at stator inlet (RANS, URANS) 

Such behaviour is related to the tip clearance vortices that cre-

ate a stronger blockage in the casing region in the steady state 

analysis. The mixing plane method may predict unrealistic 

blockage in presence of negative axial velocities from the up-

stream. Thankfully, around the design point the steady simula-

tions show no flow reversal, with only a very small negative 

axial velocity in the tip vortex core leaving stage 9. So, the dif-

ferences between steady and unsteady simulations are not to be 

attributed to a malfunction of the mixing plane. Figure 4.10 

shows the work coefficient (see equation (27)) which is com-

puted by spanwise integration along streamlines. This definition 

provides a physically sound evaluation of such a quantity that 

accounts for the changes in stagnation temperature, peripheral 

and throughflow velocities across the stage. Each spanwise dis-

tributions of work coefficient is normalized with respect to its 

own average value in order to directly compare the profile shape. 

At both PR=0.83 and 1.0 the work coefficient is higher in RANS 
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towards the endwalls and this behaviour contributes to the un-

derestimation of the stall margin by the steady state approach. 

Large discrepancies between steady and unsteady results near 

endwalls are not surprising. 

 
(a) 

 
(b) 

Figure 4.10 – Work coefficient profiles at PR=0.83 (a) and 

ADP (b) at stator inlet (RANS, URANS) 

Streamwise vorticity associated with secondary and tip leakage 

flows is transported downstream of the blade trailing edge and 

interacts with the downstream blade rows. While the time-ac-

curate analysis captures both the transport and interaction phe-

nomena, this is not the case for steady state calculations, where 

the mixing-plane treatment filters out any circumferential dis-

tortion. At PR=0.83 the wavy spanwise shape of the work co-

efficient profile predicted by RANS gradually grows from front 

to back to reach its maximum at stage 11, while the time-aver-

aged unsteady distribution is much smoother all across the com-

pressor. At PR=1, steady and unsteady CFD predict similar 

stage 11 spanwise work coefficient profiles. Still, in RANS this 

is due to a carry-over from the upstream stages as the wavy 
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shape grows from front to back, whereas in the unsteady pre-

dictions only stage 11 shows an uneven spanwise load distribu-

tion. 

 
(a) 

 
(b) 

Figure 4.11 – Absolute flow angle profiles at PR=0.83 (a) 

and ADP (b) at stator inlet (RANS, URANS) 

The stationary absolute flow angle profiles at stator inlet are 

slightly higher at endwalls with respect to the unsteady simula-

tion visible in Figure 4.11, except for the back stages at PR=1.0 

where the differences are more pronounced. This behaviour is 

linked to the steady work coefficient profiles that have higher 

values towards the endwalls, as mentioned above. Until the local 

incidence in the tip region is unable to provoke a flow separation 

on the stator suction side, the steady analysis predicts a stage 

matching that is comparable to the unsteady one (PR=0.83). 

On the other hand, when predicted local incidences are too high 

for the following stator (PR=1.0, stage 9), a flow separation 

occurs on stator row. This generates a snow-ball effect whereby 

subsequent stages are no longer able to work properly.  At de-

sign point, the increase of the flow angle approaching the stator 
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leading edge at tip on the three back stages predicted by RANS 

as opposed to URANS is mainly due to the drop in 𝐶𝑚 at tip 

visible in Figure 4.9. 

The results shown in this chapter suggest that as long as the 

differences in the spanwise profiles are small RANS and URANS 

predict similar stage-matching that fits with the test data. 

When increasing the PR further RANS predicts profiles that are 

the consequence of incorrect stage loadings. 

 

4.2.2 Non-dimensional speedlines 
Figure 4.5 shows that steady and unsteady computations pre-

dict different stage pressure ratios and through flow velocities 

and, in practice, different stage matching. Moreover, at PR=1.0 

the discrepancy is more pronounced than at PR=0.83, indicat-

ing that the level of aerodynamic loading plays a role. In pres-

ence of a significant mismatch, the comparison of steady and 

unsteady predictions at single-stage level may be misleading as 

the same stage would see different operating conditions resulting 

from the different load distributions predicted by the two ap-

proaches.  

A possible strategy to remove the effect of mismatch is to shift 

the comparison between steady and unsteady results at the level 

of non-dimensional characteristic curves for each stage. In this 

section plots of work coefficient ψ(see equation (27)) versus the 

flow coefficient ϕ (see equation (26)) are reported for stages 1, 

4, 8 and 11 (Figure 4.12, Figure 4.13, Figure 4.14 and Figure 

4.15  respectively). The curves are scaled by the unsteady design 

values, which differ from stage to stage.  
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The axes scales are kept the same to highlight the increasing 

levels of off-design from front to rear stages while the overall 

compressor is sweeping the pressure ratio at design speed. At 

design speed the back-end block prevents the front-one from 

deviating too much from its design point. A lower speed would 

be more suitable to explore first stages in a wider range, but 

this is beyond the scope of this thesis. 

 
 

Figure 4.12 - Stage 1 speedline. Steady and unsteady results 

 
 

Figure 4.13 - Stage 4 speedline. Steady and unsteady results 
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Figure 4.14 and Figure 4.15 show that steady and unsteady non-

dimensional speedlines differ more as the flow coefficient de-

creases, while at high flow coefficients the curves show the same 

trend. The same figures also show the different points, corre-

sponding to different ϕ-ψ combinations, at which stages 8 and 

11 are operated according to RANS and URANS for the same 

overall compressor pressure ratio of 0.83 and 1.0. For PR=1.0 

the stationary point sits on a curve that differs from the curve 

that fits to the unsteady points, and this is a proof of the differ-

ent matching of stages as predicted by steady versus unsteady 

runs. For PR=0.83, the corresponding points on solid and 

dashed curve are very close. From this point on increasing ϕ, 

the same good matching is expected. The reason why the agree-

ment between non-dimensional speedlines deteriorates on the 

left must be sought in the increasing level of aerodynamic load-

ing of rotors and stators. In critical regions such as the tip of 

rotors, this stresses the capability of the steady approach that 

might also converge to flow patterns significantly different from 

unsteady predictions. 

 

Figure 4.14 - Stage 8 speedline. Steady and unsteady results 
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Figure 4.15 - Stage 11 speedline. Steady and unsteady re-

sults 

As mentioned in the previous section, the incidence predicted 

by the steady approach might exceed the maximum levels tol-

erated by a given stator or rotor. In this case, the steady runs 

will predict an earlier stall as compared to the unsteady ap-

proach. Other computational problems may occur also at flow 

coefficients higher than the design value where, rather than flow 

separation, shock-waves may arise in the back stages. If this 

happens the back stages may operate in the so-called “fourth 

quadrant” with positive flow coefficients and a net pressure 

drop. Such flow does represent a challenge for steady computa-

tions and an anticipated right limit could be predicted. 

4.2.3 The impact of unsteadiness 
The ability of URANS to capture the unsteady stator-rotor aer-

odynamic interaction is the main driver of its superiority with 

respect to RANS. Such interaction is driven by the periodic im-

pact of incoming wakes on the downstream blades that may 
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delay stall, as documented by Leggett et al. [17] who demon-

strated how both LES and RANS capture this effect, although 

with some differences. Nevertheless, in [17] only the midspan 

section was scrutinized, while the majority of the stall driving 

phenomena arise in the proximity to the endwalls. The current 

simulations revealed how the differences between steady and 

unsteady results are relatively small in the front stages, and 

grow gradually while moving towards back stages, and it is 

around stage 9 where the differences become quite large. 

 
(a) 

 
(b) 

Figure 4.16 - Rotor (a) and stator (b) Fred at design point 
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To determine the possible reasons for the observed differences, 

Figure 4.16 shows the reduced frequency, Fred, defined as: 

 𝐹𝑟𝑒𝑑 =
𝑢

𝑝𝑖𝑡𝑐ℎ−𝑢𝑝𝑠𝑡𝑟𝑒𝑎𝑚
×
𝑐ℎ𝑜𝑟𝑑

𝐶𝑒𝑥𝑖𝑡
 (64) 

   

using values at midspan, as seen by rotor and stator rows at 

design point, where RANS and URANS already predict different 

performances. Notably, 𝐹𝑟𝑒𝑑 is unable to show substantial dif-

ferences between steady and time-averaged unsteady results re-

gardless of the operating point. While the fundamental source 

of deterministic unsteadiness (𝐹𝑟𝑒𝑑) does not seem to be affected 

by the operating point, it is desirable to analyze the airfoil lift 

fluctuation range for three operating conditions to dissect the 

presence of non-deterministic unsteadiness due to the presence 

of local intermittent stall. 

 

Figure 4.17 - DFT of stage 11 rotort (left) and stator 

(right) lift for three operating conditions (PR=1.00, 

PR=1.1 and, PR=1.16). 



4.  Aerodynamic validation 

 

111 

Figure 4.17 shows the DFT of stage 11 rotor and stator lift for 

three pressure ratios, the position of which on the overall and 

single-stage speedlines can be found in Figure 4.4 and Figure 

4.15 respectively. The plots concentrate on the low frequencies. 

The presence of a deterministic unsteadiness that holds approx-

imately constant in the three operating conditions for both sta-

tor and rotor is witnessed by the vertical segments that refer to 

specific harmonics driven by both wakes and potential effects. 

In particular, the black arrows indicate the first harmonic from 

the upstream row. The DFT at PR=1, corresponding to the 

design point, does not show low frequencies that, conversely, 

appear clearly for the two other operating conditions at higher 

pressure ratios. 

     

     

        PR=1.00      PR=1.1          PR=1.16 

Figure 4.18 - Streamlines on the suction side of rotor (top) 

and stator (bottom) of stage 11 for three pressure ratios 

(PR=1.00, PR=1.1 and, PR=1.16). Flow is left to right. 
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The low frequencies are the strongest when moving further to 

the left at PR=1.16. The low-frequency portion of the spectrum 

grows in intensity and the frequency signature widens, a clear 

indication of the onset of a stall.  

To investigate further what was observed in the DFT, Figure 

4.18 shows the streamlines on the suction side of both rotor and 

stator of stage 11 extracted from the time-averaged multistage 

URANS. The plots refer to three operating conditions with in-

creasing pressure ratio from design point. The rotor suction side 

shows a mild hub corner stall the size of which is remarkably 

constant for the three conditions, as well as the flow pattern in 

the proximity to the blade tip. The stator suction side at the 

design point shows a stable secondary vorticity at tip that grows 

in size and spanwise penetration with the onset of a separation 

when moving to higher pressure ratios. This suggests that the 

low frequencies visible in the rotor lift DFT are not caused by 

a local aerodynamic phenomenon, rather they are provoked by 

the back-pressure fluctuations caused by the intermittent sepa-

ration in the downstream stator.  

To determine the relative importance of rotor and stator on the 

onset of this low-frequency unsteadiness, Figure 4.19 shows the 

stator and rotor lift RMS and time-averaged values as predicted 

by URANS for three operating points, in which PR=1 refers the 

nondimensional design pressure ratio. The plot shows how each 

rotor and stator lift grows while moving left approaching the 

stall point, as expected. URANS allows to determine the level 

of lift unsteadiness for the three operating points under investi-

gation. Low levels of RMS are driven by the simple adjacent 

blade rows interaction, but when the RMS level increases this 

is the clear sign of additional unsteadiness driven by local inter-
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mittent separations. While rotor rows are all quite healthy, sta-

tors 5, 8, and 11 show an evident growth of the unsteadiness 

level when moving left of the design point at PR=1.13. Figure 

4.19 shows that RMS grows due to the insurgence of low fre-

quencies, the indication of a local stall, as visible in Figure 4.18 

for stage 11 stator row. 

 
(a) 

 
(b) 

Figure 4.19 - RMS (hollow symbols) and average (solid 

symbols) lift of rotors (a) and stators (b) for three operat-

ing conditions. 

The different trends in the lift RMS are an evident indication 

that the compressor aerodynamic limiting components are the 



4.  Aerodynamic validation 

 

114 

stators. Consider that the higher value of the pressure ratio ex-

amined here cannot be reached by a steady mixing-plane calcu-

lation as the speedline rolls-over for PR < 1.1. 

4.2.4 Single stage steady approach for design 
With a somewhat clearer picture on the growth and propagation 

of unsteadiness, to determine its true impact on the capability 

of a given stage to operate left of design, it was decided to con-

duct a simple numerical test selecting one operating point where 

the unsteady simulations provide a satisfactory statistical con-

vergence and the time-averaged results are in good agreement 

with experiments. Rather than running the full compressor, it 

was convenient to perform the steady simulation of one single-

stage with the boundary conditions coming from the pitchwise-

averaged and time-averaged spanwise profiles of the multistage 

unsteady runs. In particular, pitchwise-averaged and time-aver-

aged profiles of stagnation pressure and temperature, pitch and 

yaw angle, turbulence intensity and frequency were set at inlet, 

while the static pressure distribution was specified at stage exit. 

For the sake of brevity, it will not be rewritten that the input 

profiles are also pitchwise-average. As design iterations are per-

formed stage-by-stage, this test is important to determine if and 

how a single stage run is accurate and reliable enough to drive 

design improvements. To select the single-stage to perform such 

verification, Figure 4.5 shows the stage pressure ratio and inlet 

through flow velocity at midspan predicted by the steady and 

unsteady simulations for the design point and an additional 

point at a lower overall pressure ratio. It was not possible to 

compare steady and unsteady results left of the design point as 

RANS were unable to converge for pressure ratios significantly 

above the design value. 



4.  Aerodynamic validation 

 

115 

 

 

Figure 4.20 - Isentropic Mach number distributions on stage 

11 rotor-stator at three span-heights (5%, 50%, 95%) for 

PR=1 (top 6 figures), and PR=1.1 (bottom six figures). 

While right of the design point steady and unsteady simulations 

substantially coincide, already at design point stage 10 and 11 

show remarkable differences. In particular, Figure 4.5 shows 
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that at design point the steady calculation predicts lower pres-

sure ratios for stage 10 and 11 with respect to the unsteady 

results. The overall steady pressure ratio is reached by a stages 

rematch that grows stage loads above the unsteady results for 

stages 4 to 8. Stage 11 shows the largest difference between 

steady and unsteady results at design point, and therefore the 

unsteady versus steady with time-averaged inlet profile analysis 

concentrated on this stage. Figure 4.20 shows stage 11 isentropic 

Mach number distribution along rotor and stator profiles at 

three span heights for PR=1 and 1.1. The PR=1 plots compare 

the multistage steady predictions with the time-averaged un-

steady and with the single-stage steady calculation with time-

averaged inlet profiles, while at PR=1.1 the multistage steady 

calculations are absent as they do not converge. At design pres-

sure ratio the steady calculation predicts an evident hub block-

age due to a local stall that provokes a migration of the flow 

away from the hub and reduces the incidence at midspan, while 

the unsteady and the single-stage are very well aligned and pre-

dict a more regular spanwise load. The discrepancies fade out 

on the stator, although they are still visible at the hub section. 

This is at variance with what the unsteady calculations show, 

where the rotor is in good shape, while it is stator 11 that stalls 

first (see Figure 4.18). Moving to PR=1.1, stage 1 plots reveal 

only a very marginal deterioration of the agreement between 

multistage unsteady and single-stage steady. This suggests that 

enforcing the time-averaged inlet profiles extracted from the 

multistage URANS to the single-stage RANS is enough to pre-

dict the performance of stage 11. Figure 4.21 confirms this sur-

prising result as, at 𝜙 𝜙𝑑𝑒𝑠 = 1 − 𝑃𝑅 = 1⁄ , the time-averaged 

unsteady performance are almost indistinguishable from the 

steady calculation in which the steady inlet profiles are the mul-

tistage time-averaged inlet profiles, while the multistage steady 
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deviates as illustrated in Figure 4.14 and Figure 4.15. To deter-

mine if this conclusion holds in other operating points the same 

exercise was repeated for few additional points for both stage 8 

and 11 respectively. In Figure 4.21 the agreement between the 

two sets of predictions is good for stage 8, while it slightly de-

teriorates left of the design point for stage 11.  

 

 
Figure 4.21 - Comparison of stage 8 (top) and stage 11 

(bottom) speedlines from multistage unsteady and single-

stage steady 
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Nevertheless, it is remarkable that according to steady multi-

stage CFD, stage 11 could not be operated left of the design 

point, while with the time-averaged inlet profiles this stage re-

mains stable with RANS much longer. This numerical experi-

ment suggests that it suffices to enforce the time-averaged inlet 

profiles with a steady calculation to converge to almost the same 

result of the full multistage unsteady CFD. A closer look at 

Figure 4.7 through Figure 4.11 reveals large differences between 

the steady and time-averaged unsteady spanwise profiles re-

sponsible for the growth of endwall incidence in the steady cal-

culations and the consequent earlier stall. In particular, Figure 

4.22 compares stage 11 inlet and exit profiles extracted from 

multistage RANS and URANS. The analysis of the speedlines 

and of the stage boundary conditions suggests that it is not only 

the unsteadiness per se that keeps the boundary layers attached 

when moving left to the design point, as suggested in [17], but 

rather it is the impact of unsteadiness on the spanwise profiles 

that dictates the operability of each stage. 

 

Figure 4.22 - Stage 11 inlet normalized stagnation pressure, 

P0, and temperature, T0, pitch and yaw angles, and exit 

static pressure profiles extracted from multistage RANS 

(dashed), and URANS (solid). 
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The discussed results can be summarized as follows. The simu-

lations proved how the URANS approach is substantially supe-

rior to RANS, as the latter predicted the stall onset around the 

measured design point, while the former allowed to get much 

closer to the observed left limit. The comparison with the meas-

ured inter-stage stagnation pressure and temperature spanwise 

profiles confirmed the superiority of the unsteady approach, es-

pecially for what concerns the stagnation temperature. The 

match between stages from front to back suggested that steady 

and unsteady computations may give similar overall results, but 

with notable differences in the stage load distribution. The stage 

load distribution was identified as one of the root causes of the 

early stall predicted by RANS as opposed to URANS. To deter-

mine the main driver of URANS superiority, single-stage steady 

runs performed on stage 8 and stage 11 with inlet conditions 

extracted from the time-averaged companion multistage 

URANS suggested that the spanwise profile shapes are the main 

driver for the correct prediction of stage performance and 

match. It is common understanding that in-coming periodic 

wakes may delay compressor blade stall at midspan. Neverthe-

less, as axial compressors operability is generally limited by end-

wall regions, this stabilizing effect may not be as relevant as it 

was thought so far. The simulations, and their match with the 

measured speedline, suggest how unsteadiness is responsible for 

a stage re-match through the deformation of the inter-stage 

spanwise profiles. Therefore, it is possible to conclude that un-

steadiness predicted by URANS does not only delay stall due 

the stabilizing effect of intermittent incoming wakes, rather it is 

responsible for a remodulation of the spanwise profiles that 

guarantees a good match with data, at least for the compressor 
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under investigation. Finally, the single stage steady run analysis 

has implications relevant to the execution of design iterations. 

Design iterations are generally carried out by RANS on single 

stages enforcing fixed inlet and exit conditions to guarantee the 

match with the upstream and down-stream stages. Still, the 

computational results show that multi-stage RANS are unable 

to predict the operating envelope of the compressor, while 

URANS are capable to move much closer to the measured per-

formance and operability. Importantly, single stage RANS ac-

curacy can be largely improved by enforcing inlet and exit 

boundary conditions extracted from the time aver-aged multi-

stage URANS. This suggests that full multistage URANS may 

be used to compute a limited number of operating points of 

interest. These runs provide a set of realistic stage inlet and exit 

profiles, that can be enforced in single stage RANS in the frame-

work of design iterations, although the stage geometry modifi-

cations should not be large enough to provoke a significant de-

parture from the original inlet profiles.    
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5 Aeromechanical validation 

This chapter reports the aeromechanical validation of the 

steady-unsteady CFD strategy. The content of the this chapter 

has been submitted to ASME Turbo Expo 2021 [112] [113]. In 

the first part the numerical results obtained by a modal work 

approach are compared with experimental data focusing on two 

resonances, the first of which is detected by the classical use of 

the interference diagram, while the second one is justified only 

by the improved use. In both cases, the predicted blade re-

sponses are in good agreement with measurements. The second 

part focuses on the impact of clocking on forced response in axial 

compressors taking advantage of the spatial decomposition the-

ory. An extensive numerical study of two final stages of the 11-

stage compressor is reported. 

5.1 Overall compressor results 
The unsteady computation on the whole axial compressor al-

lows, from an aeromechanical point of view, the evaluation of 

the complete blade load frequency spectrum and contains all the 

excitations.  

 
Figure 5.1 - R5 frequency spectrum 
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Figure 5.2 – R8 frequency spectrum 

 

Figure 5.3 – R10 frequency spectrum 

Figure 5.1, Figure 5.2 and Figure 5.3 show the blade load fre-

quency spectrum of R5, R8 and R10 respectively. The unsteady 

lift amplitude and the engine orders are reported on y-axis and 

x-axis respectively. The plot is characterized by having two 

main features: 

• The spectra present relevant contributions at many dif-

ferent frequencies. The engine order number clearly ex-

ceeds those due to interactions with adjacent rows. 
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• Each plot presents several points for each engine order 

and each point corresponds to the unsteady lift ampli-

tude value of a single profile within the blade-row. All 

the engine orders that characterize the frequency spec-

trum show a relevant blade-to-blade variability in terms 

of unsteady lift amplitude. An example is reported in 

Figure 5.4 that shows the blade-to-blade variability of 

unsteady lift amplitude at EO 74X on R8. 

 

Figure 5.4 - Unsteady lift amplitude of EO 74X on R8 

The large number of engine order cannot be evaluated through 

a single stage unsteady computation. Moreover, each unsteady 

forcing is composed by several contributions with different num-

ber of nodal diameters that can excite the blade at different 

operating conditions. This behavior can be observed looking at 

Figure 5.5 (74X on R8) that shows the maximum value of the 

amplitude of the time-space Fourier coefficients on the blade 

surface decomposed into all the possible m that will excite the 

NDs of the blade-row.  The single stage computations can only 

predict the main contribute due to the different count between 

rotor and stator (6). The exciting forcing with ND=-5 and 
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ND=16 are captured only with the whole compressor domain 

simulation. Figure 5.10 (56X on R7) shows that a single engine 

order can be composed of a large number of contributions with 

different circumferential orders. It is definitely clear that the full 

annulus unsteady approach of the whole compressor allows to 

design the blade considering a vast amount of unsteady interac-

tions avoiding unexpected resonance conditions. 

 

Figure 5.5 - Maximum unsteady pressure amplitude of EO 

74X on R8 blade surface vs. circumferential order 

5.2 Forced responce test case 
The numerical CFD approach described in the thesis was vali-

dated with the help of an extensive experimental data set of an 

11-stage axial compressor prototype. The test details and the 

instrumentation described in chapter 4.1 allowed a detailed aer-

odynamic and aeromechanic characterization of the prototype 

multistage axial compressor.  

The resonant response of an intermediate rotor stage (Rotor 7) 

to the engine order excitation of the upstream stator (Stator 6) 

at different rotational speed has been used as validation data. 

Two different resonances that showed a repeatable behaviour 
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across multiple test instances is used as reference test cases. The 

two specific response conditions investigated in different speed 

ramps are summarized in Table 6  

 Case1 Case2 

Rotational Speed (N/Nref) 0.90 1.00 

Normalized Frequency (f/fref) 0.90 1.00 

Corrected mass flow (mc/mc,ref) 0.66 1.00 

Compressor Inlet Pressure (bar) 0.76 0.40 

Overall Pressure ratio (PR/PRref) 0.56 1.00 

Most sensitive gage measured re-

sponse (microstrain) (see Figure 

5.7 for position and orientation) 

300 ±10% 

(gage1) 

85 ±10% 

(gage2) 

Table 6 - Reference R7 responses for validation 

The Case 1 was chosen in order to validate the procedure for a 

typical crossing where the aerodynamic forcing is directly gen-

erated by the wake of the upstream rows. The Case 2 was chosen 

to demonstrate the capability of this approach to find and cor-

rectly predict also unexpected resonance condition (see Figure 

5.6). The airfoil count is included in Table 7, because of their 

influence on forced response results, as shown in chapter 5.4. 

The Rotor 7 interference diagram computed with the assump-

tions explained in section 5.3 is shown in Figure 5.6. The aliased 

engine order corresponding to the Stator 6 count (56) on Rotor 

7 (68) is equal to 12. The case1 observed resonance is clearly 

detected by the standard use of interference diagram, as visible 

by the crossing of the vertical dash-dot line, corresponding to 

the harmonic index of 12, with the case1 frequency that coin-

cides with one resonant mode described by the dotted line.  
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Airfoil Count 

R5 44 

S5 56 

R6 50 

S6 56 

R7 68 

S7 74 

Table 7 - Reference compressor airfoils count 

 

Figure 5.6 - R7 interference diagram 

On the contrary, case2 detected resonance, although lower in 

amplitude, needs a more complex explanation based on the spa-

tial decomposition theory, as it does not immediately appear as 

a risk from the baseline interference diagram. Since there are no 

natural modes with harmonic index equal to the aliased engine 
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order of 12 close to case2 frequency, the measured response must 

be due to a mode with a different harmonic index (nodal diam-

eter). The detailed explanation of the origin of a forcing with 

higher nodal diameters is done in the section 5.4. 

5.3 R7 FEM model 
The FEM computation was not performed directly by the au-

thor of the thesis, but the detail of the FEM model has been 

reported for clarity. The FEM model included a fundamental 

sector of Rotor stage 7, comprising the corresponding portion of 

disk and accounting for cyclic symmetry constraints (see Figure 

5.7); non-linear contact has been assumed to model rotor-disk 

interface. 

 

Figure 5.7 - (a) View of the reference compressor Rotor 7 

bladed disk (b) Reference compressor Rotor 7 gages posi-

tion and orientation (both gages oriented along Y axis) 
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Given the main purpose of the simulation, special attention has 

been paid to capture the major phenomena of whom effects on 

component dynamics are known: pre-stress, geometrical non-lin-

earities and temperature dependent material properties. There-

fore, simulation setup has consisted in a pre-stressed modal anal-

ysis, thus requiring the stress results coming from the static 

computation to be considered into the subsequent modal coun-

terpart, acting on the system stiffness matrix. On gas turbine 

compressor blades, in fact, the contribution of the pre-stressed 

state onto blade dynamics can be significant: combination of 

generally high tensile stresses and slender airfoil geometry often 

leads to measurable variation of blade natural frequencies. 

Geometrical non linearities has represented the second focus of 

the static calculation. Again, slender airfoil aero design being 

operated at high nominal speed can undergo sensible structural 

deformation – especially when characterized by a certain level 

of 3D complexity – which tends to straight the geometry in the 

radial direction and to reduce bending stresses, thus affecting 

component eigenvalues by means of the modal pre-stress. Geo-

metrical non linearities play also a second important role in set-

tling the accuracy of the unsteady pressure mapping process. 

Unsteady pressure distributions coming from CFD calculations 

usually refer to components under operative condition, thus in 

hot temperature state and subject to static pressure and inertial 

loads. A quality structural analysis should then be able to cor-

rectly predict the shape of the component once in its operating 

condition yet starting from its cold shape, usable for production. 

If good accordance is met, the mapping of hot unsteady pressure 

onto an initially cold model will also benefit from the accuracy 

of the map superposition. As last main focus, the analysis has 

accounted for material properties variation over operating tem-

perature. As widely known, material Young Modulus tends to 



5.  Aeromechanical validation 

 

129 

decrease over an increasing temperature, leading to measurable 

drop of the component natural frequencies. 

5.4 R7 results 
The R7 blade-row frequency spectrum is shown in Figure 5.8. 

The unsteady lift amplitude and the engine orders are reported 

on y-axis and x-axis respectively. Also in this case the all the 

engine orders are characterized by a relevant blade-to-blade var-

iability in terms of unsteady lift amplitude.  

 

Figure 5.8 - R7 frequency spectrum (case2) 

As explained in the chapter 2.2.3.2.1, the unsteady lift ampli-

tude blade-to-blade variability in a same blade-row is due to the 

superpositions of two or more rotating unsteady pressure wave 

with the same frequency, but different circumferential patterns. 

Considering that each circumferential order can excite a partic-

ular nodal diameter of the blade-row, the circumferential de-

composition is therefore necessary for the accurate forced re-

sponse assessment.  

As already said, the resonant response of R7 to the engine order 

excitation of the S6 has been investigated. Figure 5.9 shows the 
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blade-to-blade variation of unsteady lift amplitude of the BPF 

56X on R7. The amplitude variation between the minimum and 

maximum value is greater than 100%. This means that the con-

tributes of the different spinning perturbations are not negligi-

ble.  

 

Figure 5.9 - Unsteady lift amplitude of EO 56X on R7 

(case2) 

Applying the circumferential DFT to the unsteady pressure time 

Fourier coefficients on the blade surfaces, the contribution of 

the different circumferential order can be separated. Figure 5.10 

shows the maximum value of the amplitude of the time-space 

Fourier coefficients on the blade surface decomposed into all the 

possible m that will excite the NDs of the blade-row. 

The sign on the ND is referred to the rotational direction of the 

spinning perturbation compared with the rotational speed direc-

tion, in detail: 

• negative value corresponds to forward running forcing 

respect to R7 

• positive value corresponds to backward running forcing 

respect to R7 
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The origin and the spinning lobe circumferential order found 

from the time-spatial decomposition (which will excite the cyclic 

mode-shapes) of the engine order 56X are summarized int the 

following list: 

1. the main interaction between S6 and R7 

𝑚 = 56 −  68 = −12 ⇒  ND = 12 

2. the interaction between S6 and R6 

𝑚 = 56 −  50 = 6 ⇒  𝑁𝐷 = −6 

3. the interaction between S5 and R5 

𝑚 = 56 −  44 = 12 ⇒  𝑁𝐷 = −12 

4. the interaction between S6 and the second harmonic of 

R6  

𝑚 = 56 −  (50 × 2) = −44 
𝑎𝑙𝑖𝑎𝑠𝑒𝑑
⇒     𝑁𝐷 = −24 

5. the interaction between S5 and the rotating distortion 

due to different count between R6 and R5 

𝑚 = 56 −  (50 − 44) = 50 
𝑎𝑙𝑖𝑎𝑠𝑒𝑑
⇒     𝑁𝐷 = 18 

6. the interaction between S6 and the rotating distortion 

due to different count between R7 and R6 

𝑚 = 56 −  (68 − 50) = 38 
𝑎𝑙𝑖𝑎𝑠𝑒𝑑
⇒     𝑁𝐷 = 30 

7. the interaction between S6 and the rotating distortion 

due to different count between the second harmonic of 

R6 and the second harmonic of R5 

𝑚 = 56 − (68 × 2 −  50 × 2) = 30 ⇒  𝑁𝐷 = −30 
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Figure 5.10 - Maximum unsteady pressure amplitude of EO 

56X on R7 blade surface vs. circumferential order and 

nodal diameter (case2) 

5.4.1 Classical crossing results 
As introduced in previous paragraphs, the validation of the 

methodology proposed in the thesis to evaluate the forced re-

sponse is performed firstly for case1 response that is linked to 

the main interaction (S6-R7). The unsteady CFD analysis of the 

complete compressor domain with boundary conditions coherent 

with Table 6 was performed to compute the unsteady pressure 

fluctuation of all the different profiles composing R7 included in 

the computational model. Then the spatial decomposition pro-

cess was applied to extract the proper spinning unsteady pres-

sure component, that will excite the ND=12 rotating in the for-

ward direction. The aerodynamic damping was computed with 

the numerical procedure detailed in section 2.2.2.1: a single row 

unsteady computation with the R7 blade-row which vibrates 

following the ND=12 nodal diameter forward rotating mode 

shape. 
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The comparison between calculated and measured responses on 

gage1 is included in Table 8 and shows a good agreement. 

𝑁𝐷 
Normalized 

Frequency 

Predicted 

Q 

Predicted 

Response 

(gage1) 

Measured re-

sponse 

(gage1) 

12 0.894 594 279.7 303.0 (±10%) 

Table 8 - Case1 response 

The small difference between the numerical prediction and 

measurements could be due to uncertainties linked to effective 

boundary conditions considering that the experimental response 

was measured during a shut-down transient. 

 

5.4.2 Tyler-Sofrin crossing 
Case2 response requires a more complex explanation. Figure 5.9 

shows the maximum amplitude of the time-space pressure Fou-

rier coefficients for each circumferential order on the R7 at the 

56X engine order from the all compressor computation and the 

reduced S6-R7 analysis. This comparison highlights the appear-

ance of additional spatial content with amplitude lower than the 

main interaction, but that should be considered to assess the 

overall blade resonant response risks. The main components and 

the explanation of their generating mechanism are explained in 

section 5.4. The additional nodal diameters are highlighted in 

the R7 interference diagram in Figure 5.11 to detect potential 

resonances in case2 conditions applying the improved use pro-

cedure. 
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Figure 5.11 - R7 interference diagram: improved use to 

highlight crossing with additional modes 

Since case2 excitation frequency is close to the mode natural 

frequencies for the nodal diameters 18, 24 and 30, the resonant 

response is computed for all these three cases, by extracting the 

corresponding unsteady pressure components with the spatial 

decomposition process on the results of the unsteady analysis of 

the complete domain. The modal damping ratio is assumed 

equal to the aerodynamic damping computed with the presented 

method for the corresponding mode-shapes. Table 9 shows the 

comparison between predicted and measured case2 responses.  
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𝑁𝐷 
Normalized 

Frequency 

Predicted 

Q 

Predicted 

Response 

(gage2) 

Measured 

response 

(gage2) 

+18 0.970 742 3.4 

85 (±10%) -24 0.998 969 56.0 

+30 1.008 805 7.7 

Table 9 - Case2 response 

The results suggest that the ND=-24 is most excited mode-

shape mainly responsible for the overall case2 response. The pre-

dicted response value is reasonably close to the experimental 

measurements, demonstrating that Tyler-Sofrin interactions 

propagating along the compressor may have enough amplitude 

to excite airfoils structural modes. 

5.4.3 Reduced domain 
In case of blade redesign the exciting force may be revaluated. 

In that case, an unsteady computation on a reduced domain can 

be performed to update the unsteady pressure perturbation on 

the blade surface.  

 
Figure 5.12 - Maximum unsteady pressure amplitude of EO 

56X on R7 blade surface vs. circumferential order (case1) 
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The reduced computational domain must include all the blade 

row that are involved in the generation of the exciting nodal 

diameter. The inlet boundary conditions are taken from the 

pitchwise-averaged and time-averaged spanwise profiles of the 

unsteady run of the complete domain. The unsteady analysis on 

the whole compressor is necessary to evaluate all the nodal di-

ameters in-volved but once they are selected, the use of a re-

duced domain is sufficient to correctly predict the investigated 

unsteady force. As already said, the classical crossing can be 

evaluated with a two-row unsteady computation (see Figure 

5.11). Instead, the Tyler-Sofrin crossing can be evaluated with 

an unsteady analysis on a reduced domain from S5 to R8.  

 

Figure 5.13 -Unsteady pressure amplitude (a) and phase (b) 

from time and space decomposition (EO=56X and m=24) 

on R7 of full domain and reduced domain computation 

from top to bottom respectively 
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A comparison between full compressor and reduced domain un-

steady analysis is reported in Figure 5.12. The circumferential 

order 24 has similar value between the two cases. Note that all 

the common m have similar values. The circumferential order 

equal to 12, 30 and -32 are not present in the reduced domain 

result because they are all generated by interactions with R5 

that has not been included in the computational domain. Figure 

5.13 shows the unsteady pressure Fourier coefficient in time and 

space distributions on R7 blade surface relative to 56X and 

m=24 in terms of amplitude and phase. The comparison be-

tween the two unsteady approach results shows that the un-

steady forcing predicted by the reduced domain computation is 

quite the same to the ones predicted by entire compressor do-

main computation. The slight difference on the PS appears to 

be relevant only because of the discontinuous transition between 

-180 and 180. 

 

5.5 Clocking effect on aerodynamic forcing 
Given that Tyler-Sofrin interactions propagating along the com-

pressor can excite airfoils structural modes, a clocking analysis 

that take into account the spatial decomposition theory is nec-

essary to investigate the impact of clocking on the additional 

unsteady forcing. 

The literature survey covered in the introduction reveals two 

research branches on clocking, one focusing on performance, and 

eventually on operability, one focusing on aeromechanics. The 

present investigation discusses primarily the aeromechanics im-

plications of clocking as the numerical results revealed a very 

small impact on group performance, at least for back stages.  



5.  Aeromechanical validation 

 

138 

In modern gas turbines axial compressors it is common practice 

to have different stator counts on the two halves of the casing 

to increase scatter and reduce aeromechanics risk. Obviously, 

this practice is not applicable to rotors, that are subject to de-

tailed scrutiny to avoid dangerous crossing. Therefore, when a 

designer is challenged by a dangerous aeromechanic crossing, 

evidenced by the application of the safe diagram, he initiates a 

complex iterative process, often trial-and-error, in which natural 

frequencies are changed by moderate airfoil changes the aerody-

namic impact of which is verified by CFD. The analyses aim at 

understanding if rotor or stator clocking can possibly help in 

reducing the aeromechanic risk, thereby adding more design 

change opportunities for a designer. To make sure clocking can 

really help, the investigation covered both rotor and stator 

clocking, and it extended to two different operating points to 

ascertain the robustness of the conclusions. All the discussions 

and considerations are mainly based on the time-space decom-

position results of the unsteady forcing. 

 

5.5.1 Numerical test case 
The numerical test case, extracted from the 11-stage multistage 

axial compressor, is composed by two final stages typical of an 

industrial gas turbine compressor.  

 R10 S10 R11 S11 

Case A 80 88 80 88 

Case B 76 88 80 88 

Case C 80 92 80 88 

Table 10 - Summary of blade and vane counts. 
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The reduced domain was selected to study the circumferential 

distortions that occur when blade-rows in the same frame of 

reference have different sets of airfoil counts (see chapter 

2.2.3.2.1) and relative tangential position. Table 10 summarizes 

the three investigated cases. The analyses have been performed 

at two speeds, design point with Nc=100%, and an additional 

point at 90%. The tangential position of the row with the same 

count was kept the same in the three different cases. Starting 

from the baseline geometrical position, the clocking effect on the 

aerodynamic forces have been investigated by changing the 

blade tangential position.  

  

Figure 5.14 - R11 clocking positions 

If we consider that the tangential position of the clocking row 

in the baseline case is equal to 𝜗0, two additional tangential 

positions, illustrated in Figure 5.14 for R11, have been consid-

ered, called 𝜗1 and 𝜗2respectively: 

 𝜗1 = 𝜗0 + 
1

3
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The tangential position variation has been always applied to 

R11 for all the three cases under investigation. Case B was fur-

ther analysed by applying the same tangential position variation 

to S11 to determine the impact of stator clocking. As antici-

pated, the analyses with different clocking position of R11 for 

case A have been repeated for a different operating condition, 

characterized by Nc=90%, to determine the impact of operating 

condition on clocking effect. Table 11 summarizes the extensive 

computational analysis performed in this work. 

 

Table 11 - Summary of performed clocking analysis 

The inlet spanwise profiles used for the numerical simulations 

with Nc=100% are taken from the time-averaged spanwise pro-

files of the ADP multistage unsteady runs at the R10 inlet sec-

tion (see [17]). In particular, time-averaged profiles of stagnation 

pressure and temperature, pitch and yaw angle and turbulent 

quantities were set at inlet, while the spanwise distribution of 

static pressure was specified at the outlet section. In order to 

isolate the effect of the different operative points, the inlet con-

dition at Nc=90% was very mildly tuned to guarantee the same 

Case A

Nc=100%

•Clocking R11 ϑ0

•Clocking R11 ϑ1

•Clocking R11 ϑ2

Nc=90%

•Clocking R11 ϑ0

•Clocking R11 ϑ1

•Clocking R11 ϑ2

Case B

Nc=100%

•Clocking R11 ϑ0

•Clocking R11 ϑ1

•Clocking R11 ϑ2

•Clocking S11 ϑ0

•Clocking S11 ϑ1

•Clocking S11 ϑ2

Case C

Nc=100%

•Clocking R11 ϑ0

•Clocking R11 ϑ1

•Clocking R11 ϑ2
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incidence on R10 of Nc=100% case. The stagnation temperature 

and pressure profiles have been obtained by scaling the spanwise 

distributions on the inlet average value of Nc=90% according to 

an internal meanline tool prediction. 

5.5.2 Clocking results 
This section concentrates on the clocking effect of the first blade 

passing frequency. The results are expressed in terms of two 

main quantities: 

• The unsteady lift amplitude, that corresponds to the 

amplitude of the lift Fourier coefficients in time at se-

lected frequencies extracted over one numerical period 

(1/4 revolution). 

• The unsteady pressure distribution on blade surface in 

terms of amplitude and phase of pressure Fourier coef-

ficients in time and space that determines the forcing 

shape on the airfoil surface at a given nodal diameter. 

In the following result discussion, the spatially decomposed ro-

tating forcing (usually defined by the circumferential order) are 

identified in terms of nodal diameter notation (as used for the 

traveling wave mode-shapes) for the sake of simplicity. With 

this notation, unsteady forcing with positive nodal diameters 

rotates forward with respect to the rotational speed, while neg-

ative nodal diameters describe backward forcing. 

 

5.5.2.1 Impact on performance 

As anticipated, the computed impact of clocking on performance 

was found to be small. The variation of time-average lift ampli-

tude was lower than 0.5% for all the computed cases, and the 

corresponding impact of performance was evaluated in terms of 
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stator and rotor kinetic loss coefficients (see equation (20)). Fig-

ure 5.15 and Figure 5.16 show the kinetic loss variation with 

respect to the baseline clock 𝜗0 of case A with R11 clocking and 

case B with S11 clocking. The plots reveal an up-down trend 

from R10 to S11 worth around +/-1% of the baseline kinetic 

loss. The same figures show the overall efficiency of this hypo-

thetical two-stage compressor. This is computed as the cumula-

tive total-to-total efficiency 𝜂𝑡𝑡 and proves that the positive and 

negative effects almost entirely cancel out, as the symbols cor-

responding to the three clocking positions hardly move from 

unity. As observed by Huang et al. [41] CFD tends to underes-

timate by a factor 2 the impact on performance as compared to 

experiment. Still, the detailed analyses of Jia et al. [44] and 

Mueller et al. [45] showed very small performance impact, as 

confirmed by the present investigations when looking at group, 

and not a single row, efficiency. Therefore, the remainder of this 

thesis does focus on the aeromechanics impact of clocking, as 

this may affect the structural integrity of the compressor. 

 

 

Figure 5.15 - Kinetic loss variation respect to case 𝝑𝟎 of 

case A with R11 clocking 
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Figure 5.16 - Kinetic loss variation respect to case 𝝑𝟎 of 

case B with S11 clocking 

5.5.2.2 Case A - R11 clocking 

This section discusses the results of R11 clocking on the airfoil 

count of case A. The first part 5.5.2.2.1 shows that the clocking 

position has a relevant effect on the unsteady lift amplitude. 

The second part 5.5.2.2.2 shows that the optimum clocking po-

sition changes with the operating condition, as already noted for 

other gas turbine components (see [39]). As a result, it is not 

possible to find a unique clocking position that minimizes the 

unsteady force for all the points of interest in the operating 

range. Salontay et al. [49] observed a similar behaviour. There-

fore, the optimization of the clocking position for aeromechani-

cal purposes is very tricky and could be done only on specific 

operating conditions where the crossings appear  most danger-

ous and would require, at the same time, a verification for the 

rest of operating points in terms of forcing amplitude and dis-

tribution. 
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5.5.2.2.1 Nominal speed (100%) 

The tangential position of R11 changes as described before and 

the unsteady calculations are performed at Nc=100%. Figure 

5.17 shows the R11 unsteady lift amplitude at stator BPF (88X) 

with the three different clocking positions. The figure shows that 

the unsteady lift amplitude is constant across all the 20 adjacent 

airfoils of R11 included in the unsteady simulations. 

 

Figure 5.17 - Unsteady lift amplitude on R11. 

The different tangential positions provoke a relevant variation 

in the unsteady lift amplitude. The concerted action of Tyler-

Sofrin interaction between R10-S10 and the classical interac-

tions S10-R11 and R11-S11 that produce the overall forcing at 

the BPF (88X), varies with the R11 tangential position because 

of the changes in the relative phase of the pressure waves with 

same nodal diameter coming from different sources. In fact, the 

overlap of two contributions can be constructive or destructive 

depending on their relative phase. Figure 5.18 and Figure 5.19 

explain this with a simplified case characterized by three waves 

with the same number of nodal diameters but different relative 

phase. The final wave is the superimposition of the three con-

tributions and show a different amplitude depending on the rel-

ative phase. The case 1, which corresponds to Figure 5.18, shows 
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the maximum amplitude since the three waves with zero relative 

phase add up constructively, while the amplitude of case 2 in 

Figure 5.19 is lower because the relative phase shift produces a 

destructive effect. The amplitude of the final wave is lower than 

the amplitude of the single wave with ND 8 generated by the 

single S10-R11 interaction. 

 

Figure 5.18 - Case 1: Overlap of three sinusoidal waves with 

the same number of nodal diameter and same phase 

 

Figure 5.19 - Case 2: Overlap of three sinusoidal waves with 

the same number of nodal diameter and different phase 
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The spatial decomposition of the unsteady pressure distribution 

on the blade surface, obtained by applying a spatial DFT in the 

circumferential direction, shows that the 88X has a single ND 

content equal to 8. Unfortunately, it is not possible to separate 

the contributions from the three different sources as they have 

the same ND number. Figure 5.20 shows the unsteady pressure 

Fourier coefficient in time and space distributions on R11 blade 

surface relative to 88X and ND=8 in terms of amplitude and 

phase with three different clocking position of R11. The three 

positions give different surface distribution both in terms of am-

plitude and phase. The magnitude and, most importantly, the 

position of the maximum pressure amplitude vary with the 

clocking position.  

 
Figure 5.20 - Unsteady pressure amplitude (a) and phase 

(b) from time and space decomposition (EO=88X and 

ND=8) on R11 with clocking position 𝝑𝟎, 𝝑𝟏 and 𝝑𝟐 from 

top to bottom respectively 
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Considering that the forced response results do not only depend 

on the unsteady force amplitude, but also on the matching be-

tween unsteady force distribution and the mechanical mode 

shape, the selection of an optimal clocking position for the entire 

airfoil pressure may be very tricky, or practically impossible. 

The effect of R11 clocking on R10, that have the same airfoil 

count, is shown in Figure 5.21. The variation of unsteady lift 

amplitude is larger than 100% with respect to the baseline clock-

ing ϑ0. This result highlights the fact that clocking position may 

also affect the unsteady forces on the upstream rows.  

 

Figure 5.21 - Unsteady lift amplitude on R10 

This also indicates that the upstream running pressure wave due 

to the Tyler-Sofrin interaction between S10-R11 is not negligi-

ble, and its effect can also be observed when looking at the un-

steady pressure distribution on R10 blade surface (see Figure 

5.22) where the configurations with clocking ϑ1 and ϑ2 present 

different amplitude and phase distributions. The clocking posi-

tion of R11 therefore has an impact on the forced response as-

sessment of both rotors. 
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Figure 5.22 - Unsteady pressure amplitude (a) and phase 

(b) from time and space decomposition (EO=88X and 

ND=8)  on R10 with clocking position 𝝑𝟐 (top) and 𝝑𝟏 (bot-

tom) 

The rotor clocking positions investigated here appear to modify 

the unsteady force not only on rotor rows but also on stator 

rows.  

 

Figure 5.23 - Unsteady lift amplitude on S10 
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Figure 5.24 - Unsteady lift amplitude on S11 

Figure 5.23 and Figure 5.24 show the unsteady lift amplitude 

on S10 and S11 respectively. S11 presents a variation greater 

than a factor 2 from clocking ϑ0 to clocking ϑ1. As a result, the 

search for a unique optimal clocking position may be even more 

challenging when trying to find a solution that holds valid across 

different operating points. 

 

5.5.2.2.2   Off-design speed (90%) 

An important aspect that must be evaluated is how the clocking 

effect changes with different operating conditions across differ-

ent compressor speedlines. As indicated by Salontay et al. [49] 

for axial compressors, optimal clocking position may vary along 

the speedline, while Vazquez et al. [39] observed similar difficul-

ties for low pressure turbines. Therefore, the results discussed in 

this section are related to Case A at Nc=90% once again modi-

fying the tangential position of R11 as done in the companion 

Nc=100% case. Figure 5.25, Figure 5.26, Figure 5.27 and Figure 

5.28 show the variation of the unsteady lift amplitude from 

Nc=100% to Nc=90% by comparing the unsteady lift plots for 

the four airfoil rows. The trends of unsteady lift amplitude 
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across baseline and ϑ1 and ϑ2 configurations change quite sub-

stantially when moving to a different operating point. Figure 

5.25 clearly demonstrates that for R10 the clocking positions 

associated with the minimum and maximum unsteady lift 

change when moving from Nc=100% to Nc=90%. For instance, 

at Nc=100% ϑ2 shows the minimum amplitude, that becomes 

the maximum amplitude among the three clocking positions at 

Nc=90%. 

 
Figure 5.25 - Unsteady lift amplitude on R10 with 

Nc=100% (a) and Nc=90% (b) 

 
Figure 5.26 - Unsteady lift amplitude on S10 with Nc=100% 

(a) and Nc=90% (b) 



5.  Aeromechanical validation 

 

151 

 
Figure 5.27 - Unsteady lift amplitude on R11 with 

Nc=100% (a) and Nc=90% (b) 

 
Figure 5.28 - Unsteady lift amplitude on S11 with Nc=100% 

(a) and Nc=90% (b) 

Observe that the configurations with maximum amplitude for 

S10 and S11 are the same in both operating conditions (see Fig-

ure 5.26 and Figure 5.28). The same conclusion holds for the 

configuration with minimum amplitude of R11 (see Figure 5.27). 

From this set of plots, it is clear that the blade rows present 

different trends of the unsteady lift amplitude with the operat-

ing conditions. Consequently, it is not possible to identify a 

unique clocking position that minimizes the unsteady force 
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across different speedlines. This conclusion is confirmed by look-

ing at the unsteady pressure distributions on blade surfaces. 

Figure 5.29 and Figure 5.30 prove that the surface unsteady 

pressure shapes with the same clocking position of both R10 and 

R11 change substantially when moving from Nc=100% to 

Nc=90%. The differences are significant in terms of both ampli-

tudes and phase, and this suggests that they may result in a 

different mode-shape excitation across different speedlines. 

Therefore, the clocking position that minimizes the forced re-

sponse at the design condition, Nc=100%, cannot guarantee 

that it will not determine a further resonance condition in off-

design operation with another mode family, here at Nc=90%.  

 

Figure 5.29 - pressure amplitude (a) and phase (b) from 

time and space decomposition (EO=88X and ND=8)  on 

R10 with Nc=100%  (top) and Nc=90% (bottom) with R11 

clocking position 𝝑𝟏 
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Figure 5.30 - pressure amplitude (a) and phase (b from 

time and space decomposition (EO=88X and ND=8)  on 

R11 with Nc=100%  (top) and Nc=90% (bottom) with R11 

clocking position 𝝑𝟏 

Furthermore, the clocking position does also affect the ampli-

tude and shape of the unsteady pressure on both rotors and 

stators.   

 

5.5.2.3 Case B - R11 clocking 

As already highlighted in chapter 2.2.3.2.1, the circumferential 

distortions of the unsteady lift amplitude are due to the sum of 

two, or more, rotating unsteady forces that have the same fre-

quency, but have different circumferential patterns, or nodal di-

ameters. The results discussed in this section concentrate on 

Case B with Nc=100%, i.e. nominal operating conditions, while 

changing the tangential position of R11 in order to investigate 

the clocking effect on the non-uniform unsteady lift distribution 

on adjacent blade rows.  Figure 5.31 shows that the clocking 
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position of R11 does not change the circumferential distortion 

shape of the unsteady lift amplitude on R11 itself but it only 

causes a shift of the unsteady lift curve in the tangential direc-

tion. In other words, this shows that the minimum and maxi-

mum unsteady lift do not change their relative magnitude, but 

they occur on different blades. Recalling the results of the pre-

vious section on case A, it is clear that the composition of dif-

ferent acoustic spinning lobes at the same frequency and same 

nodal diameter leads to a constant value of the overall unsteady 

lift amplitude which is affected by clocking position. In this case, 

the composition of spinning lobes with different nodal diame-

ters, always at the same frequency, produces a non-uniform un-

steady lift distribution on adjacent blades and the clocking po-

sition only shifts this distribution tangentially. 

 

 
Figure 5.31 - Unsteady lift amplitude on R11 with 

Nc=100% of case B 

In this case as well, the observed behaviour can be explained 

with the help of Figure 5.32 and Figure 5.33, that show a sim-

plified case characterized by two waves with different number 

of nodal diameters, 8 and 12, and relative phase. The final wave 

composed by the sum of the two contributions presents the same 
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amplitude distribution but shifted tangentially. Indeed, the four 

peaks that characterize the pressure amplitude distribution of 

the “Mode sum” (see dashed line of the bottom diagram in both  

Figure 5.32 and Figure 5.33)  have the same amplitude but dif-

ferent angular position. 

 

Figure 5.32 - Overlap of two sinusoidal waves with different 

number of nodal diameter and relative phase 𝝋𝟎 

 

Figure 5.33 - Overlap of two sinusoidal waves with different 

number of nodal diameter and relative phase 𝝋𝟏 

This latter feature is confirmed when applying the circumferen-

tial DFT to the pressure Fourier coefficient in time on the blade 
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surface. This allows to separate the contribution of the different 

nodal diameters. In fact, the main contributions that compose 

the unsteady forces associated to 88X for case B are character-

ized by ND=8 and ND=12. Figure 5.34 and Figure 5.35 illus-

trate the unsteady pressure distribution on R11 blade surface 

relative to ND=8 and ND=12 respectively for the two clocking 

positions that depart from the baseline. When looking at ND=8 

decomposition in Figure 5.34, it is immediately clear that the 

amplitude distribution is the same on both the pressure and 

suction sides for the two different clocking positions. Conversely, 

the phase angle distributions have substantially the same shape 

but with a constant phase-shift. Note that the ND=8 is gener-

ated by the cross interactions between R11 with S10, and R11 

with S11. This leads again to an equal distribution of amplitude 

but a different phase because R11 is not in the same tangential 

position when switching to different clocking positions. 

When looking at ND=12, the amplitude and phase of the de-

composed pressure distribution are again practically the same 

because the disturbance is generated by the interaction between 

R10 and S10, and R10 and S11 (the slight difference on the SS 

appears to be relevant only because of the discontinuous transi-

tion between -180 and 180). The sum of these two interactions 

with ND=8 and ND=12, generate again the same unsteady lift 

distribution on the blade row, but in a different tangential po-

sition due to the phase shift of ND=8. Considering that the 

blade is excited by a single ND at the resonance condition, this 

implies that clocking has no influence on the forced response 

assessment of R11. This conclusion has very strong implications 

on design, as it proves that under an airfoil count similar to case 

B, R11 clocking does not have an impact on the aeromechanics 

risk. 
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Figure 5.34 - pressure amplitude (a) and phase (b) from 

time and space decomposition  (EO=88X and ND=8) on 

R11 with Nc=100%  with R11 clocking position 𝝑𝟐 (top) 

and 𝝑𝟏 (bottom) 

 
Figure 5.35 - pressure amplitude (a) and phase (b) from 

time and space decomposition (EO=88X and ND=12) on 

R11 with Nc=100%  with R11 clocking position 𝝑𝟐 (top) 

and 𝝑𝟏 (bottom) 
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Nevertheless, it must be reminded how this mechanism is the 

same that changes the unsteady forces constant value on R11 

on case A (see Figure 5.17). The main difference is that in case 

A the effect of the different contributions cannot be separated 

because they have the same ND equal to 8.  

 
Figure 5.36 - Unsteady lift amplitude on R10 with 

Nc=100% of case B 

 
Figure 5.37 - Unsteady lift amplitude on S10 with Nc=100% 
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Figure 5.38 - Unsteady lift amplitude on S11 with Nc=100% 

The contribution due to the interactions between R11-S10 and 

R11-S11 change the phase distribution with the clocking posi-

tion while the interactions between R10-S10 and R10-S11 have 

a constant phase distribution. This leads to a variation of rela-

tive phase between the two contributions with the same nodal 

diameters (ND 8), and consequently their sum gives a different 

unsteady pressure amplitude. It is now possible to extend the 

analysis of clocking effect to R10, which is qualitatively the same 

of R11, as confirmed by the direct comparison of Figure 5.31 

and Figure 5.36. The clocking position does not change the un-

steady lift trend, but it only shifts its tangential position. The 

high blade-to-blade variation of the unsteady lift amplitude con-

firms once again the relevant contribution of Tyler-Sofrin up-

stream running pressure waves, due to the interaction between 

S10-R11 and R11-S11. Both stator rows are not influenced by 

the R11 clocking, as visible from Figure 5.37 and Figure 5.38. 

The different blade count between R10 and R11 generates two 

separate blade passing frequencies, 76X and 80X respectively, 

that are distinct, and this is the reason of their independence 

from R11 clocking. Instead, in case A, where the rotors did have 
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the same blade count the two contributions have the same fre-

quency (80X), therefore the clocking position varies the relative 

phase between the two spinning contributions.  

Therefore, the case B results have shown that the clocking po-

sition of a blade row with different blade count with respect to 

the other blade rows in the same frame of reference, has no effect 

on forced response assessment. Indeed, it can vary the unsteady 

overall lift distribution of a specific time harmonic, but it has 

no effect on the split contribution related to a single ND that 

excite the blade mode-shape at the corresponding nodal diame-

ter. So, as expected, equal or different consecutive rotor blade 

count solutions react quite differently to clocking and pose dif-

ferent design challenges. 

 

5.5.2.4 Case C - R11 clocking 

Case B represents a configuration with equal stator count and 

different rotor count, while Case C investigates the opposite sit-

uation with different stator count and equal rotor count.  

 

Figure 5.39 - Unsteady lift amplitude on R10 with Nc=100% 
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Figure 5.40 - Unsteady lift amplitude on R11 with Nc=100% 

In this latter configuration the non-uniform distribution of un-

steady lift amplitude is due to different blade count of stator 

rows. The results discussed in this chapter refer to Nc=100% 

and investigate the impact of varying the tangential position of 

R11 that this time is characterized by having the same count of 

R10. The unsteady lift amplitude on rotor rows show the same 

trend found in case A, as witnessed by the direct comparison of 

Figure 5.39  and Figure 5.40 with Figure 5.25 and Figure 5.27 

respectively. The unsteady lift amplitude of S10 shows a very  

weak tangential distortion, hardly visible in Figure 5.41, where 

the unsteady lift amplitude airfoil-to-airfoil change is very small, 

despite being composed again of nodal diameters ND=8 (R11-

S11) and ND=12 (R10-S10 and S10-R11). This is because the 

contribution of the upstream running pressure wave with ND=8 

generated by the interaction between R11 and S11 is apparently 

negligible. Nevertheless, the clocking position of R11 changes 

the unsteady lift amplitude because it modifies the relative 

phase between R10-S10 and S10-R11 interactions. 
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Figure 5.41 - Unsteady lift amplitude on S10 with Nc=100% 

Figure 5.42 shows the interesting distribution of the unsteady 

lift amplitude on S11. The different clocking positions have a 

small impact on the trend, but a relevant effect on the ampli-

tude. This is contrary to what observed on R10, case B, where 

different clocking positions showed same lift and frequency, but 

only with a phase shift. 

 

Figure 5.42 - Unsteady lift amplitude on S11 with Nc=100% 

This interesting effect can be explained by looking at the un-

steady pressure distribution on the blade surface (see Figure 
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5.43 and Figure 5.44 relative to ND=8 and ND=12 respec-

tively).  

 

Figure 5.43 - pressure amplitude (a) and phase (b) from 

time and space decomposition  (EO=80X  and ND=8)  on 

S11 with Nc=100%  with R11 clocking position 𝝑𝟎 (top) and 

𝝑𝟏 (bottom) 

 

Figure 5.44 - pressure amplitude (a) and phase (b) from 

time and space decomposition (EO=80X  and ND=12) on 

S11 with Nc=100%  with R11 clocking position 𝝑𝟎 (top) and 

𝝑𝟏 (bottom) 

Figure 5.43 shows that the distribution of ND=8 is very weakly 

influenced by the clocking position because it is mainly due to 

R11-S11 interaction (and R10-S11 interaction is negligible). The 
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phase plot is characterized by a constant phase-shift due to dif-

ferent clocking position of R11 (same behaviour observed in Fig-

ure 21). The contribution of ND=12, shown in Figure 5.44, 

changes in amplitude and phase with clocking because it is com-

posed by the sum of R10-S10 and S10-R11 interactions and 

again the relative phase varies with the different clocking posi-

tions.  

The case C results have therefore highlighted that the different 

relative clocking positions of two consecutive blade rows with 

the same blade count must be carefully accounted for during the 

forced response assessment. This has an impact also on the blade 

in the stationary frame of reference with no common blade count 

and it affects both classical unsteady interactions and Tyler-

Sofrin ones. 

 

5.5.2.5 Case B - S11 clocking 

Case B addressed the impact of R10-R11 relative tangential po-

sition, although the two rotor rows have different airfoil count. 

This section starts from the same case B, but it investigates the 

effect of S11 clocking with S10, that has the same airfoil count. 

The investigation is carried out at Nc=100%. Figure 5.45 and 

Figure 5.46 prove that S11 clocking position has a very weak 

effect on both R10 and S10 unsteady lift amplitude. R10 pre-

sents only very slight differences in the pattern distribution due 

to the variation of the relative phase between S10-R11 and R11-

S11 interactions that propagate upstream weakly to R10.  
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Figure 5.45 - Unsteady lift amplitude on R10 with Nc=100% 

 
Figure 5.46 - Unsteady lift amplitude on S10 with Nc=100% 

S10 does not show relevant variation because, as already seen 

in previous cases, the upstream running pressure wave due to 

Tyler-Sofrin interactions between R11 and S11 is negligible with 

respect to S10-R11 interactions with respect to 80X. Similarly, 

the 76X driven S10-R11 interaction is as negligible as the R10-

S10. As expected, the R11 distribution of unsteady lift ampli-

tude in Figure 5.47 has a trend similar to the one reported in 

Figure 5.42. The different clocking positions have a slight im-

pact on the trend but a quite relevant effect on the amplitude. 
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Figure 5.47 - Unsteady lift amplitude on R11 with Nc=100% 

The main nodal diameters contributions, 8 and 12, change with 

the clocking position of S11 (see Figure 5.48 and Figure 5.49). 

ND=12 shows only slight changes because the R10-S11 interac-

tion is almost negligible with respect to R10-S10 interaction. 

 
Figure 5.48 - pressure amplitude (a) and phase (b) from 

time and space decomposition (EO=88X  and ND=8) on 

R11 with Nc=100%  with S11 clocking position 𝝑𝟐 (top) and 

𝝑𝟏 (bottom) 
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Figure 5.49 - pressure amplitude (a) and phase (b) from 

time and space decomposition (EO=88X  and ND=12) on 

R11 with Nc=100%  with S11 clocking position 𝝑𝟐 (top) and 

𝝑𝟏 (bottom) 

Finally, to provide a further verification, Figure 5.50 illustrates 

the unsteady lift amplitude on S11 that depends on the clocking 

of S11 itself and shows trends similar to case A for the same 

airfoil row at least for the 80X excitation. Conversely, the ND=8 

contribution changes more visibly both in terms of amplitude 

and phase because it is composed by the interactions S10-R11 

and R11-S11 where the relative phase changes with the varia-

tion of the S11 tangential position. 
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Figure 5.50 - Unsteady lift amplitude on S11 with Nc=100% 

At the end of this extensive numerical study the following con-

clusions can be drawn. The case study presented here suggests 

that clocking effects can be divided into three main categories: 

1. Flat unsteady lift: This case occurs when the excited 

blade-row has the same count of the corresponding 

blade-rows in the same frame of reference so that un-

steady forcing generates only waves with common ND 

(see Figure 5.17). 

2. Modulated unsteady lift with phase shift only: It 

occurs when a) the excited blade-row has different 

count of the corresponding blade-rows in the same 

frame of reference, b) even in presence of more waves 

with same ND, the clocking row does not alter the rel-

ative phase (see Figure 5.31). In this case clocking has 

no effect on forced response results. 

3. Modulated unsteady lift with phase and ampli-

tude shift: This scenario materializes when: a) the ex-

cited blade-row has a different count respect to the 

blade-rows in the same frame of reference; b) the excit-

ing blade-row has the same count to create waves with 

same ND, c) and the clocking position variation alters 
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the relative phase of waves with common ND (see Fig-

ure 5.42). 

The results suggest that clocking impacts the aeromechanics of 

both rotors and stators. An unsteady forcing that excites a sin-

gle nodal diameter is affected by the clocking position when it 

is composed of multiple contributions whose relative phase 

changes with the clocking position. This latter conclusion is 

valid for both classical aeromechanical forcing and the ones 

caused by Tyler-Sofrin interactions. 

In summary, equal or different consecutive blade count in same 

reference frame react differently to clocking and pose both dif-

ferent design challenges and offer different aeromechanics risk 

mitigation opportunities. In fact, different blade counts produce 

a larger number of engine orders that can excite the blade, while 

equal blade count do come with potential clocking issues, that 

the designer may prevent by avoiding unfortunate clocking po-

sitions that may amplify response. Moreover, the Nc=90% and 

100% R11 clocking analyses suggest that it may not be possible 

to identify a unique clocking position that minimizes the un-

steady force across the compressor map. Both clocking and op-

erative condition impact the unsteady pressure distributions in 

terms of amplitudes and phase so that different modes may be 

triggered across the operating points. An aeromechanic opti-

mum clocking is realistic only for narrow operating ranges (for 

example a fixed speed gas turbine for power generation) after 

the most dangerous crossings have been identified. 
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6 Conclusion 

A CFD strategy base on steady and unsteady computations for 

the aerodynamic and aeromechanic design and verification of 

axial compressor for gas turbine application has been presented 

in this PhD thesis. The aim of this work is to significantly in-

crease the accuracy of the numerical predictions while keeping 

the duration of design cycles acceptable for industrial practice. 

In fact, this is balanced by the reduction of the number of com-

pressor validation tests that drastically increase design costs and 

often lead to painful and time-consuming redesigns. The activi-

ties have been carried out in the framework of the collaboration 

between the university research group led by Professor Arnone 

and the industrial partner Baker Hughes. 

The CFD strategy can be briefly summarized in the following 

steps. The 3D design process starts with steady computations 

to verify the matching of the stages at the design condition and 

optimizes other operating conditions with a particular focus to 

the stall margin zone. The next steps consist in running the 

unsteady computations on the whole axial compressor with a 

full-annulus approach. The unsteady runs firstly assess the ADP 

performance previously derived by steady state results. The 

next steps consist in the stall margin prediction and forced re-

sponse analysis. If the stall margin results to be lower than the 

design specifications, a redesign is performed by steady runs on 

a single stage with the inlet profile condition taken from time-

average quantities extracted from the unsteady computations. 

This approach allows to redesign the blade based on unsteady 
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results but using a steady approach that keeps low computa-

tional times and costs. Regarding the forced response assess-

ment, the unsteady forcing are extracted from the unsteady 

computation result and are spatially decomposed in the different 

contributions with the same frequency, but different circumfer-

ential orders. A FEM modal analysis is then performed to pre-

dict natural frequencies and mode shape families. The improved 

use of the Interference diagram allows to evaluate resonance 

conditions that occurs also at harmonic indices different from 

the main one. The natural frequencies and mode shape displace-

ments are used to perform aerodynamic damping analyses. Fi-

nally, the forced response analysis is computed by means of a 

dedicated tool based on the modal work theory. The modal work 

approach ensures extremely short computational times with vir-

tually zero computational cost. If the blade does not satisfy the 

HCF life assessment and consequently needs a redesign, an un-

steady computation on a reduced domain can be performed to 

update the unsteady pressure perturbation on the blade surface. 

The reduced computational domain must include all the blade 

rows that are involved in the generation of the exciting spinning 

pressure perturbations. 

The availability of a reliable data set of a multistage axial com-

pressor that incorporates high-performance features suited for 

both propulsion and heavy-duty gas turbine was instrumental 

to validate the CFD strategy. The computational efficiency of 

the CFD tool allowed to perform multi-stage steady and un-

steady computations in a time compatible with design verifica-

tions.  

The first part of the results focuses on the aerodynamic valida-

tion of the steady and unsteady CFD strategy. The simulations 

proved how the URANS approach is substantially superior to 
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RANS, as the latter predicted the stall onset around the meas-

ured design point, while the former allowed to get much closer 

to the observed left limit. The comparison with the measured 

inter-stage stagnation pressure and temperature spanwise pro-

files confirmed the superiority of the unsteady approach, espe-

cially for what concerns the stagnation temperature. Neverthe-

less, single-stage steady runs performed with inlet conditions ex-

tracted from the time-averaged companion multistage URANS 

analysis show an optimum agreement with the latter one.  This 

result confirms the possibility of a combined use of steady and 

unsteady simulation for the design iteration. Full multistage 

URANS may be used to compute a limited number of operating 

points of interest. These runs provide a set of realistic stage inlet 

and exit profiles that can be applied to single stage RANS sim-

ulations, although the stage geometry modifications should not 

be large enough to provoke a significant departure from the 

original inlet profiles.  

In the second part, the computational methodology for forced 

response analysis was successfully applied and validated with 

the measurements coming from an instrumented rotor blade. 

The proposed methodology is based on the time-spatial decom-

position concept of aerodynamic forcing, inherited by the Tyler-

Sofrin theory, that allows to leverage full domain unsteady anal-

ysis. The 3D multistage unsteady CFD offers the opportunity 

to extract the dense and rich spatial harmonic content associ-

ated to each Engine Order. It allows to identify possible addi-

tional excitation sources with respect to the traditional single 

stator-rotor unsteady analysis that considers only the contribu-

tion of the main interactions.  The analysis demonstrated that 

the spatial content associated to the different time harmonics 

may be also originated by Tyler-Sofrin acoustic interactions, 
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usually considered in aeroacoustics analysis only. One of the ex-

perimental cases reported in this thesis demonstrates that Tyler-

Sofrin acoustic interaction may be strong enough to cause meas-

urable structural response levels. Consequently, an improved 

use of the interference diagram was proposed to allow the de-

tection of potential additional resonances in the critical design 

phase knowing the entire forcing spatial content thanks to the 

proposed decomposition. The results also demonstrated the ad-

vantages stemming from a full compressor unsteady CFD simu-

lation that allows capturing all the possible resonances with a 

forced response coupled CFD/FEA analysis to account for spin-

ning forcing coupled with the corresponding mechanical mode-

shapes. 

Finally, an extensive numerical study was conducted to evaluate 

the impact of rotor-rotor and stator-stator clocking position on 

the forced response results taking advantage of the spatial de-

composition theory. The results showed that an unsteady forc-

ing that excites a single nodal diameter is affected by the clock-

ing position when it is composed of multiple contributions whose 

relative phase changes with the clocking position. Both classical 

aeromechanical forcing and the ones caused by Tyler-Sofrin in-

teractions are influenced by clocking position. An aeromechanic 

optimum clocking is realistic only for narrow operating ranges 

after the most dangerous crossings have been identified. 

The steady and unsteady CFD strategy for aerodynamic and 

aeromechanic design and validation has been validated with a 

large set of measurement taken from an experimental campaign 

on an 11-stage industrial axial compressor. The numerical pro-

cedure has been proven to be ready and suitable for axial com-

pressor design.  
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The future work will focus on the development of a single design 

environment characterized by an integration of the two methods 

described in the thesis that allows a faster exchange of infor-

mation between aerodynamic/aeromechanical and mechanical 

computations. 
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