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Summary

In recent years, the interest for mid infrared (3 - 50 µm) radiation has increased for both funda-
mental research and industrial applications, thanks to the development of continuous-wave
room-temperature sources, such as quantum cascade lasers, which fulfill the requests for rel-
atively high power, narrow emission and compact size. However, optoelectronic technologies
in the mid-infrared region are still under development and do not achieve the performance
levels of other spectral regions, yet. The main absorption lines of simple molecules lie in
this spectral region and the study of their absorption spectra can give precise information
on their concentration. Both these aspects enabled widespread applications of tunable laser
absorption spectroscopy for real-time, in-situ and non-invasive gas sensing. Trace gas de-
tection by optical spectroscopy plays a key role in applications that demand quantitative
measurements of extremely small amounts of molecular gases. The enormous relevance and
the complex interplay between climate change and anthropogenic influence, has focused
the attention on mitigation of the greenhouse gases effects, the well known increase in the
average planetary temperature and the increase in atmospheric concentrations of climatically
active gases, including carbon dioxide (CO2). Indeed, since the increase in concentration of
infrared-active gases is responsible for solar radiation trapping, this warming effect has been
definitely related to the rise of the industrial era, with a sudden acceleration in the last few
decades. Therefore, the anthropogenic contribution, mainly due to the extensive use of fossil
fuels combustion, is currently able to significantly compromise the planetary energy balance.
In this context, the scientific and industrial debate focuses on possible methods for measuring
and quantifying CO2 emissions from fossil sources, since the identification of markers to
control and monitor the reduction of these sources is a necessary step to implement any
mitigation politics. In this respect, radiocarbon method represents the most promising ap-
proach to validate the estimations provided by single nations or companies. 14C is produced
in the stratosphere when cosmic rays interact with the Earth’s atmosphere. During its cycle
of production and decay, radiocarbon is oxidized to radiocarbon dioxide and it is diffused
into the troposphere and enter in the global C cycle between atmosphere land and oceans.
Radiocarbon is a natural clock, with a lifetime of about 5,700 years, and the measurement of
its concentration is an optimal approach to distinguish "young" samples from very old ones,
like fossil fuels, completely depleted in radiocarbon. Therefore, non-zero concentrations of
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Summary 2

radiocarbon can be found in atmospheric CO2 and in any biogenic sample extracted from
organic matter. However, ultra-high detection sensitivity is required to quantify radiocarbon
due to its extremely low natural abundance being about one part per trillion (10−12) in the
biosphere. Until the last years, only accelerator mass spectrometry (AMS) provided this sensi-
tivity, achieving uncertainty values < 1%, but its complexity and costs suggested to explore
the possibility of realizing the same measurement using a spectroscopic approach.
Thanks to the combination of continuous wave-cavity ring down spectroscopy (CW-CRDS)
and strong absorption from fundamental ro-vibrational molecular transitions in the mid-
infrared, we can overcome the detection limit imposed by the small amount of molecular gases.
CW-CRDS is an among the most sensitive techniques to measure absorption coefficients
of molecular transitions with no need for complex calibration routines. Nevertheless, state
of-the-art conventional CW-CRD spectrometers in the mid IR cannot reach the minimum de-
tectable absorption level required to detect 14CO2, mainly because of the empty-cavity decay
rate fluctuations. To overcome this limitation, about ten years ago a novel high-resolution and
high-sensitivity spectroscopic technique was proposed: Saturated-Absorption Cavity Ring-
down (SCAR) spectroscopy. Such technique has shown to improve by more than one order
of magnitude the limits of conventional linear-absorption CRDS, thanks to a sample absorp-
tion measurement which is independent from the other cavity losses during the same cavity
decay event. Indeed, SCAR, benefiting from both CW-CRDS and saturation spectroscopy,
overcomes the limits of linear CRD by measuring in each and every single decay event both
the "empty" and the "full" cavity contribution. Thanks to the achieved sensitivity, detection
of rare molecular species, such as radiocarbon dioxide, was demonstrated. With this work,
we describe the optimization of this spectroscopic technique able to detect 14C, the rarest
isotope of carbon, measuring its content in carbon dioxide, for specific samples related to
three very important application areas. In particular, in this work, biogenic vs. fossil fraction
determination in biofuels and biopolymers is tackled; enriched samples from nuclear power
plants are studied for decommissioning; the highest SCAR sensitivity is used to date archaeo-
logical samples. The essential ingredients for such experiments are a high-finesse cavity and
a narrow-linewidth, frequency-stabilized light source, tunable and powerful enough to enable
a Doppler-free technique and to detect the target molecular transition with a good signal-to-
noise ratio. The core of this work is dedicated to the optimization and validation of the SCAR
technique by performing the first ever measurements of real-world samples, providing key
infos about the three areas specified above. The 14C content in the CO2 sample is determined
by measuring the spectral area of the contribution to the CRD decay rate from the absorbing
target line. In practice, we measure changes of lifetime, within the high-finesse SCAR cavity,
of photons resonant with the selected (0001 - 0000) P(20) ro-vibrational transition of 14C16O2

around 4.5 µm. Since these changes directly depend on the molecular line absorption, we can
calculate the 14CO2 concentration. One of the limits of the SCAR technology is linked to the
presence of absorption lines belonging to interfering molecules and isotopologues which lie
in the spectral range of investigation. They can affect the SCAR results, introducing possible
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systematic errors. To improve this aspect, we developed a sample preparation protocol able
to both extract the CO2 isotopic mixture from the investigated system, by means of a combus-
tion reaction, and remove interferents. It allows us to eliminate systematic effects due to the
sample combustion procedure, necessary to produce CO2 to be analysed. In particular, the
(0111-0110) Q(12)e transition of N2O, which lies in the spectral range of investigation, partially
overlaps with the investigated target transition. This protocol and the effect on the C14-SCAR
apparatus were validated on samples of biofuels, polymers, enriched graphite coming from
the decommissioning of a power plant, and charcoal from a Sumerian site of archaeological
interest. Our results are provided by a comparison with the standard method for radiocarbon
dating AMS, to prove the accuracy and reliability of the SCAR technique.
This thesis is developed in two parts. In the first one, Chap.1 and Chap.2, the theoretical
elements linked to the working principles of the SCAR technology are described. Moreover,
a description of the investigated molecular system (14C16O2) and the reason for the interest
in radiocarbon detection is provided. The second part of this thesis consists of Chap.3 and
Chap.4. In the third chapter, SCAR spectroscopy is discussed. In particular, a description is
given of the high-finesse cavity as well as of the techniques to generate and stabilize single-
frequency coherent mid-infrared radiation and the sample treatment procedure. The author
set up from scratch all the sample treatment procedures, during her PhD thesis, specifically
compatible with SCAR analysis: in the next chapter the key needs will be explained in detail.
In the fourth chapter the achieved results are presented and discussed.



1
Theoretical background

The number of possible systems and techniques which can be defined under the heading of
laser-based sensors is wide. The aim of this chapter is to introduce key theoretical elements
needed for developing and optimizing a light source and a spectroscopic technique able to
perform high-sensitivity optical detection of radiocarbon dioxide by measuring the P(20)
spectral line of the 14C16O2 molecule. The first section of this chapter will introduce some
basic notions of molecular spectroscopy in the mid-IR spectral region. The second and
third sections will describe the main laser-based spectroscopic techniques able to achieve,
respectively, high resolution and sensitivity. In particular saturated-absorption cavity ring-
down spectroscopy will be introduced as a high-performance technique benefiting from both
advantages.
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1. THEORETICAL BACKGROUND 5

1.1 Molecules and mid-IR spectroscopy

Molecules have always played a role of interest as physical systems. Spectroscopy studies
their interaction with electromagnetic radiation. The mid-infrared (mid-IR) spectral region
(3− 50 µm) is considered a domain of interest in many areas of science and technology
since, due to strong fundamental ro–vibrational transitions, it offers highly discriminatory
information allowing molecule-specific detection. A large number of molecules undergo
strong transitions in this domain, therefore mid-IR spectroscopy stands out as an univocal way
to identify and quantify molecular species, including isotopologues, in a given environment.
This section provides an overview of IR molecular spectra, focused on linear molecules, in
particular carbon dioxide. The second part of this section introduces the collective absorbing
behaviour of a molecular gas sample, explaining broadening phenomena (homogeneous and
inhomogeneous) and saturation effects.

1.1.1 Linear Molecules and symmetric characteristics

Any molecule can be described as a geometric object belonging to a symmetry group charac-
terized by all transformations under which the object remains invariant. Linear molecules
belong to the point groups D∞h or C∞v , depending on whether or not they have a plane of
symmetry perpendicular to the inter-nuclear axis. The symmetric molecule 12C16O2, belong-
ing to the first group, has zero permanent dipole moment, hence only transitions involving
vibrational modes with a periodic change of the dipole moment can be observed in the mid
IR. The CO2 molecule has three vibrational modes showed in Fig. 1.1.

• Symmetric stretch, labelled v1, does not brake the molecular symmetry so it is inactive
in the mid IR.

• Bending, labelled v2, is doubly degenerate. For this mode the additional quantum
number l is used. It is active in the mid IR with a characteristic frequency of 667 cm−1

• Asymmetric stretch, labelled v3, is active in the mid IR with a characteristic frequency
of 2349 cm−1 (λ= 4.25 µm ).

Molecules belonging to this point group, according to the symmetrisation postulate, can
be symmetric or antisymmetric with respect to an exchange of the identical nuclei. For
a better understanding, we can consider the wavefunction describing a molecule in the
Born-Oppenheimer approximation. It can be factorized as follows:

ψmol =ψtψeψvψrψn (1.1)

Where ψt describes the translation, ψe the electronic state, ψv and ψr the vibration and the
rotation of the molecule respectively, and ψn the nuclear spin. The functions describing the
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Figure 1.1: Normal vibrational modes of CO2 molecule: Symmetric stretching (v1), bending (v2), asymmetric
stretching v3

rotational states are the spherical harmonics while the functions describing the vibrational
states depend on the inter-nuclear distance and resemble those describing the harmonic
oscillator. The total eigenfunction ψ of the system changes sign or remains unchanged when
the nuclei are inverted. For example, the ground electronic and vibrational wavefunctions
of the C16O2 molecule are symmetric in the exchange of the two 16O2 nuclei. Also, the
nuclear wavefunction is symmetric, since the nuclear spin I (O16) = 0, while, the rotational
wave function is symmetric for even values of J and antisymmetric for odd ones. Since the
symmetrisation postulate requires the total wavefunction to be symmetric in the exchange
of the two 16O nuclei, the rotational states with odd values of J are forbidden in the ground
vibrational state. A vibrational state of the molecule can be generally expressed as |v1v l2

2 v3 >.
A similar argument could show that the situation is reversed in the 0001 vibrational state, for
which even values of J are forbidden, because the vibrational wavefunction in the excited state
is antisymmetric. As a consequence, detection of a weak transition of the ro-vibrational form
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0001−0000 R(J) with an odd value of J could indicate a symmetrisation postulate violation
and its amount [1].

1.1.2 Energy Levels

Let us consider the total wavefunction in the Born-Oppenheimer approximation, described
in Eq.1.1. Since the energy associated to mid-IR thermal radiation at room temperature is
too low to excite electronic transitions, we can consider the molecule at rest in the center of
mass reference frame and assume it to be in its electronic ground state. In this condition,
the translational and electronic contributions can be omitted. The ro-vibrational energy of a
molecule can be expressed, in frequency units, as:

E

h
=G(v1, v2, . . . )+F (J ) (1.2)

The vibrational contribution G depends on the vibrational normal modes of the molecule
(labelled v1, v2, . . . ) and it is tightly linked to the symmetry properties of the molecule. For a
generic polyatomic molecule the number of vibrational degrees of freedom (DoF) is 3N −6
where N is the number of atomic nuclei in the molecule. This result comes considering that
the motion of each atomic nucleus is described by three DoF, but looking at the molecule as a
system, 3 of them describe the translation of the center of mass, while other 3 describe the
rotation of the system. For linear molecules, the number of vibrational DoF is equal to 3N −5
because there is no rotation around the molecular axis. Each vibrational mode can be in its
ground state (vi = 0) or in an excited state (vi = 1,2, . . . ). The vibrational contribution can be
described as follows:

G(v1, v2, . . . ) =∑
i
νi

(
vi + di

2

)
+ ∑

i ,k≥i
xi k

(
vi + di

2

)(
vk +

dk

2

)
+ ∑

i ,k≥i
gi k li lk + . . . (1.3)

The first term of the equation represents the energy of the molecular harmonic vibration where
νi =ωi /2π is the vibrational frequency related to the mode vi , di is the mode degeneracy. The
second term takes into account the correction due to the anharmonicity of the oscillation, xi k

is the anharmonicity constant. The third term expresses the contribution of the vibrational
angular momentum from degenerate modes, gi k is the related constant and li the quantum
number.
The rotational contribution F (J ) depends on the total angular momentum quantum number
(J = 0,1,2, . . . ) and can be expressed as:

F (J ) = B J (J +1)−D J 2(J +1)2 + . . . (1.4)

The first term represents the rotational energy with the rotational constant B = h
8π2I

and
I moment of inertia. The second term represents the centrifugal distortion related to the
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non-rigidity of the molecule, accounting for the variation of the internuclear distances at
increasing rotation speed. Since the moment of inertia changes during a vibration, so that the
average value of 1/I is slightly different with respect to its value in the equilibrium position, the
rotational constant has a little dependence on the vibrational level. Therefore, the expression
for the rotational constant becomes:

B[v] = h

8π2I
−∑

i
αi

(
vi + di

2

)
(1.5)

The population of each levels depends on J through the expression:

NJ = g J e
− hF (J )

kB T (1.6)

where the Boltzmann factor gives the population level at the absolute temperature T. For a
linear symmetric molecule, g J = 2J +1 corresponds to the number of degenerate rotational
levels. The energy levels are given by the following equation:

Er (J )

~
= Bv J (J +1)−Dv J 2(J +1)2 +Hv J 3(J +1)3 +Lv J 4(J +1)4 + . . . (1.7)

where the terms Dv , Hv , Lv are related to the non-rigidity of the molecule (centrifugal distor-
tion). Also for these terms holds the relation expressed by Eq. 1.5. In order to estimate what
are the allowed transitions for the investigated molecule, some selection rules, obtained by
evaluating the matrix elements of the electric dipole moment between the molecular states,
are established. If and only if the molecule has a non-zero permanent dipole moment, purely
rotational spectra can be observed, whereas it is possible to have ro-vibrational spectra (in the
IR region) if the dipole moment differs from the initial to the final state. As previously men-
tioned in Sec. 1.1.1, since 12C16O2 has zero permanent dipole moment, only the ro-vibrational
spectrum can be observed. The two asymmetric modes v2 and v3 (see Fig. 1.1) of the CO2

molecule induce a periodic variation of the dipole moment, therefore they are active in the
IR region. Let us indicate with the subscript k the upper state, with i the lower one. If we
consider transitions between non-degenerate vibrational states (Σ states), the selection rules
for ro-vibrational transitions impose:

∆v = vk − vi =±1 (1.8)

and
∆J = Jk − Ji =±1 (1.9)

The transitions corresponding to ∆J =+1 form the R branch, while the ones corresponding to
∆J =−1 define the P branch. Once given the center frequency of the vibrational transition
ν0, each line forming the same band, given by the involved rotational levels F (Jk )−F (Ji ), is



1. THEORETICAL BACKGROUND 9

Figure 1.2: Three common CO2 bands around 4.25 µm at a temperature T = 296 K , where the frequency scale is
expressed in cm−1 (1 cm−1 = 29.9792458 GHz). The (0001−0000) band (blue) of the 12C16O2 molecule is the most
intense, since it involves the ground vibrational state of the most abundant isotopologue. The same (0001−0000)
bands of the 13C16O2 and 14C16O2 isotopologues are plotted in orange and green, respectively. In these bands
only transitions involving a lower rotational state with even J are allowed by vibrational levels symmetry and by
the 16O nuclear spin (0). Source: HITRAN database, [2]

obtained by:
ν= ν0 + (Bk +Bi )m + (Bk −Bi )m2 (1.10)

where m = J +1 for the R branch and m =−J for the P branch. These spectral lines are almost
equispaced. For those transitions where ∆J = 0 is allowed, the additional Q branch is present.
Our work is focused on 14C16O2, a rare and unstable isotopologue of CO2. Spectroscopic
measurement of radiocarbon dioxide requires accurate knowledge of both line positions and
intensities. Since the release of the HITRAN database contains only a limited number of
entries for the a symmetric isotopologues of carbon dioxide, we used a recent work which
provided the ab initio computed intensities [2]. The intensity of 14C16O2 isotopologue lines
are normalized to its natural abundance (1.2e12). Fig. 1.2 shows the strongest bands of three
relevant symmetric CO2 isotopologues.
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1.1.3 Line-broadening mechanism

The spectral distribution I (ν) of the absorbed or emitted intensity around the central fre-
quency ν0, corresponding to the molecular transition with energy difference ∆E = Ek −Ei

between the upper and lower levels, is observed by high resolution spectroscopy [3]. The
Line profile is referred to the function I (ν), while δν= |ν2 −ν1| is the interval between the two
frequencies for which I (ν1) = I (ν2) = I (ν0)

2 , known as full-width at half-maximum (FWHM) of
the line. The natural linewidth of an absorption transition can be derived starting from:

d I =−αi k I d z (1.11)

where I is the intensity of a plane wave traveling in the z-direction through an absorbing
species, decreasing along the space interval d z, and αi k is the absorption coefficient for the
transition |i 〉 → |k〉 depending on the population densities Ni , Nk of the lower and upper
levels, and on the optical absorption cross section σi k , according with the following equation:

αi k (ω) =σi k (ω)

[
Ni − gi

gk
Nk

]
(1.12)

When Ni À Nk , integration of Eq. 1.11, yields the Beer-Lambert law:

I = I0e−σi k Ni z (1.13)

The absorption profile α(ω) can be obtained from the classical model of a damped oscillator
with elementary electric charge e under the influence of an incident wave. In the neighbour-
hood of a molecular transition frequency ω0 >> |ω0 −ω|, the dispersion relations become:

α(ω) = Ne2

4ε0mc

γ

(ω−ω0)2 + (γ/2)2
(1.14)

n(ω) = 1+ Ne2

4ε0mω0

ω−ω0

(ω−ω0)2 + (γ/2)2
(1.15)

with ε0 dielectric constant in vacuum, m the mass of the oscillator and ω0 = 2πν0 is the
transition center frequency of the damped oscillator, corresponding to ωi k = (Ei −Ek )/~.
The natural linewidth γ, related to the Einstein coefficients A21,B21 for the spontaneous and
stimulated emission respectively, is:

γ= A21 = 2hν3

c3
B21 (1.16)
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Homogeneous broadening

The essential feature of a molecular transition that is homogeneously broadened is that a
signal applied to it has exactly the same effect on all molecules in the ensemble. Lineshape in
this case is given by a Lorentzian. The principal mechanisms resulting in a homogeneously
broadened line are:

• Lifetime broadening. This type of broadening is caused by the radiative decay of the
molecular system. Spontaneous emission or fluorescence has a radiative lifetime.
Broadening of the molecular transition due to this process is related to the lifetime of
the specific level involved.

• Collisional or pressure broadening. It arises from the interruption of the radiative process
due to collisions between particles. Indeed, the long wave train, which would otherwise
be present, becomes truncated when a collision interrupts either the emission or the
absorption of radiation. The process is restarted after the collision, without any memory
of the phase of the radiation preceding the collision. Since the spectral width of a wave
train is inversely proportional to its pulse duration, in the presence of collisions, the
radiation line width is greater than for an uninterrupted individual process.

Inhomogeneous broadening

If the probability of absorption depends on each specific molecule, it is said that the line is
inhomogeneously broadened. Mechanisms which cause inhomogeneous broadening tend to
displace the center frequencies of absorption for individual molecules, thereby broadening
the overall response of an ensemble. For example, owing to Doppler shift, different molecules
have slightly different resonance frequencies on the same transition. An applied signal, at
a given frequency within the overall inhomogeneus linewidth, interacts strongly solely with
those molecules whose shifted resonance frequencies lay close to the signal frequency [4].
The most significant example of inhomogeneous line broadening is Doppler broadening
due to the Doppler effect caused by a distribution of velocities in the molecular sample.
The probability of absorption of monochromatic radiation is dependent on the velocity of
the single molecules. Since the velocity distribution in a sample in thermal-equilibrium
conditions follows the Boltzmann statistics, the shape of purely inhomogeneously broadened
absorption lines is Gaussian, with a FWHM given by:

∆νDB = ν0

c

√
8ln2

kB T

m
(1.17)

Since the width depends on the ratio between temperature and molecular mass, cooling the
sample can reduce it. In order to understand how the homogeneous and inhomegeneous
broadening mechanisms interact to give the real line shape, we may divide the molecules
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in the same initial state into subgroups, such that all molecules with a velocity component
within the interval from vz to vz +∆vz belong to one subgroup. If we choose ∆vz = γ/k,
where k is the wavenumber, we may consider the frequency interval γ to be homogeneously
broadened inside the much larger inhomogeneous Doppler width. It means that all molecules
in the subgroup can absorb or emit radiation with frequency ω=ω0 + vzk. In this case the
line shape is a Voigt profile resulting from the convolution between Lorentzian and Gaussian
profiles.

1.1.4 Non-linear absorption

As it will be described in Sec. 1.2, several spectroscopic techniques can achieve sub-Doppler
resolution, e.g. saturation spectroscopy. They are based on non-linear absorption interaction
of molecules with the laser radiation. The population density of molecules in the absorbing
level is decreased by optical pumping. This results in a non-linear dependence of the absorbed
radiation power on the incident power [5]. It is known that when a plane electromagnetic wave
E = E0 cos(ωt −kz +φ) passes through an absorbing sample, travelling along the z direction,
the power absorbed in a volume dV = Ad x is:

dP =−Pαd x =−AIσi k∆N d x (1.18)

where A is the area crossed by the radiation, σi k (ν) is the absorption cross-section and ∆N is
the difference of the population density between the upper |k > and the lower |i > level and
the intensity I is defined as:

I = 1

2
cε0E 2

0 (1.19)

If the incident intensity I is low, ∆N and the absorption coefficient α are constant, then
the absorbed power dP is linearly dependent on the power P . Integration of 1.18 gives
Beer-Lambert law of linear absorption:

P = P0e−αz = P0e−σ∆N z (1.20)

Let us consider the non-linear absorption in more detail. If the incident plane wave, with the
spectral energy density ρν(ν) = Iν(ν)/c has the spectral width δνL , the intensity will be:

I =
∫

Iν(ν)dν≈ Iν(ν0) ·δνL (1.21)

The absorbed power for a monochromatic laser wave tuned to the center-frequency ν0 of an
absorption line becomes:

dP =∆N ·dV · Iν(ν0) ·σi k (ν0)δνL (1.22)
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If the spectral width δνL of the laser is larger than the width δνa of the absorption line, only
that part of the spectral interval inside the line width δνa of the absorption line is absorbed,
and the absorbed power becomes:

dP =∆N ·dV · Iν(ν0) ·σi k (ν0) ·δνa (1.23)

This shows how much important is to have a laser source narrower in frequency than the
absorption, since the spectral portion of the optical power that falls outside the absorption
line does not contribute to the detection. The population difference in saturation conditions
is given by:

∆N = ∆N0

1+S
(1.24)

where S = I
Is

is the saturation parameter, with Is saturation intensity depending on the
spontaneous emission Einstein A coefficient and the relaxation rates of populations and
coherence. If δνa > δνL , the Eq. 1.23 becomes:

dP = dV · I (ν0)σi k (ν0)
∆N0

1+S
(1.25)

The saturation of homogeneously broadened transitions with Lorentzian profiles gives again
a Lorentzian profiles with a FWHM

∆νs =∆ν0

√
1+S(ν0) (1.26)

and the absorption coefficient:

α(ν) = α0(ν)

1+S(ν)
(1.27)

decreases by the factor [1+S(ν)]−1, whereas the saturation parameter S(ν) has a Lorentzian
line profile and the saturation is stronger at the line center than in the line wings. When a
monochromatic wave passes through a molecular sample, only those molecules with velocity
vz contribute to absorption. The absorption cross-section is given by:

σ(ω−ω0 −kvz) =σ0
(γ/2)2

(ω−ω0 −kvz)2 + (γ/2)2
(1.28)

but even though a hole (called Bennet hole) in the population difference is burned, the
absorption coefficient still shows a Voigt profile (as in the non-saturated case). The Bennet
hole can, however, be detected if two lasers are used:

• The saturating pump laser with the wave vector ~k1, which is kept at the frequency ω1

and which burns a hole into the velocity class vz ±∆vz/2, with vz = (ω0 −ω1)/k1 and
∆vz = γ/k1
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• A weak probe laser with the wave vector ~k2 and a frequency ω tunable across the Voigt
profile. This probe laser is sufficiently weak to cause no extra saturation.

This is the working principle of the Doppler-free saturation spectroscopy.

1.2 High-resolution Spectroscopy

In molecular spectroscopy, several effects can cause a broadening or a frequency shift of the
spectral lines. In the range from IR to ultraviolet, the Doppler width of the spectral lines is
the main effect that precludes the observation of fine structures and a precise determination
of the transition frequency. With the introduction of lasers, several techniques developed
solutions to obtain spectra with resolution not limited by Doppler broadening. As a general
rule, these techniques are available by using two counter-propagating laser beams. A molecule
moving with non-zero velocity along the direction of the beams sees the frequencies of the two
beams shifted at a higher and a lower frequency. Starting from this effect, two sub-Doppler
detection schemes can be identified: the first is speed-selective spectroscopy, e.g. saturation
spectroscopy; the second is two-photon spectroscopy. The specific effect induced by the laser
and the method for inducing and detecting such effect, characterize the different techniques.

1.2.1 Doppler-Free Saturation Spectroscopy

Pump and probe waves may be generated by a single laser. Let I1 be the intensity of the pump
beam, identified with the wave vector ~k1 and I2 be the intensity of the probe beam, identified
with the wave vector ~k2 [5]. Since they are counter-propagating, we have ~k2 =−~k1 and the
saturated population difference in case of equal intensity I1 = I2 = I is:

∆N (vz) =∆N0(vz)×
[

1− S0(γ/2)2

(ω−ω0 −kvz)2 + (γ/2)2
− S0(γ/2)2

(ω−ω0 +kvz)2 + (γ/2)2

]
(1.29)

Due to opposite Doppler shift, the two waves with frequency ω produce two Bennet holes at
the velocity components vz =±(ω−ω0)/k into the population distribution, and the saturated
absorption coefficient becomes:

α(ω) =α0

[
1− S0

2

(
1+ (γs/2)2

(ω−ω0)2 + (γs/2)2

)]
(1.30)

where γs = γ
p

1+S0 and S0 = S(I ,ω0). This represents the Doppler-broadened absorption
profile with a dip at the line center ω = ω0 called Lamb dip. It means that both waves are
absorbed by the same molecules with vz = (0±γs/2)/k which move perpendicularly to the
laser beams. The intensity per molecule absorbed is now twice as large, and the saturation
accordingly higher. In saturation spectroscopy, the spectral resolution is no longer limited by
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Figure 1.3: Saturation spectroscopy classical setup: The beam splitter (BS) splits the main beam in the trans-
mitted pump beam and the reflected probe beam. The pump beam saturates the gas sample and a Lamb dip is
observed on the Doppler-broadened absorption profile.

the Doppler width but only by the much narrower width of the Lamb dip. For this reason, it is
also known as Lamb-dip spectroscopy. The saturation spectroscopy typical scheme is shown
in Fig.1.3.

1.2.2 Feedback control techniques for high-resolution spectroscopy

In order to perform high-resolution spectroscopy, very narrow and stable (low frequency
noise) sources are required. Quantum cascade lasers (QCLs) are eligible to those applications
where a powerful and reliable mid-IR source is required. For instance, most chemical com-
pounds have their fundamental absorption bands in the mid-IR region of the electromagnetic
spectrum, thus making this range of paramount importance for gas sensing and spectroscopic
applications. QCL is a current-driven semiconductor laser based on intersubband transitions
in quantum wells [6]. QCLs are based on a complex super-lattice made of different cells, each
of them made of a series of quantum wells. In particular, each cell (or period) is divided into
two regions, an active region and a relaxation-injection region (Fig. 1.4). In the active region
population inversion is maintained by the current flux due to the externally-applied electric
field. Here three levels, which are sublevels of the electronic conduction band, are present.
The electrons are injected in level 3 (the highest in energy) and the population inversion
is maintained between level 3 and level 2. The injection region must essentially drive the
electrons from level 1 of the preceding gain region to level 3 of the following one, matching the
energies. The transition occurs through resonant tunneling. A portion of this region is doped
with electron donors, in order to provide the carriers. The structure is ordered in an alternate
cascade of active and relaxation-injection regions. The externally applied electric field pro-



1. THEORETICAL BACKGROUND 16

Figure 1.4: Quantum Cascade Laser scheme: (a) band diagram of two stages of the cascaded quantum well
structure of a QCL with each stage consisting of an active and an injector region. Radiative transitions occur
between states 3 and 2 in the active regions. Population inversion is maintained after rapid depopulation of
lower state 2 into state 1 which couples strongly with the minibands formed in the injection regions that facilitate
electron-tunnelling to state 3 in the next stage. (b) TEM image of a partial section of the active region in a
3-quantum well design QCL.

vides the needed potential energy to the electrons. The advantages of this cascade structure
are the decreased density required for each individual active region, with the consequent
reduction of the threshold current density, and the potential for many transitions to recycle
the same electrons. Indeed this region also provides an “electron reservoir” that will feed the
carriers to the next period. Until now, QCLs are the best-performing lasers in the mid-IR and
terahertz wavelength region, in terms of reliability and power combined with tunability. For
this reason they are fundamental tools for molecular spectroscopy. The QCL provides several
key advantages for practical applications: it enables the design of semiconductor lasers for
the first time from the same technologically mastered, large-bandgap semiconductor material
such as GaAs/AlGaAs or InGaAs/AlInAs/InP in a very wide operating wavelength range in
the mid IR. Moreover, it is among the best mid-IR semiconductor lasers to operate at room
temperature, being based on a radically different operating mechanism. Mid-IR QCL sources
are particularly well adapted for chemical spectroscopy in both atmospheric [7] and medical
applications [8]. Moreover, QCLs are becoming a key tool in several advanced experiments
in the field of precision molecular spectroscopy and absolute frequency metrology. In view
of this, a thorough control of their emission properties must be achieved, including a nar-
row linewidth as well as a high frequency stability, combined with referencing to a primary
standard.
Narrow-linewidth CW lasers have played, and continue to play, a major role in advancing pre-
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cision measurements in many fields of science. The “free-running” linewidth, or short-term
stability of the laser, is often not adequate for many applications without active stabilization
of the laser frequency. Some techniques were developed to realize stable and narrow sources.
The noise intrinsic to the laser can be characterized in terms of the linear spectral density of
frequency fluctuations, defined as the RMS frequency fluctuations per per square-root unit
bandwidth. The free-running linewidth and noise spectrum of different lasers can vary greatly
depending on the stability and finesse of the resonator design, gain-medium characteristics,
and other laser parameters. The spectral density of frequency noise is often dominated by
pump and mechanical fluctuations, which generally fall off as ∼ 1/f and can be greatly sup-
pressed by an active locking loop. Moreover, the dominant frequency/phase noise in many
diode laser systems is often of a quantum nature due to larger spontaneous emission rates,
resulting in significant noise processes extending out to higher Fourier frequencies. To detect
and actively reduce fluctuations in the laser frequency, a highly stable reference is needed
for comparison. To achieve this, the two common ways are: using a molecular transition or
a high-finesse Fabry-Pérot cavity, designed to provide the necessary stability over the time
scale of interest.

1.2.3 Polarization spectroscopy for frequency-lock

In light of what described, saturation spectroscopy monitors the decrease of the absorption of
the probe beam following the interaction of the pump beam which has saturated (depleted)
the absorbing level. Instead, signals in polarization spectroscopy (PS) are generated by
the change of the linearly polarized probe wave induced by a circularly polarized pump
beam, which leads to both a change in the absorption coefficient α and a change in the
refraction index n. Let us assume that a molecular ro-vibrational transition belonging to
the R or P branch is the transition involved. If the pump beam is σ+ polarized, the selection
rule on the projection of the angular momentum J states ∆M = +1. This ensures that the
pumping process induces an unequal saturation and therefore a non-uniform M sub-level
population, which is analogous to an anisotropic distribution for the orientation of the angular
momentum vector ~J . Such an anisotropic sample becomes birefringent for the incident
linearly polarized probe beam. Since the two balanced circularly polarized components,
σ+ and σ−, are unbalanced by an induced birefringence, the result is a probe beam with a
rotated polarization. To detect the probe beam when the polarization is rotated, a polarizer
is added before the detector with a transmission axis perpendicular to the polarization one
of the unperturbed probe beam. This effect only occurs for those molecules which are
resonant with both beams simultaneously, i.e. when the laser frequency ω coincides with
the center frequency ω0 of the molecular transition within its γ homogeneous linewidth
(ω = ω0 ±γ⇒ vz = 0±∆vz) [5]. To understand the line profile of a polarization signal, we
consider that a linearly polarized probe wave can be decomposed as the sum of two opposite
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circularly polarized components E = E++E−

E+ = 1

2
E+

0 (x̂ + i ŷ)e i (ωt−k+z) (1.31)

E− = 1

2
E−

0 (x̂ − i ŷ)e i (ωt−k−z) (1.32)

where x̂ and ŷ are the polarization versors. While passing through the birefringent sample,
the two components experience different absorption coefficients α+ and α− and different
refractive indices n+, n− from the nonisotropic saturation caused by the σ+-polarized pump
wave. After a path length L through the pumped region of the sample, the two components
become:

E+ = E+
0 (x̂ + i ŷ)e i (ωt−k+L+i (α+/2)L) (1.33)

E− = E−
0 (x̂ − i ŷ)e i (ωt−k−L+i (α−/2)L) (1.34)

Since ∆n = n+−n−, the non-isotropic saturation gives a phase difference

∆φ= (k+−k−)L = ωL

c
∆n (1.35)

and, an amplitude difference:

∆E = E0

2
[e−(α+/2)L −e−(α−/2)L] (1.36)

assuming to be in the case of linear polarization, E+
0 = E−

0 = E0. Behind the exit window the
two components (σ+,σ−) of the linearly polarized probe wave traveling into the direction
(z = L) yields the elliptically polarized wave:

E(L) = E++E− = 1

2
E0e−i [ωnL/c−iαL/2][(x̂ + i ŷ)e−iΛ+ (x̂ − i ŷ)e iΛ] (1.37)

with n = (n++n−)/2, α= (α++α−)/2, and the phase factor

Λ= ωL∆n

2c
− i

L∆α

4
(1.38)

where ∆α=α+−α−. If the transmission axis of the analyser is tilted by the small angle θ << 1
relatively to the y-axis, then

Et = Ex sinθ+Ey cosθ (1.39)
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Since for θ << 1, cosθ ∼ 1 and sinθ ∼ θ, the transmitted amplitude is:

Et = E0 exp[−i

(
ωnL

c

)
−

(
iαL

2

)
](sinθcosΛ+cosθ sinΛ)

= E0 exp[−i

(
ωnL

c

)
−

(
iαL

2

)
](sinθ+Λ)

(1.40)

The detector signal S(ω) is proportional to the transmitted intensity

S(ω) ∝ IT (ω) = cε0Et E∗
t (1.41)

As it was for saturation spectroscopy, the change of absorption ∆α is caused for those
molecules within ∆vz = 0±γs/k that simultaneously interact with the pump and probe
beams. The line profile of ∆α(ω) is Lorentzian, therefore we can define:

∆α(ω) = ∆α0

1+x2
, x =

(
ω0 −ω
γs/2

)
(1.42)

The absorption coefficient α(ω) and the refractive index n(ω) are related by the Kramers-
Kronig dispersion relations 1.14. Therefore, the dispersion profile is:

∆n(ω) = c

ω0

∆α0x

1+x2
(1.43)

Starting from 1.42, 1.43 and expanding them we obtain the detected signal

It (ω) = I0eαL[θ2 +θ∆α0L
x

1+x2
+

(
∆α0L

4

)2 1

1+x2
+ 3

4

(
∆α0x

1+x2

)2

] (1.44)

where θ∆α0L x
1+x2 is a dispersive term and

(
∆α0L

4

)2
1

1+x2 is a Lorentzian contribute. The disper-

sive term is centered around ω0 and its magnitude depends on the θ angle. Tuning properly
this angle allows to minimize the dispersive term. The constant term proportional to θ gives a
background to the signal, it is possible to get rid of this background by rotating the analyser of
θ ∼π/4 and subtracting both the transmitted and the reflected components in a differential-
detection scheme [9]. A laser cavity is generally subject to various perturbations, consequently
the stability of a single-mode laser can be improved by electronically locking its frequency to
some passive reference cavity. PS has already proven to be an effective technique to obtain a
narrow-emission and absolutely-referenced QCL [9] [10]. A PS scheme produces, without any
external modulation, a narrow dispersive sub-Doppler signal used to close the feedback loop
on the QCL driving current for frequency stabilization. It will be shown in Sec. 3.3 that the
linewidth of a CW room temperature QCL can be narrowed below 1 kHz (FWHM) by locking
the laser to a molecular line. In Sec. 3.3.2 it will be exploited the availability of a natural
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frequency references given by the many strong molecular absorption lines, whose center
frequency can be absolutely measured with a sub-kHz precision.

1.2.4 Pound-Drever-Hall (PDH) technique for frequency-lock

The adoption of high-finesse Fabry-Pérot (F-P) cavities requires techniques able to improve
the frequency stabilization of the laser, since both the frequency of the laser and the length
of the cavity vary continuously depending on a range of factors like ambient temperature,
injection current and mechanical vibration. Since the laser light, sent to a cavity, is transmitted,
absorbed and reflected, Pound–Drever–Hall (PDH) locking uses the reflected beam to generate
an error signal that can be used to make small correction to either the length of the cavity
or the frequency of the laser, so that the resonance condition is held and transmission is
maximized [11]. PDH laser frequency stabilization is a powerful technique to improve the
frequency stability of a laser source and was first introduced by R.V. Pound, R. Drever, and
J. L. Hall in 1983 [12]. Let us consider a laser with frequency ν, perfectly mode-matched to
the F-P cavity, that we want to tone on a cavity resonance. The difference between the two
frequencies δν can be monitored by observing the reflection from the F-P cavity. When the
laser frequency is far from cavity resonance, all light is reflected by the cavity. When it is near
resonance the reflection coefficient F , depends on δν, vanishing when δν is zero. The cavity F
coefficient is symmetric around resonance, it means that it is not possible to directly use this
signal to lock the laser frequency to the cavity mode. However, the derivative of F with respect
to δν is antisymmetric across resonance. By comparing the variation in the reflected intensity
with the frequency variation we can tell which side of resonance we are on. Therefore, an error
signal proportional to the frequency offset, which indicates the side of the cavity resonance,
can be generated. To determine the derivative at any point, one can simply vary the frequency
slightly and see how the reflected intensity responds [11]. With a similar approach described
before, the PDH technique uses a photodetector to capture the reflected light, which has been
modulated, and mixes its photocurrent with a local oscillator (LO) before passing it through
a low-pass filter. It provides an unambiguous indication of not only how far the system is
from resonance but in which direction adjustments must be made to restore resonance. The
readout signal is then sent in a proportional-integral-derivative (PID) controller to generate
an error signal which can be used to correct the laser-cavity relative detuning, for instance
by modifying the laser driving current, or by changing the length of the cavity by means of a
piezoelectric actuator.
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1.3 High-sensitivity spectroscopy

Determination of the absorption coefficient α(ω) from spectral intensity allows to measure
absorption spectra. The transmitted power through an absorbing path length x, is

PT (ω) = P0e−αi k (ω)x (1.45)

where αi k (ω) is the absorption coefficient of the transition |i 〉→ |k〉 with σi k cross-section
determined by the density Ni of the absorbing molecules.

αi k (ω) = [Ni − (gi /gk )Nk ]σi k (ω) =∆Nσi k (ω) (1.46)

If the population Nk ¿ Ni , from Eq. 1.45 and 1.46 we obtain for the density Ni of absorbing
molecules in level |i 〉 over the absorption path length x = L:

Ni = ∆P

P0Lσi k
(1.47)

This approximation is true if and only if ∆L«1. Since the absorbed power ∆P has to be larger
then the noise power PN , the minimum detectable molecular density is obtained:

Ni > PN

P0Lσi k
(1.48)

It is clear that the minimum detectable concentration of absorbing molecules is a function of
the noise power, the absorption path length, the absorption cross-section and the incident
radiation power. In order to reach a high detection sensitivity for absorbing molecules,
L,σi k ,P0 should be large and the noise power as small as possible.

1.3.1 Cavity-enhanced absorption methods

With Cavity-enhanced absorption we refer to all spectroscopic methods exploiting the main
property of a high-finesse optical cavity, i.e. the increase of the light-matter interaction time
[13]. An optical cavity is also referred to as an optical resonator, since the electromagnetic field
inside the cavity increases in amplitude for incident light at resonant frequencies and optical
cavities have always been associated with sensitive measurements in physics. High-sensitivity
measurements are hindered by a too short interaction path length of the light beam through
the sample, or by too high amplitude and/or frequency fluctuations of the laser source.
Multiple-pass cells provided the most intuitive solution for increasing the interaction length,
but when hundreds of passes are needed, their implementation turns out to be technically
complex. Their challenging optical alignment involves highly stable mechanics. In order to
minimize the detrimental effects of optical interference between neighbouring reflections,
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large mirrors and, consequently, large sample volumes are required. Optical cavities provide
an elegant and compact solution for these different problems. The increase of the light-matter
interaction time in a high-finesse optical cavity can correspond to an effective interaction
length of thousands of passes. In addition, the measurement of the cavity decay time (ring-
down signal) provides access to the absorption of the intra-cavity sample regardless of the
amplitude fluctuations of the source. Finally, in a high-finesse cavity, the sample size is limited
by the TEM00 mode size, which is smaller than the volume needed by a multi-pass device.

1.3.2 High-finesse optical resonator

High-sensitivity spectroscopy is based on the use of optical cavities in order to increase light
interaction with matter present inside the cavity. Considering the fundamental transverse
modes TEM00, they are uniformly separated in frequency by the Free Spectral Range (FSR) of
the cavity

F SR = c

2ng L
= t−1

r (1.49)

where t−1
r is the reciprocal of the round trip time, L is the cavity length and ng is the refraction

index of the intra-cavity medium. We may assume a symmetric linear cavity made by two
facing mirrors at distance L along the optical axis z. A monochromatic Gaussian laser beam is
mode-matched to the cavity, when it matches in waist size and position the TEM00 mode of
the cavity. Since the TEM00 modes are unchanged after propagating inside the cavity, we can
express the field transmitted by the empty cavity (when ng = 1) as:

Eout = E0(x, y)
∞∑

p=0
t2r2p e iω(t−2pL/c−L/c)−i kz (1.50)

= t2e−iωtr /2

1− r2e−iωtr
Ei n(x, y, z, t ) (1.51)

where Ei n = E0(x, y)e i (ωt−kz) t and r are the transmission and reflection coefficients (for the
field) of each cavity mirror, whose square modulus corresponds, respectively to T and R
coefficients for the light intensity. The transmitted intensity can be expressed by Airy formula,
as follows:

Iout (ω) = T 2∣∣1−Re−iωtr
∣∣2 Ii n (1.52)

= T 2

(1−R)2

Ii n

1+
(

2
p

R
1−R

)2
sin2(ωtr /2)

(1.53)

The transmitted intensity at the resonant frequency is well approximated by a Lorentzian
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function. The FWHM of this resonance ∆ν and the cavity finesse F can be expressed as:

∆ν= 1

πtr

1−Rp
R

(1.54)

F= F SR

∆ν
=π

p
R

1−R
(1.55)

There, the relation between ∆ν and the photon lifetime in the cavity, the ring-down time τ,
can be derived. This is mathematically obtained by considering the cavity time response
to an impulsive excitation which is written as the convolution of the pulse time profile and
the Fourier-Transform (FT) of Eq. 1.50 taken for r ∼ 1. Taking a delta function for the pulse,
we obtain an exponential decay for the field. Switching to the intensity (I = |E |2), the decay
becomes twice as fast and we find that the ring-down time is inversely proportional to the
cavity mode width (which is related to the time-frequency uncertainty relation of FT theory):

τ= 1

2π∆ν
= L

p
R

c(1−R)
(1.56)

the ring-down time is proportional to cavity finesse and to cavity length. It should be noted
that a direct derivation of the ring-down time, by considering the cavity losses per round trip,
yields the same result except for the term

p
R which is missing.

1.3.3 Cavity ring-down spectroscopy

Cavity ring-down spectroscopy (CRDS) is an established spectroscopic technique which
allows high-sensitivity, direct, and accurate measurements of gas-phase molecules [14]. The
first CRDS devices were designed to measure low levels of optical loss in highly reflective
mirrors. By coupling a pulsed laser into a high-finesse Fabry-Pérot cavity formed by these
mirrors, it was possible to measure changes in reflectivity on the order of parts per million.
O’Keefe and Deacon realized that the cavity could also be filled with an absorbing analyte,
indeed they obtained the spectrum of a week magnetic-dipole transition in atmospheric
oxygen [15]. One of the main advantages of the CRDS technique is that the measurement
parameter is in the time domain. Therefore, the resulting measurement is independent of
the intensity fluctuations of the incident light, which further improves the signal-to-noise
ratio of the measurements. The basic principle of CRDS lies in the substantial enhancement
of the optical path length through the sample of interest, which can increase the actual
sample length by about a thousand times. This is achieved by creating a high-finesse optical
cavity consisting of high-reflectivity mirrors, which trap the incident light and therefore allow
multiple reflections inside the cavity. The optical cavity is suitably aligned to form stable
cavity modes which, when matched with the laser mode, generate a resonant signal. The basis
of the cavity ring-down technique consists in the measurement of the decay of light intensity
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Figure 1.5: Schematic of the experimental setup for a cavity ring-down spectroscopy. Two high reflectivity
mirrors, a laser providing the input beam and a detector measuring the small amount of light leaking out from
the cavity to collect the ring-down signal of decay rate.

coupled into a high-finesse optical cavity. The light is sent along the cavity axis toward the
back face of the input mirror, and the small amount of light coupled through this mirror into
the cavity undergoes repeated reflections between the two mirrors. A small fraction of light is
lost on each round-trip of the cavity, due to both mirror transmission/absorption/scattering
and absorption from the intra-cavity medium, with the result that the light intensity within
the cavity decays exponentially with time.
The intensity of the leak-out light from the optical cavity is given by the following equation:

I (t ) = I0e− t
τ (1.57)

where Ii n and I0 are respectively the incident and the output intensities and τ is the time
required for the light signal to decay to 1/e of its initial output intensity and it is called, as
seen, the ring-down time τ. The equation to calculate τ can be derived from the Beer-Lambert
law:

I0 = Ii ne−αL (1.58)

with α attenuation coefficient of the absorbing sample and L the path length within the cavity.
Let R and T be the reflectivity and the transmission of the mirrors. If the duration of the
laser pulse is smaller than the round-trip time in the resonator (a ballistic assumption) the
output signal will consist of a number of pulses with gradually decreasing intensity because of
leakage of light intensity from the imperfect mirrors at each reflection of the pulse [16]. When
a light beam is incident on the cavity, the output intensity I0 after single pass is:

I0 = Ii nT 2e−αL (1.59)

After one round trip of the cavity, the light has suffered two reflections and the new output
intensity becomes:

I1 = I0R2e−2αL (1.60)
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After n round trips of light inside the cavity, the Eq. 1.60 will be:

In = I0R2ne−2nαL (1.61)

R2n can be expressed as exp (2n lnR) and R∼ 1 for high-reflectivity mirrors which gives
lnR ∼−(1−R) and Eq. 1.61 becomes:

I (t ) = I0e−2n(1−R+αL) (1.62)

The discrete variable n can be changed to a continuous time variable t = 2nL/c , where t is the
time taken to complete n round trips. Comparing Eq. 1.57 and 1.62 we derive the ring-down
time τ in the presence of absorbing sample:

τ= L

c[(1−R)+αL]
(1.63)

where α is the absorption coefficient of an absorbing species present at concentration C over
a path length L within the cavity. In the absence of any sample inside the cavity, the ring-down
time is expressed as the empty cavity ring-down time τ0 which is the characteristic parameter
of a CRDS system.

τ0 = L

c(1−R)
(1.64)

The exponential decay may be recorded by positioning a sensitive photo-detector behind the
output mirror to detect the light leaking out through this mirror on each pass. Apart from
constants of the experimental setup, such as the length of the cavity and the intrinsic cavity
losses, the only parameters that determine the ring-down time are the absorption coefficient
and, consequently, the concentration of the sample. By recording the ring-down time in the
presence and absence of the sample (τ and τ0, respectively), the absorption per unit path
length α, can be determined, yielding the concentration C if the absorption coefficient is
known at the wavelength of interest.

α= 1

c

(
1

τ
− 1

τ0

)
(1.65)

From what described before, it becomes evident that the absorption coefficient α can be
measured by a technique able to discriminate the smaller gas-induced decay rate γg = cα
(full cavity), on top of the much larger background cavity loss decay rate γc = 1/τ0 (empty
cavity). The sensitivity of the CRDS technique can be expressed as the minimum detectable
absorption coefficient αmi n expressed as:

αmi n = 1

cτ0

∆τmi n

τ0
(1.66)
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where ∆τmi n is the minimum measurable variation in the ring-down time τ.
It is known that the coupling of the laser to a cavity mode affects the SNR; when the laser
mode profile is Gaussian and the cavity alignment is on-axis to excite only the TEM00 modes
in the cavity, a strong mode coupling can be achieved in CRDS. Some critical aspects of the
technique are related to the high-reflectivity mirrors used in CRDS. They are available in a
narrow wavelength range, which limits the working spectral range for a particular set of cavity
mirrors. Moreover, to achieve the mode-matching condition, a precise alignment of the cavity
is needed because the instability of the incoming laser beam direction and shape may affect
the detection of the CRDS signal. Improvements in terms of sensitivity and resolution with
respect to pulsed CRD are achieved in CW-CRDS. In CW-CRDS only one longitudinal mode of
the high-finesse non-degenerate Fabry-Pérot cavity is excited in shorter build-up times, which
means a more efficient cavity coupling than the early-developed pulsed version [15]. If the
intra-cavity medium response is linear, a simple exponential decay is observed. Moreover, in
CW-CRDS lower shot-to-shot ring-down rate fluctuations are measured comparing to pulsed
CRD. In addition, the narrower linewidth of CW coherent sources allows also sub-Doppler
resolution in CW-CRDS. An important aspect of CW-CRDS is that it is possible to use high
intra-cavity power to detect non-linear effects such as two-photon transitions or saturated
absorption (e.g. sub-Doppler Lamb dips) [17].

1.3.4 Sensitivity Limits of CW-CRDS

After the development of CW laser sources, such as the above described QCL, it was demon-
strated that CW-CRDS is particularly appealing in the mid-IR spectral region, where the
strongest ro-vibrational transitions lie, belonging to the so-called fingerprint region. Indeed,
its sensitivity with short averaging time places CRDS among the simplest quantitative meth-
ods, since it allows direct determination of the absolute value of the absorption coefficient α
without any need for complex calibration routines. It is worth to mention that sensitivity can
be enhanced by a proper optimization of the trigger level and the fitting interval [18]. In that
condition the optimized sensitivity can be comparable with high-sensitive spectroscopic tech-
niques such as noise-immune cavity-enhanced optical heterodyne molecular spectroscopy
(NICE-OHMS).
Nonetheless, in conventional CRDS, cavity losses are added to the linear absorption from
the sample which is measured from the increase of the cavity decay rate with respect to the
non-absorbing sample condition. Therefore, accurate and independent measurements of the
empty-cavity loss spectrum, in order to retrieve the zero-absorption baseline, are required.
Sensitivity depends on both precision in measuring the empty-cavity decay rate (γc ) and the
repeatability and stability of these measurements.
The main observed factors which worsen the shot-to-shot γc fluctuations are related to defects
of the cavity mirrors such as coating non-uniformity, surface defects and dirty spots. Moreover,
fluctuations of the laser alignment, excitation of transverse modes nearly degenerate with
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longitudinal ones may further worsen γc stability for CW-CRDS [14]. An usual strategy of
CRDS is the use of consecutive 1/τ measurements at different laser frequencies, one in
resonance with the targeted absorption transition and one out of resonance, in order to
directly determine the sample absorption contribution by difference. At the same time,
frequency independent 1/τ instabilities could be cancelled out or minimized by taking such
difference. Unfortunately, low repeatability of the measured 1/τ prevents sensitivity increase
by using long-time averages. Determination of this frequency-dependent baseline can be
even more dramatic when a background from other absorbing substances present in the
sample is added. The sensitivity limits due to uncorrelated fluctuations of the cavity decay
rate suggested us to follow a totally different approach to decouple other cavity losses from the
targeted absorption loss in the shortest possible time, i.e. in a single CRD event, approaching,
in this way, the ultimate shot-noise-limited sensitivity. Saturated-absorption cavity ring-down
(SCAR) spectroscopy overcomes limits due to shot-to-shot fluctuations of the cavity decay
rate by measuring both γc and γg , in a single CRD event.

1.3.5 Saturated-absorption cavity ring-down spectroscopy

From the experimental point of view, SCAR does not differ from other conventional CRD
experiments. The laser light is coupled to the high-finesse Fabry-Pérot cavity up to a threshold
level, and then it is quickly switched off at the cavity resonance. Transmitted light during the
ring-down time is detected and the decay rate is measured. If a molecular species inside the
cavity absorbs coupled light, it increases the empty cavity loss rate, and such loss rate increase
is measured. The difference with the conventional CW-CRDS is that in SCAR saturation effects
of the molecular absorption induce a deviation of the ring-down signal from the perfectly
exponential behaviour, as expected for linear intra-cavity losses. When the ring-down signal
that contains saturated molecular absorption is fitted to an exponential function, the residuals
strongly differ from a flat behaviour. Fig. 1.6 shows an experimental SCAR decay that recorded
by averaging 3072 decay signals measured at a fixed frequency close to the center of the
(0331-0330) R(50) transition of 12C16O2 (line-center frequency 2343.663 cm−1), with cavity
length of 1 m, and gas temperature and pressure of 296 K and 50 µbar, respectively [19]. Let
us consider the saturation parameter G(t ), the following equation gives flat residual plot and
explain the physical effect of the saturated molecular transition:

dG

d t
(t ) =−γcG(t )−γg

2G(t )

1+p
1+G(t )

, G(0) =G0 (1.67)

γc = c(1−R)/L where R is the mirror reflectivity and L is the cavity length, while γg = cα0

where where α0 is the non-saturated value of the absorption coefficient of the absorbing
species. They represent the cavity and molecular absorption decay rates, respectively. G0 =
P0/PS is the saturation parameter value when the SCAR decay event starts, triggered by a
threshold level reached on the F-P transmitted signal. An analytical solution G = G(t) of
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Figure 1.6: Typical SCAR decay signal. Three consecutive time intervals can be recognized: zones A, B, and C
carry information, respectively, on γc , γc +γg and the detection offset, which in the IR region is due to thermal
background.
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this differential equation cannot be found even by explicitly inverting the solution t = t(G).
An alternative way consists in performing a numerical integration by using the 4th-order
Runge-Kutta algorithm (RK4) as a step of the fitting procedure. Since in real CRD molecular
spectroscopy experiments γg < γc we can factorize G as follows:

G(t ) =G0e−γc t f(t ;G0,γc ,γg ) (1.68)

By substitution in Eq. 1.67, we obtain the saturated decay function f, which gives a rough and
intuitive explanation for the intrinsic ability of the SCAR technique to improve sensitivity by
distinguishing between gas absorption losses and cavity ones.

df

d t
(t ) =−γg

2f(t )

1+√
1+G0e−γc t f(t )

, f(0) = 1 (1.69)

Numerical integration of Eq. 1.69 and G factorization in Eq. 1.68 can be used for a better
computing precision of the fitted parameters G0, γc , γg .



2
Radiocarbon: its cycle and its detection

In this chapter, we present radiocarbon (14C), the rarest isotope of carbon. During them
lifetimes, plants and animals, through the food chain, assimilate 14C from atmospheric carbon
dioxide. After the death of the organism, carbon is not any more shared with the biosphere
and their radiocarbon content starts to decrease at a rate determined by the law of radioactive
decay. Radiocarbon dating is a method designed to determine the age of biogenic materials
by measuring their residual content of 14C. Radiocarbon has grown far beyond Willard Libby’s
initial conceptualization as a tool for age determination. At the same time, current uses of
radiocarbon for understanding the Earth system build upon the solid foundation laid down
by several generations of scientists who worked tirelessly using this unique isotope. While it
is not possible to present the entire scope of radiocarbon research, this chapter intends to
create a short know-how to understand the role of radiocarbon isotope when addressing the
human impact on global carbon cycle and its feedbacks on climate change and Earth system
science.

30
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2.1 Carbon Isotopes

Atomic nuclei with the same number of protons (atomic number) and different number
of neutrons are called isotopes. Isotopes of an element have the same chemical behaviour
because they posses the same number of electrons. Different isotopes have different masses
so the bonds they form have slightly different strengths. Carbon has three isotopes which
occur naturally: the most abundant is 12C, accounting for 99.89 % of the C atom on the Earth,
almost all the remaining 1.11% is 13C with 6 protons and 7 neutrons, both are stable isotopes
[20]. Radiocarbon (14C) is the radioactive isotope of C, with 6 protons and 8 neutrons. It is a
cosmogenic radionuclide, which means it is constantly being created by the interaction of cos-
mic rays with the Earth’s atmosphere. The nucleus of 14C is unstable and will spontaneously
decay (half-life τ1/2 = 5700±30 years) with the following nuclear reaction:

14
6 C →14

7 N+e−+ ν̄
14C is produced in the stratosphere as a spallation product when cosmic rays interact with
the Earth’s atmosphere [21]. Cosmic protons, that are not deflected by the Earth’s magnetic
field, form neutrons by interaction in the upper atmosphere with nitrogen and atmospheric
oxygen via spallation reactions. Through multiple collisions, the neutrons are slowed down
to the energy corresponding to the atmospheric temperature. Under these conditions, the
capture reaction by the 14N occurs, giving rise to an unstable 15N atom, which decays, with
the emission of a proton, to 14C. During its cycle of production and decay, radiocarbon is
oxidized to 14CO2, it is diffused by the stratospheric winds into the troposphere and enters in
the global C cycle that exchanges C between atmosphere, land and oceans (Fig. 2.1). However,
since there is a variation in the cosmic radiation flux, the overall output in this reaction is not
constant. Furthermore, the Earth’s magnetic field changes course and intensity slightly over
time. Consequently, this makes the amount of cosmic radiation colliding with the atmosphere
to fluctuate [22]. The natural abundance of 14C in the pre-industrial atmosphere was approxi-
mately one in every trillion (1012) C atoms (an abundance of 1 ppt). Through production of
new 14C atoms in the upper atmosphere, the loss of 14C atoms due to radioactive decay is
balanced. This essential feature gives rise to the unique attribute of 14C. It is redistributed
as a "stable" isotope among reservoirs and also acts as a clock because of the regularity of
radioactive decay. This seminal discovery by Willard Libby and colleagues led to the Nobel
Prize in Chemistry in 1960 [23].
The biosphere works as a reservoir that absorbs 14C in the form of CO2. It is fair to assume
that the 14C content of the biosphere is the same as that of the atmosphere, but it is true only
for terrestrial plants, although slightly different due to isotope fractionation. Since plants
use photosynthesis to grow, the growth reflects carbon absorption from the atmosphere, and
hence 14C absorption. Consequently, the 14C concentration in a plant can be compared, after
death, to the atmospheric radiocarbon concentration during the growth period. Crops or
similar plants are fed to livestock. Since the carbon absorption by animals originates from
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Figure 2.1: Global Carbon Cycle: Radiocarbon is produced in the stratosphere as a spallation product when
cosmic rays interact with the Earth’s atmosphere. During the time between production and decay, it is oxidized
to 14CO2, mixed through the atmosphere, and enters the Earth’s C cycle

the diet, it reflects their 14C concentration. The oceans act as a reservoir for radiocarbon,
reducing the 14C content in the atmosphere. The diffusion of a material within a medium
causes the oceans top layer have a lower 14C concentration than the atmosphere (reservoir
effect). A box diffusion model has been developed [24] which distinguishes the oceans into
two layers: the mixed layer and the deep sea. In this model, the 14C content varies with the
depth of the oceans which may further affect radiocarbon concentration in different marine
species.

2.2 Radiocarbon decay

Plants and animals assimilate and accumulate the different carbon isotopes present in the
atmosphere. Upon the death of an organism, the radiocarbon is no longer replenished from
its food, and the total number of 14C atoms in its tissues decreases due to radioactive decay.
The number of atoms that disintegrate per unit of time (dN/dt) is proportional to the number
of atoms N present at a time t. Given λ as radioactive decay constant:

d N

d t
=−λN N (t ) = N0e−λt (2.1)

where N0 is the number of atoms present at initial time t = 0. Eq. 2.1 gives the number of
radioactive nuclei present at time t (see Fig. 2.2).
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The half-life (τ1/2) is another representation of the decay constant. The half-life of a radionu-
clide is the time required for its activity to decrease by one-half. Thus, after one half-life, 50%
of the initial activity remains.

Figure 2.2: Radiocarbon decay: Radioactive decay of 14C showing how the proportion of the initial pool (Nt /N0)
decreases over thousands of years, with its half- and quarter-lives. The limit for 14C dating is roughly 10 half-lives

The half-life for a given nuclide can be derived from Eq. 2.1

ln

(
N

N0

)
=−λt (2.2)

If Nt
N0

= 1
2 , the equation yields the half-life τ1/2:

τ1/2 = ln2

λ
= 0.69312

λ
(2.3)

Libby, Anderson and Arnold were the first to measure the rate of this decay [25]. This value
was replaced by the known "Libby’s half-life" equal to 5568±30 years, resulting from weighted
average of three reported measurements that Libby, his collaborators and two other groups
had obtained [26]. Newer values of the 14C half-life have been proposed as results of collection
of more data and different methods. This value of λ, 1.21 · 10−4 year−1, equivalent to a
τ1/2 = 5700±30 years, is assumed to be more correct [27]. The calculation of the elapsed
time t depends on the assumption that the initial value N0 (Eq. 2.2) is known. A relative
measurement must be performed by comparison of quantified amounts in samples with an
internationally accepted standard reference material. Two ‘primary’ standards are used: the
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out of stock standard SRM-4990B, called OX-I, and the standard SRM-4990C, called OX-II
or NOX (for New OXalic acid), both distributed by NIST (National Institute of Standards and
Technology).

2.3 Global Carbon Cycle

Despite the simplicity of the theoretical method, the experimental measurement of 14C is
rather complicated due to both the incomplete verification of the stationarity hypothesis
and problems related to the complexity of biological and environmental cycles. The second
aspect includes also anthropogenic influences on the radiocarbon source, which make it
difficult to assess N0. Indeed, the key assumptions on which Libby’s theory is based are: (I) the
radiocarbon concentration in the atmosphere is spatially uniform, (II) the same concentration
is present in terrestrial waters (where CO2 enters the solution), (III) the atmospheric concen-
tration of 14CO2 has remained constant over time. Due to the effect of the Earth’s magnetic
field, the quantity of 14C produced by cosmic rays varies with latitude (with a factor of ∼ 5
between the poles and the equator). However, these fluctuations are compensated by the
atmospheric flows that mix the air around the Earth in a short time (of the order of a few years)
compared to the radiocarbon decay time. It can therefore be affirmed that the hypothesis
of the stationarity of radiocarbon concentration in a finding, with respect to the place of
origin, is correct. In nature, the relative abundances of the three carbon isotopes can differ
due to both biological phenomena of carbon assimilation by plants and chemical-physical
processes, such as the dissolution of atmospheric carbon dioxide in the waters. This effect
is known as isotopic fractionation. The result, on the isotope ratio, is normally expressed as
δ13C and is defined as relative difference (in ‰ units) between the 13C/ 12C of the sample and
that of a standard reference material.

δ13C =

(
13C
12C

)
samp

−
(

13C
12C

)
st and(

13C
12C

)
st and

×1000‰ (2.4)

The differences in isotopic abundance originates from diffusion phenomena, therefore they
are linked to thermodynamic factors in inter- and intra-molecular exchanges and chemical
kinetics. Isotope fractionation is a process that occurs both during chemical reactions and
during physical processes. It can be a result of slightly different equilibrium constants for
different isotopes in a chemical reaction, but evaporation, condensation and thermal diffusion
can also cause fractionation. Isotope fractionation occurs when carbon is transferred from
one part to another of the ecosystem, e.g. during the photosynthesis process, plants absorbs
more 12CO2 than 13CO2 and more 13CO2 than 14CO2. This effect must be taken into account to
correct the activity of the sample. It has been shown that the fractionation of the 14C isotope is
double than of 13C. Either tabulated values can be used for the correction, or the fractionation
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of the 13C isotope can be measured to obtain a precise value that takes into account the
fluctuations due to local factors.
The global carbon cycle in the Earth’s system can be interpreted as a series of carbon reservoirs
which are linked by carbon exchange fluxes. In the global carbon cycle, two domains can be
distinguished [28]:

• fast domain with high trade fluxes and relatively ‘rapid’ reservoir turnovers, consisting
of carbon in the atmosphere, the oceans, surface ocean sediments and on land veg-
etation, soils and freshwaters. Reservoir turnover times, identified as reservoir mass
of carbon divided by the exchange flux, range from a few years for the atmosphere to
decades-millennia for the major carbon reservoirs of the land vegetation and soil and
the various domains in the oceans.

• slow domain consisting of the huge carbon amounts store in rocks and sediments
that exchange carbon with the fast domain through volcanic activity of CO2, chemical
weathering, erosion and deposition on the sea floor.

During the Holocene (starting 11,700 years ago), before the Industrial Era, the fast domain
was close to a stationary state, as evidenced by the relatively small variations in atmospheric
CO2 reported in ice cores [29, 30]. By contrast, since the beginning of the Industrial Era,
fossil fuel extraction from geological reservoirs, and their combustion, has resulted in the
transfer of significant amount of fossil carbon from the slow domain into the fast domain,
thus causing an unprecedented, major human-induced perturbation in the carbon cycle [31].
Indeed, during the last 150 years, the atmosphere has been perturbed due to introduction
of additional CO2 from anthropogenic activities, especially the combustion of fossil fuels
and land-use change. This added rate is small compared to the large natural fluxes, but it
represents an additional one-way flux into the atmosphere that is not in balance. The 14C
isotopic disequilibrium between the sources and the atmosphere is related to four factors:
the production of 14C that occurs naturally in the upper atmosphere; the increase of fossil
fuel emissions; the anthropogenic production of 14C from nuclear weapons testing or nuclear
industry; and the reservoir age, which determines the 14C content in each C reservoir or
source. In terms of 14CO2 budget, it is possible to distinguish the atmospheric 14C history in
four periods:

• pre-industrial period < 1850

• 1850 < Suess effect period < 1945

• 1945 < bomb peak period < 1985

• post-bomb > 1985
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pre-industrial period

The pre-industrial era (conventionally identified as pre-1850) represents an extended period
(∼ 10 kyr) where the concentration of atmospheric CO2 was relatively stable compared with
today. During that time interval only cosmogenic production, radioactive decay, and land
and oceans exchanges influenced the atmospheric 14CO2 budget. Cosmogenic production
was the only positive flux, increasing 14C in the atmosphere. Both the terrestrial biosphere
and oceans had negative fluxes, since C resides in each of these reservoirs for some time and
becomes depleted in 14C by radioactive decay before returning to the atmosphere.

Suess effect

The first observation of anthropogenic influence on atmospheric 14CO2 was made by Suess
[32] in 1955. He observed a 25‰ decreasing in atmospheric ∆14CO2, which is the measures
used to track bomb 14C [33], between 1890 and 1950 by tree-ring measurements records
from North America. The observed effect consists of a change in the ratio of the atmospheric
concentrations of isotopes of carbon (13C and 14C) due to the blending of massive quantities
of 12CO2 derived from fossil fuels (which are radiocarbon-free).

Bomb peak period

Figure 2.3: Bomb peak: the curve represents the atmospheric content of 14C in the Northern Hemisphere, where
most of the nuclear weapons testing took place.
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During the 1960s, a networks of atmospheric sampling stations were installed across dif-
ferent sites [34]. These networks were used to observe the radioactive fallout produced by
extensive tests of thermonuclear bombs (hydrogen fusion) beginning in the 1950s. The nu-
clear experiments, conducted in the Northern Hemisphere, doubled the 14C content in the
troposphere. Masarik and Beer [35] simulated that it would take 250 years to produce this
amount of 14C cosmogenically. The maximum peak was observed in the 1963, immediately
before the Limited Test Ban Treaty was signed by the United States, Great Britain, and the
Soviet Union, which banned nuclear weapons testing in the atmosphere, in outer space, and
under water. From this moment, the 14CO2 started to decrease showing a trend similar to
an exponential curve initially falling rapidly (by more than 40‰ per year), as is shown in Fig.
2.3. As well as fossil fuel combustion in the Suess effect, the C cycle distributed the bomb 14C
contribution throughout the biosphere. Indeed, in addition to radiocarbon production due to
bomb testing, there is an added amount of production deriving from the nuclear industry
and research applications [36].

Post-bomb period

The post-bomb period is considered to start in the 1980s, when the influences on atmospheric
14CO2 had changed after the bomb peak. In this phase, we have been observing the absorption
of bomb 14C into longer term reservoirs and the increasing fossil fuel emissions. Between 1985
and 2005, CO2 emissions from combustion of fossil fuels increased by ∼ 50% [37]. Dilution of
14CO2 by fossil-derived CO2 is now the strongest contribution to one of the main influences
on seasonal cycles of 14CO2 in the Northern Hemisphere [33, 38–40].

2.4 Radiocarbon detection

Libby and his team developed the radiometric method in 1949 [25]. The proposed approach
is based on the measurement of the radioactive decay rate of the nuclide of interest and
corresponding measurement of the emitted beta particle by absorption on a sensitive element
(detector). The beta particles are characterized by a quantity of kinetic energy which is typical
for each radionuclide (in quantitative terms). Emitted beta particles have a continuous energy
spectrum which can range from a few keV to a few tens of MeV. Until now, only three methods
provide the measurement of the radiocarbon content in a sample:

• Gas proportional counting (GPC)

• Liquid scintillation counting (LSC)

• Accelerator mass spectrometry (AMS)
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GPC is a conventional radiometric technique developed by Dutch physicist Hessel de Vries
[41] that replaced Libby’s solid carbon method. The method relies on counting the beta
particles, produced by radiocarbon decay, emitted from a sample. Furthermore, it requires
that the sample carbon is converted into gaseous carbon dioxide before measurement in the
gas proportional meter.
Conventional GPC systems consist of a sample detector surrounded by an active screen
(guard counter system), a proportional ring gas meter, or a series of long cylindrical or Geiger
proportional detectors. A layer of old mercury or lead is inserted between the sample detector
and the guard counter system. A layer of boron paraffin, 5-10 cm thick, usually surrounds
the guard counter system to absorb the neutrons formed by cosmic rays in the passive screen
that encloses it, which consists of a layer of lead or iron [42].
LSC is another radiocarbon dating technique, developed in the 1960s [43, 44]. The method
is based on the conversion of the sample into a liquid form suitable for analysis in LSC and
a scintillator is added. Indeed, the energy conversion and transmission take place due to
the dispersion of the radioactive sample in a "scintillation cocktail" which acts as a detector.
The emitted radiation transfers its energy, producing molecular dumping and un-dumping
events followed by the release of photons. The scintillation cocktail produces a flash of light
when it interacts with a beta particle. A tube containing the sample is passed between two
photo-multipliers and the count occurs only when both devices register the flash of light.
Nuclear events generate ∼ 10 photons per KeV and the energy is dissipated in 5 nanoseconds
time. Depending on the form of scintillator, wavelengths of the emitted electromagnetic
radiation range from 375 to 430 nm. The approach is consolidated and characterized by an
uncertainty of ∼ 0.2−4%, however it is still rather expensive in terms of both time and costs.
The main drawback of the technique is linked to the need to treat a large sample to obtain the
required amount of benzene compatible with the LSC analysis, considering the overall yield
of the process. The method is optimal for 5-6 g of carbon, resulting in a final yield of ∼ 5 ml of
benzene. Table 2.1 reports the carbon content of some typical materials of interest and the
required mass for the radiometric analysis.

Table 2.1: Carbon content and mass required for the radiometric analysis of 14C.

Material Typical Carbon Content (%) Mass (g)
Wood 50 4-20

Charcoal 70 3.5-15
Dry peat 50 4-25
Wet peat 5 40-200
Humus 0-5 120-1000

Bone 0-30 50-500
Carbonate 12 15-60
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A further technological evolution in the isotopic ratio analysis consists in the development of
the AMS technique, combining mass spectrometry with an accelerator [45, 46]. This technique
has found a successful application in radiocarbon detection. Since the β radiation from the
14C atom decay is a low-energy emission (156 keV), a sophisticated detection solves the
measurement problems related to this low energy value. Through ionization and acceleration
in an electric field, the identification of atoms is achieved. However, traditional spectrometers
do not have the required sensitivity to differentiate isobaric nuclei, but mass spectrometers
have been modified to isolate a rare isotope from a large surrounding mass. This way made
possible radiocarbon detection in a sample, avoiding the most common isobars that bury
the signal. Isobaric interferences, ions with the same mass as 14C, are the most critical
contaminants in mass spectrometry. Very abundant 14N and molecular ions, such as 13CH
and 12CH2, are the known contaminants, because they cannot be suppressed by standard
mass spectrometry. Indeed, depending on the detection resolution, processes that produce
background ions can occur. These processes involve impacts of residual gas ions in the
accelerator beam line, which modify the state of charge or the energy of the ions and for
this reason needs to be considered. The AMS analysis of carbonaceous samples requires
that they are previously converted into graphite. The conversion is carried out through a
first oxidative stage to CO2 by combustion and subsequent catalytic reduction to elementary
carbon. The graphitized sample is introduced into AMS where it is subjected to ionization
by an ion source. Electrostatic acceleration, with a charge-exchange scheme called tandem
accelerator, is the core unit of the accelerator used in 14C AMS to increase the final ion energy.
Here, the ions are separate. At this stage, the ions pass through a "stripper" process where
stochastically exchange electrons with the atoms from the foil or the gas. The stripper is
placed on a positive electrical potential called the terminal voltage in the tandem accelerator,
which attracts the negative ions produced in the ion source of the ion. After the stripper
has changed the charge of the ions, from negative to positive, owing to the repulsion of the
positively charged ions from the positive terminal voltage, they are further accelerated away
from the terminal. Application of a magnetic field deflects the path of moving charges. Carbon
isotopes that have the same energy but different mass are deflected at different trajectories.
Finally, detectors placed at different angles of deviation allow the counting of the particles. At
the end of the AMS cycle, collected data include the number of 14C, 13C and 12C atoms in the
sample. On this basis, it is then possible to calculate the concentration ratio of the isotopes.

2.4.1 Limits encountered in AMS and LSC radiocarbon detection

The critical aspect encountered in the measurement of radiocarbon is linked to the extremely
low natural abundance of this isotope present in traces (10−12). For its detection, a high sensi-
tivity and precautions are required for the elimination of possible interferents (e.g. isobars
in AMS and beta emitters in LSC). The sample converting systems are difficult to manage
and, in some cases, reveal safety problems related to the use of carcinogenic substances. In
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Figure 2.4: Generalized schematic of the main parts of an AMS facility. The blue line indicates the central ion
trajectory. Since magnetic sector fields disperse the trajectories of ion beams with the wrong momentum, these
deviate from the central trajectory and are filtered out. The electrostatic analyser, as indicated in the high-energy
beam line, filters analogously the ion beams with the wrong energy (orange line). The stripper (yellow) and the
detector are both gas filled

.

LSC analysis, the 14C very low environmental concentrations need to treat large amounts of
sample, with consequent waste of time and costs, and to extend the analysis times to reach
statistically significant counts and adequate precision. On the other hand, the AMS analysis
requires minimum amount of sample and this leads to a very high risk of contamination by
modern 14C, especially in the case of low activity samples, therefore the sample pretreatment
and handling steps must be rigorous. For high-precision dating, where unwanted bias effects
of the order of 10 years are important for recent sample, modern and fossil contaminants
need to be kept below about 0.1%, or about 1 µg C, in a typical AMS sample. For all other
cases, levels of contamination up to 1% are acceptable [22]. Parallel to this aspect, there is
a problem related to the data reporting conventions and the standardization of the units
commonly used in the 14C analysis. Stuiver and Polach [26] summarized the conventions and
these are still used today, especially in the archaeometric dating field.
The complexity of these aspects means that radiocarbon analysis is still a niche limited only to
specialized laboratories. There are currently 150 radiocarbon laboratories and about 100 AMS
laboratories internationally [46]. Beta Analytic in Miami (USA) is the only operator having an
industrial character, with a productivity of tens of thousands samples each year, whereas all
the others are research laboratories with very small productivity.
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2.4.2 Radiocarbon detection using mid-IR spectroscopy

The state of the art standard methods for 14C measurement are the above described low back-
ground LSC, for very large samples, and AMS, which can achieved extremely high sensitivity.
However, these methods have neither on-line nor on-site capabilities, and usually require
complex sample preparation or need large sample mass. Therefore, a technique with in-situ
measurement capabilities is needed. Detection of 14C with optical techniques has recently
gained interest as technology for mid-IR instrumentation has improved. Detection of 14CO2

using diode laser spectroscopy was studied in the 1980s [47, 48], but with the technology of
that time the foreseen detection sensitivity was relatively low. This was because 14C has a
very low natural abundance, near 1 ppt, requiring both very narrow band lasers for specificity,
as well as efficient detection mechanisms for enhanced sensitivity. To achieve the required
sensitivity, optical cavities can be used to enhance the interaction length of the laser with
the ultra-low-concentration radiocarbon molecules. From the user point of view, differences
in sample size and sample preparation criteria may be very significant. Laser techniques
require burning samples to oxidize their carbon content to carbon dioxide, while AMS mostly
requires a further reduction step to convert it to elemental carbon (graphitization). Spectral
data for 14CO2 are available in a few publications [2, 49]. The strongest absorption band for
the detection of 14CO2 corresponds to the fundamental asymmetric stretching v3 ro-vibration
band. In particular, the P(20) line at 4.527 µm (2209.1 cm−1) resulted to be the most suitable
for detection of 14CO2 by laser spectroscopy. Laser-based radiocarbon detection does have the
potential to achieve notable sensitivity for small gaseous samples in a compact instrument.
This is because lasers interrogate molecules and can induce multiple photon absorption
processes from each 14CO2 molecule. Differently, LSC only counts radioactive decays of a very
small fraction of 14C atoms, while AMS counts each accelerated 14C ion only once. Counting
precision is thus limited by Poisson statistics to N−1/2, where N is the number of counts,
whereas with the laser interaction the precision improves as t−1/2 where t is the averaging
time. Well designed counting experiments can achieve negligibly small background count
rates whereas photon interactions with most of the species present in the sample yield a
significant background signal that must be understood, monitored and subtracted from the
total laser induced response in order to quantify the amount of radiocarbon. Two types of
laser technologies have been used, so far: CRDS and intra-cavity optogalvanic spectroscopy
(ICOGS). In the second case the results were contested because they were not repeatable.
Moreover real-world samples were never measured, yet. The first ICOGS work, with a fixed
frequency stabilized 14CO2 laser, was published in 2008 [50].
This technique is based on the existence of large isotopic shifts in molecular spectra, the
use of narrow band (<1 MHz) fixed frequency isotopic lasers and detection via optogalvanic
effect (OGE). The basic principle includes the use of a common CO2 laser filled with a gas
mixture containing pure 14CO2 as gain medium, which can provide the specificity to excite
a 14CO2 molecule transition at 11.7 µm. OGE laser interaction (absorption or stimulated
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emission) leads to an impedance change of an electric discharge through the sample gas that
can be positive or negative. Cavity ring-down spectroscopy (CRDS) was proposed as a better
and more reliable solution and, to reach the needed sensitivity, CW-CRDS was used [51]. It
employs a continuously tunable narrow band laser and the signal are retrieved from fitted
line shapes and known absorption cross-sections in order to determine absorbing species
concentration. The absorption coefficient, α, is expressed in terms of cavity exponential
decay time τν, via α(ν) = 1/c(1/τ(ν)−1/τ0) where τ0 is the ring-down time in vacuum and ν
the wavenumber. In principle, CRDS provides a passive ring-down cavity with an effective
path length of the order of 10 km. Since a highly stabilized laser is employed, separation of
background from signal is achieved by fitting the full line shape of a spectral feature centered
at the chosen frequency where the signal to noise ratio (SNR) is higher. In the last years, a
few significant and successful works have demonstrated 14CO2 optical detection in the mid
IR. All these spectrometers are based on the principles of linear-absorption CRDS that can
only detect enriched levels of radioactivity, for application like studying decommissioned
nuclear power plants, or for biological and environmental tracing application. In particular,
Genoud et. al. [52], by using, in their system, a commercially available quantum cascade
laser with a linewidth of a few tens of MHz, achieved a sensitivity limit of ∼ 800 pMC (percent
Modern Carbon), which is a suitable value for monitoring nuclear power plants and for other
industrial applications. McCartt et.al [53] achieved high sensitivity (11,2 pMC) for tracing 14C-
enriched biological samples with 3 mg sample mass. This more complex spectrometer used a
cavity cooled at T = 250 K which reduces both total interference and temperature sensitivity
of nearby ro-vibrational transitions. Notwithstanding, operating in presence of significant
spectroscopic interferences limited their spectrometer sensitivity, thus restricting applications
to the study of 14C-enriched samples. Fleisher et.al. [54] made other improvements to
better determine backgrounds with a cavity requiring 18 mg of C at T = 220 K and P =
0.93 kPa. A high-precision frequency axis is defined by the transmission spectrum of a
temperature-stabilized high-finesse (F = 52000) optical resonator, containing the gas-phase
CO2 sample under investigation. With this experiment, they also achieve 11 pMC of sensitivity.
The demonstration of mid-IR spectroscopic detection of 14C16O2 by SCAR addressed all
these challenges by implementing a novel non-linear cavity-enhanced approach to achieve a
sensitivity of 0.4 pMC [55, 56]. In Chap. 3 we will discuss further improvements to the sample
cell as well as to the sample preparation protocol, making SCAR precision comparable with
AMS facilities.

2.4.3 Fields of applications

Starting from the development of the radiocarbon method, there were two main fields of
application involved: both archaeology and Earth sciences contributed to the development
of the potential of the method. The first findings of archaeological interest dated by the 14C
method and used for reconstruction of the calibration curve were wood samples from the
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Egyptian tombs of Zoser at Sakkara and Sneferu of Meydum [25]. Although radiocarbon dating
required a large amount of materials in the early days of the method, so that few objects
could be actually used for analysis, this technique has revolutionized archaeology over the
years, and this is currently considered to be the main field of application. The Conventional
Radiocarbon Age (CRA), expressed in yr BP (years Before Present), underwent calibration, in
order to obtain the “real” calendar date, by comparing the conventional dating with calibration
curves obtained by dating artefacts of known periods. Through the dendrochronological
study of tree growth rings, calibration curves have been realized for the last 11 kyr (thousand
years). Instead, based on the annual growth of corals, it was possible to go as far as about 24
kyr ago. The calibrated date is considered the best estimate of the “true” date and is the one
that must be taken into consideration to draw historical conclusions. Like for archaeology,
paleoclimatic science paces the development of the 14C dating method. Atmospheric ∆14C
reconstruction and consequent calibration of the 14C time scale till 50 kya (thousand years
ago) has been a goal of the scientific community. This need arose after the discovery that
production of 14C atoms in the atmosphere was not constant and because the radiocarbon
method was required in quaternary periods studies. Indeed, climate change is followed by
changes on land, in the oceans, and in the atmosphere with an alteration of the global C
cycle. With the measurements of trace gas concentrations in ancient glacial ice layers, it was
revealed that atmospheric CO2 concentration was one-third lower (195 ppm) during the last
glacial maximum (LGM) 20 kya ago than that during the present interglacial (IG) period (12
kya to 200 years ago), (280 ppm) [33].

Figure 2.5: Graph of planetary temperature variation (red curve) and CO2 content (green curve), measured from
the Vostok ice core, Antarctica, as reported by Petit et al., 1999 [57].

Technological development, particularly with the advent of AMS, opened up new possibilities
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for dating unique objects and archaeology studies and climatology applications could further
improve, leading to new problems to solve. Biomedical and environmental studies more
recently enriched the spectrum of applications. Following the observation of anthropogenic
effects described in this chapter, in particular those related to the emissions of fossil fuels
into the atmosphere (Suess effect) as well as the nuclear tests, new scenarios for radiocarbon
analysis have been opened. Radiocarbon allows qualitative and quantitative assessments of
the origin of the emission source through direct analyses on air or atmospheric particulate
matter. This principle was exploited to evaluate the effect of different anthropogenic and
biogenic sources on air quality; indeed, radiocarbon is a solid tracer of biogenic sources, since
it is not altered by the chemical changes that occur in the atmosphere. The possibility of
characterizing the sources of fuels, through the analysis of the gaseous components of the
industrial facilities or through a direct analysis of the fuel represents a field of application of
recent interest. This application could play a key role in promoting globally adopted political-
legislative initiatives. On the one hand, the limited availability of fossil fuels and on the other
the goal of reducing greenhouse gas emissions, including CO2, on a global scale, forces the
industrial sector to certify biogenic sources. The ability to distinguish between the biogenic
and the fossil fraction in a fuel blend assumes a clearly strategic value for the traceability
of both the supply chain and the estimation of the emission rights and disbursement of
incentives for those using renewable sources. In this scenario, the use of radiocarbon as
unequivocal marker of the presence of biogenic compounds represents an effective method
for distinguishing CO2 of fossil origin. Likewise, the fields of application of the radiocarbon
method in the environmental sector comprises the determination of renewable fraction in
urban waste, residue-derived fuel and secondary solid fuel, which is related to the possibility
of trading emission certificates within the Emissions Trading System regulations and to the
recognition of economic incentives for the energy produced by combustion of the renewable
fraction in waste [58].
The field of biobased products is growing strongly both in the chemical sector (such as biosol-
vents, biocatalysts, biofibers) and in terms of commonly used materials (such as biocosmetics
and biopolymers). Several studies explored the potential of the radiocarbon method in re-
lation to a wide range of consumer and industrial products such as solvents and lubricants,
materials for construction, fertilizers, cosmetics, synthetic intermediates and polymers [59].
Raw materials of biological origin are recyclable in short periods as compared to fossil-based.
Therefore, biobased products can make a significant contribution to reduce CO2 emissions.
The determination of radiocarbon content acquires its value in order to certify “green” prod-
ucts, which is currently considered an areas of the utmost interest. Nowadays, the biobased
sector is fast growing and several studies explored the potential of the method of radiocarbon
analysis for a wide variety of consumer and industrial products [60–62]. The pharmacokinetic
(PK) properties of new drugs are thoroughly tested in current drugs development procedures.
The pharmaceutical industry has become aware of the need to adequately test PK properties
in order to produce superior drugs. There are frequent cases of drugs which, although ini-



2. RADIOCARBON: ITS CYCLE AND ITS DETECTION 45

tially approved, have been withdrawn from the market due to unexpected effects in human
dispersing. Systematic research focusing on predicting drug PK is needed in early drug devel-
opment. It has been demonstrated that radioisotopes play a role in advancing our knowledge
in biomedical sciences [63, 64]. Carbon (thus 14C) has such a stability that it is a built-in molec-
ular design of standard organic chemicals. Radiocarbon is sufficiently active as a β-emitter to
be detected by standard techniques, therefore it is used as a drug marker to study absorption,
distribution, metabolism, and excretion (ADME) in pharmacokinetics [65, 66]. Radiocarbon,
released into the atmosphere due to the effects of nuclear power plant management, is far
from negligible and it is currently the main anthropogenic emissive source. It results from the
neutron-induced reactions on isotopes of carbon, nitrogen, and oxygen present in the fuel,
cladding, coolant, moderator, and structural materials of reactors. For the 14C produced in
the coolant system of nuclear plant circuits, about 95% is expected to be available for gaseous
release, with the remaining 5% becoming mostly part of the low-level waste, mainly stored
in the ion exchange resins, used for the removal of radionuclides in different liquid waste
treatment systems of nuclear power plants [67]. The degradation of the irradiated polymeric
material can cause the re-mobilization of the 14C content and subsequent release into the
environment. Radioactive waste must be systematically analysed in the matrices in which it
is mainly present, typically graphite, steel and cement deriving from the decommissioning of
nuclear reactors. Rapid continuous in-situ analysis would be valuable as it can provide better
monitoring capabilities in support of power plant operators, nuclear waste management
organizations, and regulators.



3
Saturated-Absorption Cavity Ring-down

(SCAR) technique

In 2010, Saturated Absorption Cavity Ring-down was demonstrated and successfully exploited
for sub-Doppler measurements of the 16O12C17O isotopologue of carbon dioxide at low pres-
sure. For this latter isotopologue, this technique was able to resolve the hyperfine structure of
its ( 0001 - 0000 ) R(0) ro-vibrational transition [68]. The earlier experimental SCAR setup was
based on a low-power ( < 100 µW ) DFG-coherent source with narrow linewidth and absolute
frequency traceability, provided by the phase locking of pump and signal sources to a near-IR
frequency comb. This apparatus allowed for the first ever optical detection of the ultra-rare
14C16O2 isotopologue of carbon dioxide at natural abundance ( ∼ 1.2 ppt ) [55]. In this chapter
we will discuss about some upgrades of the SCAR technique, which allowed us to realize the
first measurement of radiocarbon dioxide in real-world samples with improved uncertainties,
below 1%.

46
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3.1 Experimental setup

Due to its low natural abundance, radiocarbon dioxide requires an extremely high-sensitivity
for detection. SCAR, benefitting from both CRD and saturation spectroscopy, can provide the
sensitivity required. Indeed, it was demonstrated that the SCAR technique improves by more
than one order of magnitude the limits of CRDS, thanks to a sample absorption measurement
which is independent from the other cavity losses during the same cavity decay event (see Sec.
1.3.5). Some upgrades realized in the last years allowed us to further improve the sensitivity
of this technique. The improved SCAR setup is described below. In SCAR spectroscopy, laser

Figure 3.1: A sketch of the optical SCAR setup

radiation must be coupled to the cavity in the most efficient way. Specifically, the intra-cavity
laser power at the beginning of the decay must be much higher than the saturation power of
the targeted molecular transition. Regardless of the power enhancement factor of the cavity
provided by its high-finesse, the requirement for the incident laser power at the cavity input is
more relaxed for TEM00 and narrow linewidth laser sources. Moreover, this technique requires
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laser sources tunable in a wide spectral range, as well as absolute frequency calibration of their
frequency. Laser frequency stabilization could be a useful tool to improve sensitive detection
of molecules with SCAR, by implementing long-time-average gas absorption measurements.
Frequency stabilization of mid-IR QCLs to high-finesse optical cavities or to the side of a
Doppler-broadened molecular absorption line achieves narrowing of the QCL emission but
lacks in providing absolute frequency referencing. On the other hand, frequency lock of a
QCL in the center of a sub-Doppler molecular line provides an absolute frequency reference.
Fig 3.1 shows the SCAR experimental setup. Two QCLs (Hamamatsu Photonics) are used in
the optical setup, both emitting ∼ 100 mW CW radiation tunable in the range 2208-2212 cm−1

(∼ 4.5 µm), to perform frequency-synthesized heterodyne spectroscopy. QCL2 is frequency-
locked to the (0201-0200) R(16)e transition of N2O at 2209.0854 cm−1 which is used as a
frequency reference. The first derivative of the absorption profile of this reference line is
detected by polarization spectroscopy, at 0.45 mbar pressure and 40 cm absorption path-
length. QCL1 is locked by PDH technique to the resonant cavity and it is used as a probe
laser for the SCAR spectroscopy of the (0001-0000) P(20) transition of 14C16O2. Both QCLs are
frequency stabilized, narrowed and controlled by locking loop chains. The beat note between
the first and the second laser is locked to a scanning frequency synthesizer, by sending a
feedback signal to the PZT-mounted mirror controlling the cavity length, thus closing the
stabilization loop of the QCL1 frequency relatively to QCL2.

3.2 Fabry-Pérot ring-down cavity

In a classical Fabry-Pérot (F-P) configuration, the width of a cavity mode can be expressed
as the ratio between the free spectral range and the finesse. In order to have an effective
radiation-gas interaction paths as long as possible, the cavity should have very narrow modes,
a condition that requires either high-finesse or a small free spectral range. Optical cavities
with a small free spectral range have the major drawback of mechanical instability because
of their considerable length: this would introduce an external noise at low frequencies in
the output signal that depends on the cavity length variations. Furthermore, when dealing
with quantum cascade lasers, the optical feedback coming from a F-P resonator can be a
serious limit. The SCAR F-P cavity (shown in Fig. 3.2) consists of a quartz tube of 0.7 L of
volume, which is surrounded by a copper tube coated by a multilayer aluminized-mylar
super-insulation material which strongly suppresses any radiative heat transfer from the
room temperature external vacuum chamber. The choice of the cell material fell on quartz
since its low adsorption property and low thermal expansion coefficient. It is equipped with
two ZnSe plano-concave mirrors coated with high-reflectivity multilayer dielectric materials
with transmission T ∼ 120 ppm and (absorption + scattering) A ∼ 30 ppm, totalling overall
losses 1−R ∼ 150 ppm. The mirrors radius curvature of 3 m produces a narrow beam waist
(w0 = 1.27 mm at the cavity center) for all the TEM00 longitudinal modes, thus enhancing
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Figure 3.2: The SCAR Fabry-Pérot cavity
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the nonlinear saturation effects exploited by the SCAR technique. This resonator has a free-
spectral range (FSR) of 149.986 MHz at 4.5 µm. The measured mode FWHM at this frequency
is ∼ 7 kHz, corresponding to a Q-factor of ∼9×109 and a finesse of ∼ 20908. The described
features yield a ring-down time of ∼ 22 µs and an effective interaction path between IR
radiation and gas sample of ∼ 6.6 km. The cavity is cooled down to 170 K by means of a
cryogen-free Stirling acoustic cryocooler (Qdrive, mod. 2S102K-FAR-DE-TI) and it is housed
inside a vacuum chamber providing both thermal and acoustic insulation. This cooling
system allows us to reduce the effects of interfering hot-band lines deriving from all other
CO2 isotopologues, in particular the (0551− 0550) P(19)e 13C16O2 transition at 2209.1159
cm−1. The long-term temperature stability of the optical cavity, as well as the uncertainty
of the temperature measurement, are critical factors due to the temperature dependence of
the molecular line intensity S. Therefore it must be constant and it is monitored by 8 Pt100
electrical resistances distributed along the cavity. Three resistive heaters provide to actively
stabilize the temperature and to minimize any thermal gradient of the cell.The dependence
of the line intensity S on temperature will be discussed in sec 3.4. With respect to the first
SCAR set-up, the volume has been reduced by about one order of magnitude. This has as
a consequence a lower amount of sample gas needed for the measurement, which now
corresponds to 6 mg of carbon content. The external gas filling line was redesigned in order
to optimize the vacuum performance of the turbo-molecular pump (HiCube 80 Eco, DN 40
ISO-KF, MVP 015-4), so to obtain a pressure as low as 10−3 hPa, measured outside the cavity.
Detector PD 2 (in Fig. 3.1), a liquid N2 cooled InSb photodiode, provided by Hamamatsu
Photonics, has the function of detecting the (established) threshold for filling the cavity with
IR radiation. When the threshold is reached, the acusto-optic modulator (AOM) rapidly
switches the laser beam off and the ring down event begins.

3.3 Single-frequency QCL loop chains

To achieve the high-sensitivity and sub-Doppler resolution spectroscopy provided by the
SCAR apparatus, it is fundamental to have an intense and narrow (low-frequency-noise)
mid-IR laser source. Since this experiment also aims to high accuracy for detection of trace
molecules, an absolute frequency reference is required. As we mentioned in Sec. 1.2.2 QCLs
are ideal candidates to provide these features thanks to their intrinsic linewidth, comparable to
the natural linewidth of molecular transitions (tens-hundreds of Hz). Moreover, the radiation
emitted by a QCL can achieve a power spanning from µW up to W. These characteristics give
them appeal to be used for SCAR spectroscopy. Unfortunately, over time scales spanning
from 10 ms to 1 s, QCLs linewidth is way wider in free-running operation (about 1 MHz) due
to the 1/f noise contribution. To overcome this limitation, a frequency stabilization loop
chain was implemented. Two QCLs, mentioned in Sec. 3.1, are employed in the optical setup.
QCL1 is used as a probe laser for the SCAR spectroscopy of the P(20) target line, QCL2 is
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frequency-locked to the (0201−0200) R(16)e transition of N2O at 2209.0854 cm−1. These lasers
require thermal stabilization and a beam collimator. With this purpose, ad hoc mounts have
been created which include a thermoelectric Peltier cell for temperature stabilization and an
aspheric collimating lens positioned on a mount that allows 3-axis adjustments of the three
axes. Moreover, these lasers are in C-mount configuration that enables the emission from
both facets and powered by ultra-low-noise current drivers (ppqSense S.r.l.). A frequency
stabilization chain with two locking loops efficiently narrows and controls the QCLs frequency.

3.3.1 Pound-Drever-Hall (PDH) locking

To tightly lock the laser frequency to a resonance of the Fabry-Pérot cavity, the resonance must
be detected quickly and with a high SNR. This is perhaps the most critical part of the feedback
loop, as it ultimately determines the performance of the system. Since on the characteristic
times of the measurement, the linewidth of the emitted radiation is approximately of 500
kHz, which is much higher than the 7 kHz cavity resonance width, QCL1 shown in Fig. 3.1 is
locked to the high-finesse cavity with the PDH technique (described in Sec. 1.2.4) in order
to maximize the power coupling into the cavity itself. This lock allows to further tighten the
emission spectrum of the laser in such a way to couple over 60% of the radiation into the
cavity, thus allowing to reach the required level of saturation of the P(20) target transition of
14C16O2. Furthermore, since this lock keeps the laser frequency resonant with a cavity mode,
it enables the acquisition of CRD decays at high rate (∼ 3 kHz), with a duty cycle of about
50%. The QCL emitting at 4.5 µm is provided by Hamamatsu Photonics. It operates at room
temperature and 527 mA current, delivering a measured output power of about 59 mW, and it
is modulated at 4MHz to add to the laser carrier frequency the two FM side-bands required
by the PDH lock. In this way, the QCL1 linewidth (∼ 500 kHz free running) is made narrower
than the cavity resonance width (∼ 7 kHz), achieving a locking bandwidth of about 300 kHz.
Its drift/jitter frequency fluctuations follow the cavity resonance and thus the IR photons are
efficiently coupled to the cavity itself, only limited by the spatial mode matching (>60%). The
QCL1 beam reflected back by the cavity is sent to the PDH detector by the input polarizing
cube of the optical isolator. The PDH locking signal is obtained by demodulating (with the
right relative phase) the detected photocurrent at the modulation frequency of 4 MHz, by use
of proper RF electronics (a mixer and a low-pass filter). This signal is further processed by a
proportional, integral, differential (PID) amplifier and sent to the laser current to close the
locking loop.

3.3.2 Polarization spectroscopy (PS) locking

High-sensitivity spectroscopy, such as SCAR, requires a radiation source with high frequency
stability both at short and long timescales, therefore with a narrow linewidth and linked
to an absolute frequency reference. The strategy used consists in referring the emission
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Figure 3.3: Panel a: bordeaux and blue traces represent free-running and locked QCL2 FNPSD.

itself to a molecular absorption line (frequency locking). PS is the most suitable technique,
since it directly generates the narrow (sub-Doppler) dispersive signal, without any external
modulation, to be in the feedback loop on the QCL2 driving current to stabilize its emission
frequency. PS exploits the birefringence that a circularly polarized pump laser beam induces
on absorbing molecules, generating a polarization rotation in a linearly polarized probe beam
which is proportional to the derivative of the molecular absorption profile. The sub-Doppler
absorption feature has a Lorentzian line shape whose derivative has a typical S-shaped
dispersive profile. With appropriate settings, the signal is zero on the absorption center and
varies linearly around it. By using this PS scheme, a narrow-emission, down to sub-kHz
level, was achieved [56] with the aim of obtaining an absolute frequency reference for the
Fabry-Pérot ring-down cavity. The linewidth of a CW-QCL can be narrowed below 1 kHz
(FWHM) by locking the laser to an N2O line, as explained before. For the QCL2 frequency
stabilization, the PS signal is processed by an n electronic controller (PID), and fed back to
the field-effect transistor (FET) gate for current control, in order to suppress its frequency
fluctuations. The effect of frequency locking is evident observing the frequency fluctuations
in terms of frequency noise power spectral density (FNPSD) of the laser radiation, shown
in Fig. 3.3. Making a comparison between the free-running and locked traces, it can be
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observed how the fluctuations are reduced by ∼4 orders of magnitude. QCL2 is operated
at 318 K temperature and 473 mA current, delivering a measured output power of about 45
mW for the probe beam and 62 mW for the pump beam. The ultra–low-noise current driver
ensures a current noise power spectral density below 1 nA/

p
Hz, while keeping a fast current

modulation capability, thanks to a control circuit placed in parallel to the QCL based on a FET.
The chosen molecular transition is the R(16)e of the (0201−0200) ro-vibrational band of N2O
at 2209.0854 cm−1 filled into a reference cell at the pressure of 0.4 mbar with an absorption
path-length of 36 cm. The circularly polarized pump beam saturates the sample absorption
and induces its birefringence. The probe beam undergoes a polarization rotation. The typical
S-shaped dispersive profile is retrieved by a couple of mid-IR photodiodes in differential
configuration. Placed behind a half-wave plate and a polarizing cube, they can detect any
polarization rotation of the probe beam generating a zero-background signal. An optical
isolator positioned on the probe beam optical path, picks up a portion of light which is sent
to the detector for beating. In this way, such molecular-dip-locked QCL2 can be used as a
master oscillator for the phase-locking scheme.

3.3.3 Beat note phase-locking

The beat note between the two frequency-locked lasers described before, allows both to refer
QCL1 to the absolute frequency of QCL2 and to realize the frequency scan around the line
of the 14C16O2 molecule. Thanks to the additional phase-locking system between the two
lasers, the frequency of the QCL1 laser can be changed by scanning the cavity. A phase-lock is
realized: the beat note measured by the detector is mixed with a variable known frequency
produced by a synthesizer and then processed by an electronic phase-lock circuit (PLL), which
sends the correction signal to the piezoelectric actuator of the high-finesse cavity. The QCL1,
being locked to the cavity, follows the movements of the latter and therefore can scan around
the target line without losing the frequency reference. The scheme realized for phase-locking
the beat note is shown in the Fig. 3.4. To achieve long-term stability of the QCL1 frequency, we
control the cavity length by phase-locking it to the stable reference described before. The beat
note between QCL1 and QCL2 is detected by a fast (700 MHz bandwidth) HgCdTe photodiode
and it is controlled by a local oscillator (RF synthesizer). The error signal is processed by a
proportional-integral (PI) circuit and the correction is fed back to the PZT moving one of the
cavity mirrors with a locking bandwith of 500 Hz. This scheme, shown in Fig. 3.4, provides
a cavity narrowed QCL1 traceable to the N2O reference transition. By tuning the RF synth
frequency, the cavity length is scanned across the 14C16O2 target line.
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Figure 3.4: Scheme of the phase locking between the QCL1 and QCL2
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3.4 Data acquisition and fitting procedure

The 14C16O2 concentration (x0) is determined by measuring the spectral area of the P(20) line
recorded by scanning the cavity frequency over 650 MHz across the line center, and by using
the following equation:

x0 ≡ P0

P
= 1

c2ns

Ps

P

T

Ts

1

S

∫
γg (v ;Pi ,T )d v (3.1)

being P the total CO2 pressure, Pi partial pressures of all absorbing species (CO2 isotopologues
and any interfering trace gases) contained in the sample (P0 for 14C16O2), T the absolute
temperature, S the line intensity of the P(20) target transition (expressed in cm/molecule),
ν the frequency (in Hz) and γg is the gas-induced decay rate. The Loschmidt density ns ∼
2.48 × 1019 cm−3 (the density of an ideal gas at standard thermodynamic conditions: Ps =
1013.25 mbar and Ts = 296 K) and the speed of light c (in cm/s) are physical constants. Though
the thermodynamic conditions (P,T) are measured with uncertainties better than 1‰, the
line intensity (S) is known from theoretical calculations only, with uncertainty lower than 1%
[69]. Therefore, the determination of the mole fraction from the measured spectral area of
γg would be limited by the uncertainty of S. Nevertheless, by following a different approach,
Eq. 3.1 can be used to compare the spectral area between each unknown sample and the
reference standard to retrieve mole fraction ratios by means of a relative measurement:

x0,s

x0,sr m
=

∫
γg ,s(ν;Pi ,T )dν∫
γg ,sr m(ν;Pi ,T )dν

(3.2)

where s indicates the sample and srm the standard reference material. This approach is
justified since the thermodynamic conditions (P,T) and the line intensity are the same, within
the instrumental uncertainty reported above, for the sample and the standard reference
material. Furthermore the low temperature dependence of S (1/SdS/dT ∼ 2×10−3K −1 at 170
K) does not affect the uncertainty of this relative measurement.
The ring-down signal is detected by an InSb photodiode (Detector 1 in Fig. 3.1), provided
by Hamamatsu, amplified by means of a logarithmic amplifier, and digitized by a 18-bit, 10
MSample/s analog-to-digital converter (ADC, NI PXI-6250). Each measurement is processed
by real-time fitting software. An acousto-optic modulator (AOM) is used to switch the light off
in ∼100 ns at the set cavity-filling threshold, thus starting the CRD events. Three back-and-
forth stepwise scans of the QCL1 frequency across the target transition are performed for each
acquisition. The typical back-and-forth scan spans 650 MHz, with 66 points spaced by 10 MHz,
and takes about 4 min. For each frequency step, 3350 SCAR signals are acquired and averaged.
These averaged SCAR decays are analysed with the effective saturation parameter Z1V [70]
for each scanned frequency. Hence, the gas-induced cavity decay rate γg is determined by
averaging together the six values belonging to the single sweeps (three back and forth). The
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acquired spectrum is fitted using three Voigt profiles. The three-line manifold appearing
in the experimentally recorded spectrum is formed by the target line of 14C16O2 and two
sets of interfering lines, belonging to N2O and two different CO2 isotopologues. The first set
is formed by the unresolved (0551-0550) P(19)e and (2111-2110) P(23)e lines of 13C16O2 at
2209.1165 cm−1, overlapped with the (0111-0110) Q(12)e line of 14N16

2 O at 2209.1144 cm−1,
and it lies within the scanned range. The other set lies just out of the scanned range and
is formed by the unresolved (0221-0220) P(30)e+f doublet of 13C17O18O at 2209.1202 cm−1.
By cooling the sample cell from room temperature down to 170 K, the overall intensity of
the 13C16O2 interfering doublet is greatly reduced from almost 2000 times the target line
down to ∼1.5% of it, whereas the overall intensity of the 13C17O18O interfering doublet is
reduced from almost 20 times the target line down to ∼10% of it, anyway being much more
detuned. Therefore, we can state that most of the residual spectral interference, at such a
low operating temperature, comes from the 14N16

2 O line. In the next section we described the
sample preparation protocol, developed to reduce this interfering line down to few ppb. All
the acquired data that will be shown in the next chapter are processed by a code written in
Python language.

3.5 Sample preparation protocol and CO2 extraction line

In order to determine the radiocarbon content in samples, a line for preparation and purifica-
tion of the gaseous samples was set up and its operation parameters were carefully optimized
to satisfy the known purity demand required by the C14-SCAR spectrometer [56]. This line
allows to isolate and extract the isotopic mixture of gaseous CO2 while avoiding contami-
nation with spectral interfering molecular species, to reduce any possible systematic error
below the measurement statistical uncertainty. With the aim of extracting the CO2 molecules,
an elemental analyser (EA) unit (Elementar mod. vario ISOTOPE cube) was installed. In
parallel, several approaches were considered to eliminate the interfering molecules, from a
chemical distillation method up to moving to a different target line (P(16) at 2212,628 cm−1).
Among the various methods tested, photochemical purification with a laser source in the
vacuum UV was the most effective. But after some changes made on the EA unit, initially
purchased only for the extraction of CO2, we obtained the same result, i.e. the elimination of
the interfering molecule directly in the sample preparation phase, considerably simplifying
the overall process needed to estimate the amount of radiocarbon present in the sample. The
experiment for the N2O photodissociation will be treated in Appendix A. As we mentioned,
the sample preparation protocol was developed for the purification of the extracted CO2,
so as to ensure the removal of all interfering molecular species. In particular, nitrous oxide
(N2O), whose (0111−0110) Q(12)e transition lies in the spectral range of investigation, close
to the (0001−0000) P(20) target transition of 14C16O2, was strongly abated, below few ppb.
The performance of the extraction and of the developed purification protocol were validated
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through measurements with the C14-SCAR apparatus.
The EA is an instrument for automatic and quantitative analysis of the elements C, H, N, S,
O. The instrument can simultaneously determine the quantity of these elements starting
weighed sample. It uses the advanced purge and trap (ATP) technology, a unique chromato-
graphic technique for the quantitative separation of combustion gases, based on selective
chemical absorbing traps. Moreover, this technology allows to avoid completely the problem
of isotope fractionation (see Sec. 2.1), which can alter significantly the result of radiocarbon
concentration measurements. The commercial EA was modified with the aim of optimizing
the separation of the molecules involved in the considered samples, focusing on carbon and
nitrogen bounding elements ("CN" mode), since the presence of any other compounds is
not relevant in the spectroscopic analysis with the C14-SCAR system. In the following, the
sample extraction by use of the EA set in CN operating mode will be described. The burning
unit consists of four essential elements:

• Combustion column. Inside it, the combustion of the sample, including combustion
catalysis, is realized.

• Reduction column. It binds the excess of oxygen, reduces NOx to N2 and binds volatile
halogen compounds.

• Adsorption column. It provides the absorption and release of CO2.

• Thermal conductivity detector (TCD). It is used to quantitatively track all gas flows at
the unit outuput (N2 and CO2, in our case).

Furnace section

Fig. 3.5 shows an overview scheme of the instrument circuit. The light yellows shaded area
represents the furnace section with three independent heaters. All heaters are temperature-
monitored by the software. The combustion tube is located in the middle of the furnace and
it is heated at the set point temperature of 900 °C. The reduction tube is located on the left
and it is heated at the temperature of 550 °C. The third heater on the right is not used in this
configuration. The substance digestion of the reaction gas mixture is divided into different
phases. The atmosphere in the combustion column is enriched with oxygen that promotes the
combustion of the sample. The elements, typically C, H, N and S, bound in the sample burn to
form the following reaction products: CO2, H2O ,N2, NOx , SO2, SO3. The combustion tube is
filled with copper oxide which promotes the combustion of hardly combustible samples and
silver wool which absorbs sulphur compounds. The carrier gas (He) flow transfers the gaseous
combustion products into the reduction tube where the nitrogen oxides (NOx) are reduced
to N2 at the copper contact and SO3 is reduced to SO2.The H2O in the reaction gas mixture
is bound in an adsorption tube filled with Sicapentr. In CN mode only the carbon and
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Figure 3.5: Functional diagram CN mode: the yellow shaded area represents the furnace section of the EA unit
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Figure 3.6: Progression view of the components detected by the TCD of the EA unit: it displays a graph of the
time evolution of the output gases during the processing for the sample selected. The two peaks, each one
delimited by two magenta crosses, represent the detected N2 and CO2, respectively on the left and right hand
side.

nitrogen bound elements are detected. Separation of the measured components takes place
in the adsorption columns. N2 is not absorbed when the adsorption column is at standby
temperature (25 °C), consequently it is the first measured component to enter in the TCD,
while CO2 is trapped in the adsorption column.
When the N2 peak flow is detected, the temperature of the adsorption column is increased to
induce CO2 desorption (up to 240 °C), hence the CO2 molecules are released and detected. The
adsorption columns has a limited capacity to hold CO2, approximately 20 mg of corresponding
carbon mass. After desorption from the adsorption column, the measured components
are transported by the carrier gas flow into the measuring cell of the TCD. The thermal
conductivity of the carrier gas sensibly changes under the addition of small amounts of foreign
gases such as the measured components N2, CO2. If one of these measured components
exists in the analysis gas mixture, this leads to a disturbance of the measuring bridge that is
registered in the form of an electrical signal. The TCD measuring signal is digitized, integrated
and output by the instrument to the PC, where it is registered in the form of a measuring peak
dependent on time. The peak area is correlated with the absolute quantity of the respective
measured component by calibration functions. An example of the progression vs. time of the
detected components is reported in Fig. 3.6
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Figure 3.7: Scheme of the realised CO2 extraction line: EA unit, the pre-evacuated circuit and the cryogenic
trap

Samples characteristics

Carbon containing sample masses lying within the 16-20 mg range were used to produce the
C14-SCAR CO2 gas amount required for the measurements. Let us calculate the total sample
carbon mass needed to fill the SCAR cavity, following the ideal gas law: PV = nRT , where P is
the pressure inside the cavity (12.000 mbar), V is the volume of the cavity summed with the
filling circuit (1.7 L), R is the molar ideal gas constant (83.1446 L mbar K−1 mol−1 and T is the
cavity temperature (170 K). We found that our system requires a minimum sample carbon
mass of 13 mg which will be scaled on the basis of the theoretical fractional carbon content of
each investigated matrix.
Liquid samples are collected with a syringe (0.5 mL volume) while the solid samples by use of
a steel spatula. All the samples are weighed by a balance with 0.01 mg precision, placed in a
tin capsule of adequate volume and either packaged manually (if a solid sample is treated) or
using a manual mechanical press that seals the sample capsule (if a liquid sample is treated).
The capsule-containing sample is placed into the EA unit where the reaction occurs. The
released CO2 flows with the carrier gas (He) into the pre-evacuated collection circuit. A
Schlenk flask (250 mL volume), equipped with a liquid-N2 cryogenic trap, is placed at the
end of the circuit. The solid CO2 is collected into the flask and the carrier gas is removed
by a turbo-molecular pump (HiCube 80 Eco, DN 40 ISO-KF, MVP 015-4). The collected gas
is analysed by the SCAR technique to measure the 14C16O2 concentration, expressed as a
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percentage related to the standard. The described CO2 extraction line is sketched in Fig. 3.7



4
Sample characterization by SCAR

technique and results

With the aim to evaluate the 14C content in unknown real-world samples, spectroscopic
measurements by means of SCAR technique were performed. This content is determined by
measuring the spectral area of the contribution (γg ) to the CRD decay rate from the absorbing
target (0001-0000) P(20) line of 14C16O2 at 2209.1077 cm−1. The measurement is performed
by a fitting procedure with a function defined as the sum of a linear baseline and three Voigt
profiles, representing the 14C16O2 target line and two interfering lines attributed to 14N16

2 0
and 13C17O18O. This chapter is divided in four sections, each of them dedicated to a specific
investigated matrix.

• Biofuels. In this section will be shown the results for the measurement of the 14C
content of two samples provided by Neste Corporation (labelled Biofuel 1 and Biofuel
2), two samples provided by RISE: Research Institute of Sweden (labelled Bio oil 1
and Bio oil 2) and two samples obtained from CSV-AM: Centro Sperimentale di Volo,
Aeronautica Militare (labelled Avionic jet fuel (Jet A1) and Biofuel blend).

• Polymers. In this section three samples of polymer provided by RISE (labelled Bio
polymer 1, Bio polymer 2, Polymer 3) will be under analysis.

• Enriched graphite. This sample comes from the Ispra cyclotron. Actually, the Joint
Research Centre (JRC) of Karlsruhe (Germany) sets the EU standards for the decommis-
sioning of nuclear power plant operations.

62



4. SAMPLE CHARACTERIZATION BY SCAR TECHNIQUE AND RESULTS 63

• Archaeological samples. Here we will present measurements on two charcoal samples
coming from a NE area of Abu Tbeirah. They were provided thanks to a collaboration
between our research group and the Dept. Institute of Oriental Studies, Sapienza
Università di Roma.

To obtain an estimate of the radiocarbon content in each sample, a relative measurement
was performed by comparing it with a standard reference material. Oxalic acid dihydrate
(C2H2O4 · 2H2O) provided by NIST (SRM 4990C), with known carbon mass content of ap-
proximately 19% and a 14C content of 134.06 pMC, was chosen for all the samples except for
those provided by CSV-AM. These measurements are compared with another sample certified
by CSV-AM to be 100% biogenic avionic fuel. The statistical error for each measurement is
reported as standard deviation calculated on the averaged residuals.
The measurement is performed starting from the extraction of CO2 obtained by combustion
of the sample. The required mass of each sample is collected into a tin capsule used for its
combustion by means of the elemental analyser (Elementar, mod. vario ISOTOPE cube). The
CO2 extracted by the ATP mechanism described in Sec. 3.5, implemented inside the Elementar
system, was condensed into a flask of 250 mL volume by means of a liquid-nitrogen bath
(cooling bath). The described operation was performed for each sample. No treatment-related
systematic effects were observed during the extraction phase, and the spectrum resulting
from each measurement does not show any interfering signal, except for negligible traces of
N2O. The isotopic mixture of the extracted CO2 is inserted, after adequate vacuum creation,
into the SCAR cavity to perform the measurement of 14CO2 concentration in static conditions.
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4.1 Evidence of the role of the sample preparation

Through an in-depth study of the sample preparation conditions, we identified the parameters
required to optimize the extraction of CO2 and minimize pollution from interfering gases.
The critical factors in this operation are the correct validation of the release times, hence the
CO2 capture and the ratio between the mass of the matrix subjected to combustion (sample)
and the maximum amount of carbon that can be burnt by the EA unit. The SCAR technique
measures the 14C content in a CO2 isotopic mixture obtained by burning the sample under
test, as it was described in Sec. 3.5. The elimination of interfering molecules was possible by
use of a commercial elemental analyser able to oxidize the carbon content of the sample and
to selectively extract only CO2 from the gas mixture. In this section we will present different
solutions devised to the eliminate most of interfering molecules. Thanks to the developed
protocol described, the reduction (down to few ppb) of the (0111−0110) Q(12e) line of nitrous
oxide 14N16

2 O was demonstrated. This unearthed a new line, shown in Fig. 4.1, that lies just
out of the scanned range, formed by the unresolved (0221-0220) P(30)e+f doublet of 13C17O18O
at 2209.1202 cm−1 [71]. Although the overall intensity of the interfering doublet is reduced
by almost twenty times the target line, down to ∼10% of it, by cooling the sample cell from
room temperature down to 170 K, we had to include this line to get a three Voigt profile fit
function. Another effect of the sample preparation on the SCAR spectrum was observed. It is

Figure 4.1: SCAR spectrum of fossil CO2 recorded 1000 MHz. The labelled line (red row) at 753.5 MHz represents
the unresolved (0221-0220) P(30)e+f doublet of 13C17O18O at 2209.1202 cm−1
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related to the maximum mass that can be burnt by means of the combustion unit. This effect
was observed mainly for samples of fuel. The overall capacity of the adsorption column (see
section protocol) equipped inside the elemental unit is 20 mg of carbon. Beyond this value
the system saturates. Moreover, it was observed that a mass too large results in an additional
complexity to control the CO2 extraction process. One of the hypotheses made relates to
the possibility that the combustion is incomplete, with a residue of unknown un-combusted
chemical species (probably shorter chain hydrocarbons), when the mass of the sample already
exceeds 10 mg. Considering that the carbon content in of hydrocarbons is about 80-90%
of the total mass and that the C14-SCAR spectrometer requires about 13 mg of C for each
measurement, an overall mass of ∼ 16 mg was estimated to extract the needed amount of CO2

to fill the SCAR optical cavity. We notice that, burning the overall mass in only one fraction,
produces an unidentified line that is observable only in the spectrum of the empty cavity
decay rate γc as shown in the top right graph of Fig. 4.2. It means that this species has a
non-saturable absorption, hence it is not observable in the γg spectrum. Since a certain
degree of correlation exists between γc and γg , this effect may compromise the measurement
of the carbon content in the investigated sample, with a systematic increase in the value of
the spectral area of 14CO2. Fig. 4.2 shows the spectra of the same sample obtained by burning
the overall mass of ∼ 16 mg in either one shot or two shots of ∼ 8 mg each. The effect on the
gas contribution spectrum consists in an unwanted systematic drop of the γg plot at lower
frequencies (top left graph in Fig. 4.2), that compromises the accuracy in the determination
of the carbon content in the sample.

4.2 Raw data: ratios of unknowns to standards

Both decay counting and AMS measurements can give rise to artefacts that may cause the
measured activity or isotope ratio to differ from the actual value. Such systematic errors
can include counter efficiency and quenching (for decay counting) and uncertainties in the
calibration of the current measurement device (for AMS). These errors make it very difficult
to accurately measure activity or isotopic ratio, which is why 14C measurements rely on the
parallel measurement of an internationally accepted standard, just like is done for stable
isotope measurements. The assumption is that any systematic alteration of the isotopes by
sample preparation or decay counting methods will be the same for the standard and the
sample. Likewise, the SCAR spectrum could be affected by systematic effects possibly related
to the lineshape of the measured spectrum, i.e. small deviations from a perfect Voigt profile.
This suggests to calibrate SCAR measurements. Consequently, the ratio between the sample
and a standard will be measured accurately.
The first modern 14C standard was NIST (National Institute of Standards and Technology)
Oxalic Acid or OX-I (C2H2O4), made from a crop of sugar beets collected in the year 1955. The
absolute 14C standard has ninety-five percent of the activity of OX-I, measured in the year
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Figure 4.2: Spectra of γg (left hand side) and γc (right hand side) for Biofuel 2 realized starting either from a
single combustion of 16 mg of sample (on the top) or from 2 combustions of 8 mg each one (on the bottom)
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Figure 4.3: Oxalic Acid (standard Ox-II SRM 4990C) spectrum performed by C14-SCAR apparatus

1950. The New Oxalic Acid standard (NOX) was introduced in 1980 to replace the primary Ox-I
standard by the National Bureau of Standards (NBS). Actually, it is available from the NIST
as SRM-4990C, while the original OX (SRM-4990B) is no longer available. The NOX standard
was calibrated against the OX-I by decay measurements in several laboratories. The accepted
consensus value is 1.2736 ± 0.0004 for the ratio of NOX normalised to δ13C of -25 ‰ over
OX normalised to δ13C of -19 ‰. This resulted in a nominal 14C of 134.066 ± 0.043 pMC for
NOX. Fig. 4.3 shows the spectrum of standard reference material oxalic acid (SRM-4990C).
We perform 135 measurements which averaged together give an integrated area of 2.085
± 0.009 MHz ms−1.

4.3 Biofuel samples investigated by C14-SCAR spectrometer

Currently, among the different biofuel production pathways for avionic transport use (e.g.
approved for blending with jet kerosene), hydroprocessed esters and fatty acids (HEFA) fuels
are technically mature and commercialised. On the other hand, the thermochemical conver-
sion of biomass is considered the most viable and emerging technology for the production
of biofuels, due to its simplicity, cost-effectiveness, and feedstock flexibility. Particularly,
pyrolysis is the most efficient route, by which bio-waste can be thermally degraded to produce
bio char (solid), bio oil (liquid), and gaseous fuel. Due to their low energy density (compared
to fossil fuels), pyrolysis oils are used in stationary engines, boilers and for heating. This
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section will show measurements performed on different fuel samples, namely blends of HEFA
aviation fuel with Jet A1 fossil fuel and bio-oil derived by pyrolyzed biomass, to demonstrate
the accuracy achieved by the SCAR technique in the determination of the biogenic fraction in
fuel blends. This accuracy evaluation was carried out by using both AMS, as primary verifi-
cation method, and direct mass mixing ratio (MMR), as independent cross check. Indeed,
the measured 14C contents of avionic fuel blends Biofuel 1, BioFuel 2 (provided by Neste
Corporation) and upgraded pyrolysis Bio oil 1, Bio oil 2 (provided by RISE: Research Institute
of Sweden) were compared to AMS results, with the aim of testing the SCAR technology ac-
curacy. Afterwards, avionic fuel blends Avionic jet fuel (Jet A1), Biofuel blend (provided by
CSV-AM: Centro Sperimentale di Volo, Aeronautica Militare), prepared with fixed biogenic/-
fossil composition by mixing precisely measured mass ratios, were analysed by using the
SCAR technique. For each sample, the measurement is performed starting from an extraction
of CO2 obtained by combustion of the liquid fuel. The sample is collected into two tin capsules
of ∼ 8 mg each. The isotopic mixture of the extracted CO2 is inserted into the SCAR cavity to
perform the spectroscopic measurement of 14CO2 concentration in static conditions. Though
the SCAR measurements were performed on samples with different 14C mole fraction, no
memory effect was observed within our precision, thus confirming that the chosen material
for the cell of the SCAR cavity was suitable.

Biofuel samples compared with the standard reference material (SRM 4990C)

Fig. 4.4 shows the experimental results obtained for the measured biogenic content in four
samples of biofuel compared with the standard reference material. The 14C content is deter-
mined by averaging ten single measurements for each sample. For each single measurement,
the SCAR cavity was scanned six times (three back-and-forth) across the target transition (at
2209.1077 cm−1). All the results are expressed in pMC, with an uncertainty of about 1 pMC,
by taking the ratio between the spectral area of the target line (light green shaded region) and
the spectral area of the reference oxalic acid standard (beige shaded region), which is plotted
in the background. These blends of liquid fuels were also measured by AMS facilities. All fit
residuals, plotted in Fig. 4.4 below the measured spectra, appear to be randomly distributed,
without any visible hint for either an inaccurate lineshape model or missing lines. As for
the N2O interfering line on the right hand side of the target line, its spectral area is almost
negligible, except in the case of highly 14C-depleted samples, such as Biofuel 1. Indeed, any
possible systematic effect on the measured spectral area of the target line, resulting from its
partial overlap with the N2O line, was not observed for such low residual concentrations of this
interfering species (below few ppb). The results obtained for this four samples were validated
by performing AMS measurements. Table 4.1 summarizes our results and compares them
with those obtained by AMS. For each sample, the biogenic content measured by C14-SCAR
shows a good agreement with the expected value, within its experimental uncertainty.
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Figure 4.4: Radiocarbon content measured by the C14-SCAR spectrometer in fuel blends made from biogenic
HEFA and fossil Jet A1 (Biofuel 1 and Biofuel 2, A and B graph respectively) and samples made by thermochemi-
cal conversion of biomass (Bio oil 1 and Bio oil 2, C and D graph respectively). Both of them are compared to
oxalic acid reference material (beige shaded area). Error bars represent 1−σ standard deviation.

Sample SCAR result (pMC) AMS result (pMC)

Biofuel 1 5.6 ± 1.1 4.7 ± 0.2
Biofuel 2 74.6 ± 1.1 74.0 ± 0.1
Bio oil 1 47.2 ± 1.0 47.0 ± 1.5
Bio oil 2 36.6 ± 1.1 38.0 ± 1.5

Table 4.1: Comparison between SCAR and AMS measurement results for the sample shown in
Fig. 4.4
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Biofuel samples compared with a 100% biofuel reference

Fig. 4.5 shows the experimental results obtained for the measured biogenic content in two
more samples, avionic jet fuel and biofuel blends, within the CNR-INO project "Aerotrazione
con BioCarburanti (ABC)" funded by Ministero dell’Ambiente e della Tutela del Territorio e
del Mare (MATTM). They are biogenic HEFA and fossil Jet A1 mixed in different amounts, with
known mass mixing ratio (MMR). The measurement was performed as described before. Both
the results are expressed in % of biogenic content with an uncertainty of about 1% by taking
the ratio between the spectral area of the target line (beige shaded region) and the spectral area
of the reference 100% biogenic avionic fuel (light green shaded region), which is plotted in the
background. The 14C content of this reference fuel was also measured, resulting to amount to
98.2 ± 1.1 pMC. Such a slight difference with the 100 pMC value is not surprising, since, due
to combined bomb peak and Suess effects, discussed in Sec. 2.3, the 14C content depends,
even for very recent samples, on the specific year of death of the biogenic material employed
to produce the fuel itself. Table 4.2 summarizes our results expressed in % of biogenic fraction

Figure 4.5: Radiocarbon content measured by the C14-SCAR spectrometer in a sample of avionic jet fuel,
labelled E) and a biofuel blend made from biogenic HEFA, with known MMR (biofuel blend, labelled F). Both of
them are compared to 100 % biogenic avionic fuel (light green shaded area). Error bars represent 1−σ standard
deviation.

contained in the two samples shown in Fig. 4.5, compared with the mixing values chosen to
prepare the blends. For each sample, the biogenic content measured by C14-SCAR shows a
good agreement with the expected value, within its experimental uncertainty.
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Sample SCAR result (%) MMR (%)

Avionic jet fuel 0.1 ± 1.2 0.0 ± 0.0
Biofuel blend 18.20 ± 1.0 18.98 ± 0.01

Table 4.2: Comparison between SCAR measurement and known MMRs of the samples shown
in Fig. 4.5

4.4 Biopolymer samples investigated by the C14-SCAR spec-
trometer

As it was discussed in Sec. 2.4.3, the field of biobased materials is growing strongly both in
chemical sector (e.g. biosolvents, biocatalysts, biofibers) and in terms of commonly used
materials (such as biocosmetics and biopolymers). Bio-based materials, such as biopolymers,
are totally or partly derived from materials of biological origin, thus excluding materials
embedded in geological formations and/or fossilised. In industrial processes, enzymes are
used in the production of chemical building blocks, detergents, pulp and paper, textiles, etc.
By using fermentation and bio-catalysis instead of traditional chemical synthesis, a higher
process efficiency can be obtained, resulting in a decrease in energy and water consumption,
and a reduction of toxic waste. Raw materials of biological origin are recyclable for a brief
period (less than 10 years), differently from those fossil-based. Therefore, bio-based products
can make a significant contribution to reduce CO2 emissions and offer other advantages, such
as lower toxicity or novel product characteristics (e.g. biodegradable plastic materials). The
determination of radiocarbon content can play a relevant role in certifying “green” products,
which is currently considered a subject of great interest. Whit the aim of demonstrating the
applicability of the SCAR technique to certification of bio-based materials, three different
polymers with unknown biogenic content were analysed. Also in this case, the accuracy
evaluation was performed by using AMS. Indeed, the measured 14C contents of Biopoly-
mer 1, Biopolymer 2 and Polymer 3 (provided by RISE: Research Institute of Sweden) were
compared to AMS results, with the aim of testing the SCAR accuracy. For each sample, the
measurement was performed starting from the extraction of CO2 obtained by combustion
of the polymeric material. Each sample was collected into three tin capsules of ∼ 7 mg each.
The isotopic mixture of the extracted CO2 was inserted into the SCAR cavity to perform the
spectroscopic measurement of 14CO2 concentration in static conditions.
Fig. 4.6 shows the experimental results obtained for the measured biogenic content in three
samples of biopolymers compared with the standard reference material (NOX SRM-4990C).
The 14C content was determined by the average of ten single measurements for each sample,
corresponding to ∼ 2 hours of total averaging time. Also in this case the SCAR cavity was
scanned six times across the target transition, for each single measurement. The results



4. SAMPLE CHARACTERIZATION BY SCAR TECHNIQUE AND RESULTS 72

Figure 4.6: Radiocarbon content measured by the C14-SCAR spectrometer in three sample of polymers (orange
shaded area). Both of them are compared to oxalic acid reference material (beige shaded area). Error bars
represent 1−σ standard deviation.

Sample SCAR result (pMC) AMS result (pMC)

Biopolymer 1 101.2 ± 1,1 100.0 ± 1.5
Biopolymer 2 27.5 ± 1-2 28.5 ± 1.5
Polymer 3 0.5 ± 1.1 0.01 ± 1.5

Table 4.3: Comparison between SCAR and AMS measurements results for samples shown in
Fig. 4.6

are expressed in pMC, with an uncertainty of about 1 pMC, by taking the ratio between the
spectral area of the target line (orange shaded region) and the spectral area of the reference
standard (beige shaded region). The residuals do not show an inaccurate lineshape model or
missing lines. As it was suggested in the precedent case of biofuel measurements, the N2O
interfering line on the right hand side of the target line has a negligible spectral area, except
in the case of highly 14C-depleted samples, such as Polymer 3 which has no biogenic content.
Therefore, any possible systematic effect on the measured spectral area of the target line was
not observed. The comparison between the SCAR measurement and AMS is shown in table
4.3. For each sample, the biogenic content measured by C14-SCAR shows a good agreement
with the expected value, within its experimental uncertainty.

4.5 Enriched samples investigated by the C14-SCAR spectrom-
eter

The Joint Research Centre (JRC) belongs to the European Commission’s science and knowledge
service. Its mission is to support EU policies with independent evidence throughout the whole
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Figure 4.7: Radiocarbon content measured by the C14-SCAR spectrometer in a sample of graphite (gray shaded
area) compared to oxalic acid reference material (beige shaded area). Error bars represent 1−σ standard
deviation.

policy cycle. The so called Directorate of Nuclear Safety and Security, under which the nuclear
work program of the JRC lies, is sponsored by the EURATOM Research and Training Program.
It contributes to the scientific foundation for the protection of European citizens against
risks associated with the handling and storage of highly radioactive material. Moreover, it
provides scientific and technical support for the conception, development, implementation,
and monitoring of community policies related to nuclear energy. Their research and policy
support activities contribute to the achievement of effective safety and protection systems
for the nuclear fuel cycle and to the enhancement of nuclear security, thus contributing to
the achievement of the low carbon energy production goal. The sample investigated in this
section is a piece of nuclear grade graphite coming from the reactor of the cyclotron of the
JRC-Ispra that now is in the decommissioning phase. The irradiation time of this sample is
unknown.
The 14C content of this sample was determined starting from the extraction of CO2 obtained
by combustion of graphite dust. Since the carbon content in graphite is 100 %, the sample
was collected into three tin capsules of ∼ 7 mg each. The isotopic mixture of the extracted
CO2 is inserted into the SCAR cavity to perform the spectroscopic measurement of 14CO2

concentration in static conditions. The results obtained for the measurement of 14C content
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in enriched graphite, compared with the standard reference material, is shown in Fig. 4.7. The
14C content is determined by the average of ten single measurements, for each one of witch
the SCAR cavity was scanned six times across the target transition. The result is expressed
in pMC, by taking the ratio between the spectral area of the target line (grey shaded region)
and the spectral area of the reference standard (beige shaded region), which is plotted in the
background. The sample resulted to be enriched ∼ 39 times more than the natural abundance.
This was one of the first samples that we measured and, at that time, the sample preparation
protocol was not optimized, yet. Indeed, we can notice the presence of the interfering N2O
line at higher frequency (2209.1144 cm−1). Moreover, we fit our spectrum using a Voigt profile.
As it was demonstrated [70], this function is not suitable when the radiocarbon content
is much higher than natural abundance since the signal to noise ratio is very high. This
systematic error dominates the statistical one and it results evident observing the fit residuals.
The comparison with AMS is still to be done.

4.6 Archaeological samples investigated by the C14-SCAR spec-
trometer

In this section, the results obtained by measuring two ancient charcoal samples AbT5 and
AbT6 will be shown. They come from the first campaign of excavations carried out by an
Italian-Iraqi team, directed by Franco d’Agostino and Licia Romano from dept. Institute of
Oriental Studies, Sapienza Università di Roma. The preliminary project, which led to the first
campaign for the site of Abu Tbeirah (southern Iraq) in 2012, was intended as a first step
toward the normalization of the activities of the State Board of Antiquities and Heritage at
Nasiriyah, after the long period of standstill started with the first Gulf War (Desert Storm) in
1991. The site, officially spelled Abu Tubairah, is known popularly as the ‘Ibrahim’s Mounds’
and is located 7 km South of Nasiriyah, near the ancient coastline of the Arabian Gulf, in
a petrol area known as Ar-Rafidayn. Indeed, its surface is disturbed by modern activities
connected with petrol and gas exploitation [72]. The charcoal sample has been found inside a
grave (Grave 1 NE) in the North-Eastern area of Abu Tubairah. On the base of taphonomic and
stratigraphic evidence, the date of the discovered graves has been preliminary established to
the Akkadian period (2350-2200 BC).
Before the measurement, each sample must be treated to remove exogenous carbon incorpo-
rated on or within the material. A common pretreatment for many organic matter samples
that most laboratories worldwide use is the well-known ABA (acid-base-acid) procedure.
Although this pretreatment is relatively straightforward, there is no consensus among labs
about the optimal strength of the chemical solutions, or even the temperature, used for such
chemical digestions. For our samples, this procedure was provided by LABEC (Laboratory
of nuclear techniques for the Environment and Cultural Heritage) at the INFN section of
Florence. During such pretreatment, samples are initially washed using weak acid (HCl 1M)
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and base (NaOH 0.1M) in order to remove secondary carbon-containing species, such as
carbonates and acids that might have accumulated on the sample. These washes are followed
by a final acid bath (HCl 1M), designed to remove any CO2 absorption that may have occurred
when the samples were submerged in the base solution.
The measurement is performed starting from an extraction of CO2 obtained by combustion
of the charcoal samples. For each sample we made three single combustions of ∼ 8 mg each.
The isotopic mixture of the extracted CO2 was inserted into the SCAR cavity to perform the
spectroscopic measurement of 14CO2 concentration in static conditions. Fig. 4.8 shows the

Figure 4.8: Radiocarbon content measured by the C14-SCAR spectrometer in ancient charcoal sample AbT5 and
AbT6. Both of them are compared to oxalic acid reference material (beige shaded area). Error bars represent
2−σ standard deviation.

results obtained for the measured 14C content in two charcoal samples, AbT5 and AbT6,
compared with the standard reference material (NOX SRM-4990C). It is determined by the
average of 77 single measurements for the sample AbT5 and 78 single measurements for the
sample AbT6. As it can be noticed, increasing the integration time corresponds to decreasing
the uncertainty value, which scales as 1/

p
n. Normally the accurate age determination of

a sample requires a correction for the isotope fractionation (this aspect is treated in Sec.
2.3). This depends on the relative difference (in ‰ units) between the 13C/12C isotopic ratio
of the sample and that of a standard reference material. Moreover, it can be assumed that
the fractionation of the 14C isotope is double that of 13C. Unfortunately, we were unable to
measure δ13C , but tabulated values can be used for the correction, although these values
are often contradictory in the literature [73]. Since the mean of δ13C in charcoal samples
is -25.7 ‰ and the corresponding value for the reference standard is -25.0 ‰, referring to
the Eq. 2.4, we should correct our results by -1.4 ‰. This value falls within our error bar.
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Sample SCAR result (pMC) AMS result (pMC) SCAR trC (BP) AMS trC (BP)

AbT5 61.21 ± 0.45 61.25 ± 0.36 3943 ± 59 3938 ± 47
AbT6 2 62.26 ± 0.57 61.76 ± 0.51 3806 ± 74 3971 ± 66

Table 4.4: Comparison between SCAR and AMS measurement results of samples shown in Fig.
4.8

Therefore, although it is a systematic deviation, we did not consider necessary to apply this
correction. The comparison between the SCAR measurement and the one from AMS (Labec -
INFN, Florence) is shown in table 4.4.
In this case, two more columns are added. The value trC corresponds to the conventional
radiocarbon age, a standard way for reporting dating in years before the present (BP). A few
assumptions are implicit in the citation of a conventional radiocarbon age: the Libby half-life
for 14C of 5568 years is used, AD 1950 is the reference year zero and radiocarbon years BP are
the units used to express the age calculated as:

trC = τ ln

(14R0
14Rt

)
(4.1)

where τ is the mean life of 14C using the Libby half-life (8033 years), R0 and Rt are the 14C
content in the standard and in the samples respectively. This value must be converted to cal-
endar age equivalents using a calibration curve compensating for fluctuations in atmospheric
14C concentration in the Northern Hemisphere [74]. The IntCal Working Group (IWG) has
endeavoured to provide 14C calibration curves at semi-regular intervals since 2004. With the
aim of converting the conventional radiocarbon age measured for samples AbT5 and AbT6 to
a true probable age, the measured trC was calibrated by use of the software OxCal 4.4 with the
newly calibrated curve IntCal20 as reference. In Fig. 4.9 our results are reported.
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Figure 4.9: trC calibrated age for the sample AbT5 and AbT6. The blue line represents the calibration curve
InrCal20, the conventional age of radiocarbon is reported on the y-axis and it is treated as a gaussian distribution.
The curve width is given by the experimental uncertainty of the measured trC . The probability distribution for
the calibrated age (grey shadow) is reported on the x-axis. The calibrated age ranges are reported on top of the
graph, with the respective 1−σ level of confidence. For each range, the probability that the true age value falls
within is indicated.



Conclusions and outlook

The P.h.D. research activity described in this thesis was focused on the optimization and
validation of the SCAR spectroscopic technique able to realise an accurate and all-optical
measurement of the 14C content in real-world samples, related to three thematic areas of high
strategic importance. The procedure of analysis was defined by evaluating the critical aspects
in the elimination of possible interfering molecules, that is an extremely important issue,
given the analytical complexity in the measurement of trace elements such as radiocarbon.
This result, which provided a significant improvement in the SNR, was possible thanks to
the realization of a sample preparation protocol able to remove the interfering molecules
that affect the spectroscopic measurement of 14CO2. The methodology was then used for the
analysis of samples of different nature and carbon content, to cover up the different fields of
investigation with 14C. The comparison with the standard methodology for the measurement
of radiocarbon, AMS, demonstrated the high accuracy and precision of the SCAR technology
for the analysis of modern samples in a wide range of concentrations of 14C, such as biofuel
blends or biobased materials. Moreover, the promotion of energy production from renewable
sources is one of the objectives of the global energy policy and it constitutes the essential
part of the package of measures needed to reduce greenhouse gas emissions, in line with
the Paris Agreement on Climate Change. The agreement provides for holding the increase of
global average temperature to well below 2° C above pre-industrial levels. Hence, deeper and
faster cuts in emissions are required to shift to a highly efficient and renewable-based energy
system by 2050. at the latest [75]. In this scenario, the industrial sector is expected to certify
biogenic sources, accurately measuring the amount of radiocarbon as unequivocable marker
of the presence of biogenic compounds. This can represent an effective method to carry out
this task. Moreover, the certification of biofuel blends could play a key role in promoting
globally adopted initiatives to mitigate greenhouse-gases warming, limiting the use of fossil
fuels. Thus, the determination of radiocarbon content acquires a high value in certifying
“green” products, which is currently considered an instance of great interest. By means of
the SCAR technique, the radiocarbon content of these bio-materials can be measured in the
full range, 0 - 100%, with a precision of 1% on the biofraction (1 pMC) in a measurement
time shorter than 2 hours for each sample, by using a compact setup that, therefore, can
be in principle deployed on-site. The compact dimensions of the SCAR spectrometer, if
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compared with a typical AMS system, give further advantages. For example, a SCAR system
can be easily set up in decommissioned nuclear power plants areas, to monitor nuclear waste
containing concentrations of 14C above the natural abundance. Furthermore, the comparison
with AMS enlightened the absolute competitiveness of the SCAR technique also in the field of
archaeometric dating, where high precision and the ultimate sensitivity are required.
With the aim of further reducing costs and dimensions of the C14-SCAR apparatus, this
work moved in parallel with the purposes of the CNR spin-off company ppqSense s.r.l.,
which has the mission to realize a compact commercial SCAR setup. A new generation
SCAR spectrometer will pave the way to new fields of application, such as direct analysis
of atmospheric samples for climate change monitoring. Considering the highly compact
size of this apparatus, it could become an integral part of a mobile station for atmospheric
carbon collection and in situ analysis. To this purpose, it makes sense to thoroughly explore
the possibility of using radiation in the vacuum UV range (<200 nm) to photodissociate N2O
molecules. The effectiveness of this approach was tested and the results are reported in the
appendix.
Although the detection of mid-IR radiation raises a lot of interest since significant chemi-
cal compounds exhibit strong spectral fingerprints in this region, simple, low-noise, room-
temperature detectors lag behind. Emerging applications, particularly in monitoring of trace
molecules, call for improved detection systems that challenge present sensitivity levels. Mea-
suring mid-IR light is often limited by the noise due to thermal background fluctuations.
Indeed, our setup uses a photovoltaic detector based on InSb semiconductor that, due to its
low bandgap energy, even at cryogenic temperatures, suffers from large dark current values
generated by thermal radiation detected within its field of view. The IR power transmitted by
the SCAR cavity is about 10 mW, thus it needs to be attenuated down to 100 µW before photo-
diode detection. Alternatively frequency upconversion can be evaluated, instead of direct
IR detection [76, 77]. In particular, sum-frequency generation (SFG) in a periodically-poled
lithium niobate (PPLN) crystal can be used to shift the IR signal to near-visible wavelengths,
so that it can be detected using a silicon-based photodiode [78, 79]. These detectors boast a
performance far superior to mid-IR detectors in terms of efficiency, speed and noise. This
circumvents or greatly reduces the noise sources associated with IR detection and eliminates
the need for cryogenic cooling of the detector.
As we described in this work, both sensitivity and selectivity are crucial in trace gas detection
and, certainly, one-photon absorption shows a limitation in terms of selectivity, due to
the high density of molecular transitions that lie in the mid-IR spectral range. It becomes
particularly problematic since detectors in this range have limited sensitivity. A very recent
paper by Kevin K. Lehmann [80] provided a theoretical calculation of the sensitivity limits
for two-photon cavity ring-down spectroscopy. With its analysis, he predicts a theoretical
detection limit of 32 ppq (10−15) Hz−1/2 for 12C16O2, higher than the sensitivity achieved with
one-photon absorption [80, 81]. It depends on the interesting feature of the two-photon
absorption process, to be intrinsically Doppler-free. On one hand, it means that it could
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be possible to work at lower pressure, hence lower samples mass, with weaker Lorentzian
interferences, that means easier isolation of the ultra narrow target line (even narrower than
10 MHz). On the other hand, designing a two-photon absorption set up for detection of the
14CO2 target line is a challenging task, because finding a transition with a virtual level close to
a real one is anything but trivial.
Finally, the present work and the last considerations let us deem that SCAR proves to be a
powerful technique for the evaluation of biogenic content in any organic material. This first
demonstration of the very wide applicability of the C14-SCAR technique paves the way for
a new generation of compact on-site deployable spectrometers that may prove crucial in
certifying the worldwide adoption of biobased materials as well as monitoring environmental
quality.
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A
Photodissociation of N2O molecule

Before solving the problem of removing interferents by means of the EA unit optimization
described in Sec. 3.5, although the circuit for the CO2 extraction had been setup, other
different methods were considered. Typical chemical approaches were excluded mainly
because they can not guarantee purity levels of few ppb. The possibility of inducing the
decomposition of nitrous oxides by photochemical effects was evaluated. The photochemistry
of nitrous oxides is widely characterized in the literature [82] since it involves in reactions
that commonly occur in the upper atmosphere. Although N2O is an nonreactive species, the
absorption of ultraviolet radiation (λ < 212 nm) induces its decomposition according to the
generic reaction:

N2O
hν−−→ N2 +O(1D)

Moreover, the singlet oxygen thus produced is highly reactive and can contribute to further re-
moval of residual N2O through different reactions that have nitrogen monoxide, nitrogen and
oxygen as their main products. The mid-IR absorption band of these chemical species does
not overlap with the 14CO2 target line, while they do not interfere with the SCAR measurement.
The advantage of using a photochemical method for the elimination of N2O resides in the
specificity of the process, indeed by appropriately selecting the wavelength of the radiation
used for the irradiation of the mixture, it is possible to induce a highly selective photochemical
reaction, thus preserving the concentration of carbon dioxide. The absorption cross section of
CO2 falls in a range of wavelengths between approximately 120 nm and 180 nm [83, 84] while
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Figure 1.1: Alpha sampling module for gas modified to be filled with technical gases

for the N2O molecule the absorption is between 160 nm and 220 nm, with a maximum at 182
nm (1.47 × 10−19 cm2 molecule−1) [85, 86]. In order to avoid the photodissociation of CO2

it is therefore necessary to operate with a source of electromagnetic radiation between 185
nm and 220 nm. In this way the photolysis of N2O is guaranteed and that of CO2 is excluded
or in any case strongly minimized. To this aims, two different laser sources were considered.
These tests were realized on technical gas samples provided by Nippon gases. This samples
where irradiated with different sources and the FTIR spectrum was acquired to verify the
photodissociation of the N2O and that 12CO2 remained unaltered. The FTIR alpha (Bruker)
was used to record the IR spectrum. It is equipped with a sampling module consisting in a
gas cell of 7 cm of optical path with CaF2 windows (see Fig. 1.1) that allows the measurement
of gaseous mixtures by transmission IR spectroscopy. In order to make the filling with gas
possible, an aluminum channel (6 mm diameter) was fixed on the gas cell. It can be directly
connect to the vacuum pump of the SCAR system. Once the vacuum has been achieved, the
gas cell was filled with 100 mbar of N2O and the FTIR spectrum of a sample of pure N2O
at room temperature was recorded. It is shown in Fig. 1.2 (on the top left hand side). In
the spectrum we can observe the two N2O fundamental ro-vibrational bands at 1290 cm−1

and 2220 cm−1 corresponding respectively to the symmetric and antisymmetric stretching
of the molecule. The other weaker bands at higher frequency are different combination of
the fundamental modes. This reference spectrum was used to make a comparison with the
photolysed molecule. The first results in the photodissociation of N2O were provided by the
use of radiation at 206 nm delivered by a Nd:YAG laser [87]. A first test was aimed to verify that
12CO2 was not photolysed. The sample gas cell was filled with 100 mbar of pure 12CO2 and
irradiated for about 15 hours. In Fig. 1.2 (on the top right hand side) the FTIR spectrum of the
fundamental antisymmetric stretching band was acquired. The 12CO2 absorption spectrum
is unchanged despite the long irradiation time. This demonstrated that the radiation used
does not induce 12CO2 photolysis. Afterwards, 100 mbar mixtures of N2O and 12CO2 in a ratio
1:1 were made. The photodissociation of N2O was observed as it was shown in Fig. 1.2 (on the
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bottom left hand side). The black spectrum represents the non-irradiated molecule while the
spectra recorded at increasing time under UV irradiation shows the N2O photodissociation.
The kinetics of N2O decomposition can be estimated by fitting the intensity of the peaks as a
function of time to an exponential function, as shown in Fig. 1.2 (on the bottom, right hand
side). The analysis shows that, although the radiation used is effective for photolysis of N2O,
the kinetic constant obtained is quite long (approximately 25 h−1) since the wavelength of
the UV lased used does not correspond to the maximum of the N2O photodissociation peak.
Therefore, we have evaluated the possibility of using more effective sources. Among the most

Figure 1.2: FTIR spectrum of non-irradiated N2O molecule (left hand side on the top) and FTIR spectrum of
12CO2 molecule before (black line) and after (red line) exposure of 206 nm radiation (right hand side on the
top). Photodissociation rate of N2O molecule by means of 206 nm radiation (left hand side on the bottom) and
kinetics of N2O decomposition (right hand side on the bottom)

suitable sources are excimer lamps and lasers, capable of producing short wavelength UV
radiation [88, 89]. We initially evaluated the possibility of using a lamp, but the commercially
available solutions were not suitable for our purposes. In fact, the most compact source found
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in literature, is a lamp with an emission peak at 172 nm. This solution was discarded since
this wavelength could also induce photolysis of CO2. Therefore, the possibility of using an
ArF excimer laser, which emits a radiation peaked at 196 nm, was considered since this laser
was available in the laboratories of the IFAC-CNR institute in Sesto Fiorentino. An excimer
laser involves the use of a combination of noble gas (Xe, Ar) and a reactive gas (F, Cl). Under
adequate conditions of pressure and electrical stimulation, a molecule is created that can
only exist in an excited state (excimer), capable of generating coherent light in the UV range.
Noble gases are highly inert and usually do not form chemical compounds, however, if they
are in the excited state (induced by an electric discharge or high-energy electron beams), they
can form molecules temporarily binding to themselves (excimer) or to halogens (exciplexes).
The excited compound is able to release excess energy, emitting UV photons, by undergoing
spontaneous or stimulated emission, generating a highly repulsive ground state molecule
that dissociates very quickly (picoseconds) into two unbound atoms. In order to improve the
efficiency of the photodissociative process under examination, the pulsed source (Lambda
Physik, Compex 102) ArF excimer laser was used, which emits at 193 nm with energy per pulse
of 40 mJ and repetition rate of 4 Hz. A new 100 mbar mixture of 12CO2 and N2O in a ratio 1:1
were realized for the photolysis experiment by means of the excimer lasers. Fig. 1.3 proves
the effectiveness of the photodissociation of N2O iduced by the excimers laser source and
shows the FTIR spectra that were acquired. In order to monitor the progress of the reaction

Figure 1.3: FTIR spectra of 1:1 12CO2/N2O mixture at room temperature, before and after photolysis. The
black line represents the non-irradiated sample spectrum, the red green and blue lines show the photodissocia-
tion of N2O by means of 193 nm radiation

through the SCAR system, we must take into account that the optical cavity must be filled
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with 12 mbar of CO2. Since the volume of the optical cavity is 0.7 L, estimated that the loading
circuit of the optical cavity consists of an additional volume of 1.0 L, and considering that
the volume of the sample cell used is equal to 0.014 L, the pressure necessary for filling the
sample cell is: P = 1457 mbar. The sample cell was filled with a gas mixture (∼ 100% CO2 and
traces of N2O coming from the combustion reaction) obtained by burning a sample weakly
irradiated by neutrons (enriched graphite). The sample, which resulted in a gaseous mixture
of CO2 and N2O, was collected in a Schlenk flask of 250 mL volume and analysed with the
SCAR technique before being irradiated with the excimer laser. Fig. 1.4 (left hand side) shows

Figure 1.4: An enriched sample of graphite before (left hand side) and after (right hand side) irradiation by
means of excimer laser at 193 nm

the SCAR spectrum of the described sample. The frequency scale is relative to the absolute
frequency of 66227000 MHz. Centered at 400 MHz (2209.1077 cm−1) we can see the target
(0001-0000) P(20) transition of 14CO2, while centered at about 600 MHz (2209.1144 cm−1) we
can see the (0111-0110) Q(12)e transition of the interfering molecule N2O. The spectral area
measured allows us to conclude that the sample shown is enriched in 14C by almost a factor of
∼10 with respect to natural abundance. The sample was collected back in the sample holder
cell by means of a liquid nitrogen bath and placed under irradiation of the laser source at 193
nm for a time of 3 hours, with initial energy per pulse of 40 mJ (final laser energy = 30 mJ) and
a repetition rate of 4 Hz. Then, it was again measured with the SCAR apparatus. Although it
was observed that the irradiation of N2O with the UV source at 193 nm led to the theorized
results in a reasonable time, also the reduction of the 14CO2 spectral area was observed after
irradiation. This reduction could be due to an isotopic shift of the UV absorption spectrum of
the target molecule, which could therefore have partially been photodissociated, but also in a
dilution error due to logistical complexity. In fact, the laser suitable for photodissociation of
the sample was in another laboratory. We cannot therefore rule out possible losses during
transport. This hypothesis was not further investigated because another elegant solution for
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the interferent removal was found, as described in Sec. 3.5.



List of abbreviations

AMS Accelerator Mass Spectrometry

CRD Cavity Ring Down

CRDS Cavity Ring Down Spectroscopy

CW Continuous-Wave

DFG Difference-Frequency Generation

DoF Degree of Freedom

EA Elemental analyser

FET Field-Effect Transistor

FNPSD Frequency Noise Power Spectral Density

FSR Free Spectral Range

FTIR Fourier Transform Interferometer

FWHM Full Width at Half Maximum

GPC Gas Proportional Counting

ICOGS Intra-Cavity OptoGalvanic Spectroscopy

JRC Joint Research Centre

LO Local Oscillator

LSC Liquid Scintillation Counting

mid-IR mid-InfraRed
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NICE-OHMS Noise-Immune Cavity-Enhanced Optical Heterodyne Molecular Spectroscopy

NIST National Institute of Standards and Technology

NOX New Oxalic Acid

NPSD Noise Power Spectral Density

OGE OptoGalvanic Effect

PI Proportional-Integral

PID Proportional-Integral-Derivative

PDH Pound-Drever-Hall

pMC percent Modern Carbon

PLL Phase-Locked Loop

PPLN Periodically-Poled Lithium Niobate (LiNbO3)

PS Polarization Spectroscopy

QCL Quantum Cascade Laser

RF Radio Frequency

RMS Root Mean Square

SCAR Saturated Absorption Cavity Ring down

SFG Sum-Frequency Generation

SNR Signal-to-Noise Ratio

SRM Standard Reference Material

TCD Thermal Conducivity Detector

TEM Transverse Electro-Magnetic
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