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Summary
Geno-Diver is a combined coalescence and forward-in-time simulator designed to
simulate complex traits with a quantitative and/or fitness component and implement
multiple selection and mating strategies utilizing pedigree or genomic information.
The simulation is carried out in two steps. The first step generates whole-genome
sequence data for founder individuals. A variety of trait architectures can be gener-
ated for quantitative and fitness traits along with their covariance. The second step
generates new individuals forward-in-time based on a variety of selection and mat-
ing scenarios. Genetic values are predicted for individuals utilizing pedigree or
genomic information. Relationship matrices and their associated inverses are gener-
ated using computationally efficient routines. We benchmarked Geno-Diver with a
previous simulation program and described how to simulate a traditional quantita-
tive trait along with a quantitative and fitness trait. A user manual with examples,
source code in C++11 and executable versions of Geno-Diver for Linux are freely
available at https://github.com/jeremyhoward/Geno-Diver.
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1 | INTRODUCTION

The use of data simulation to generate genome and genetic
architectures and test novel selection or mating methods/
strategies has traditionally been a fundamental aspect of
animal and plant breeding. Currently a variety of disci-
plines including conservation (McMahon, Teeling, &
H€oglund, 2014), animal and plant breeding (De los Cam-
pos, Hickey, Pong-Wong, Daetwyler, & Calus, 2013) and
human genetics (Yang et al., 2010) are making use of an
increasingly large amount of genomic information. Within
animal breeding programs, the use of molecular markers to
predict the genetic merit of individuals has become a rou-
tine practice (Jonas & de Koning, 2015). This has resulted
in a significant increase in the number of genotyped indi-
viduals within a herd/population. Simulation has often been
employed to compare a wide range of hypotheses relating
to genetics and/or the genetic management of populations

at a low cost (Daetwyler, Calus, Pong-Wong, de Los Cam-
pos, & Hickey, 2013). The use of simulated data is particu-
larly useful in determining the impact of current selection
and management practices across time, which is often not
possible using real data due to time and cost requirements.
Simulation is also a useful tool to optimize the construction
of marker panels in terms of SNP uniformity across the
genome, the impact of the inclusion of preselected candi-
date causative mutations and the proportion of individuals
to genotype in a population for a given marker density.
Most previous research in this area has focused on how to
best use genomic information to accurately predict the
genetic merit of an individual (Henryon, Berg, & Sorensen,
2014). Conversely the ability to use this information to
efficiently manage agricultural populations at the genomic
level, both for preserving genetic diversity and lessening
inbreeding depression, has received comparatively less
attention (Henryon et al., 2014). Previous research has
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highlighted that genomic information maintains greater
diversity compared to traditionally utilized pedigree infor-
mation in the context of minimizing parental relationships
(Howard, Tiezzi, Huang, Gray, & Maltecca, 2016;
Rodr"ıguez-Ramilo, Garc"ıa-Cort"es, & de Cara, 2016). Fur-
thermore, in the context of optimal contribution selection,
genomic information allows for specific regions to be con-
strained and in some cases (i.e., large full-sib families)
results in increased genetic gain compared to pedigree
information (Clark, Kinghorn, Hickey, & van der Werf,
2013; G"omez-Romano, Villanueva, Fern"andez, Woolliams,
& Pong-Wong, 2016).

A number of simulation programs have been developed
that mimic livestock breeding populations, but they primar-
ily focus on testing strategies where the genetic architecture
is based solely on one or multiple quantitative traits (Faux
et al., 2016; P"erez-Enciso & Legarra, 2016; Sargolzaei &
Schenkel, 2009). Currently there is an absence of self-con-
tained software that can simulate complex traits involving
both quantitative and fitness components along with the
ability to generate complex pedigrees common to livestock
breeding programs. Consequently, determining how various
selection and management practices impact the fitness and
the overall genetic variability of a population undergoing
selection for a quantitative trait remains challenging. Fur-
thermore, methodologies to identify lethal mutations utiliz-
ing genomic information have been successfully
implemented (VanRaden, Olson, Null, & Hutchison, 2011).
Yet optimal mating procedures to minimize the frequency
of a large number of lethal, and more importantly, sub-
lethal mutations across generations have not been fully
implemented. As the popularity of genotyping individuals
increases, the possibility of utilizing genomic information
from multiple sources to manage the genome of a popula-
tion will also increase. Methods that make effective use of
information from multiple sources including performance,
genomic diversity and inbreeding load at the selection and/
or mating step are an increasing need. Here, we propose
“Geno-Diver,” a combined coalescence and forward-in-time
simulator designed to simulate complex traits involving
quantitative and/or fitness components and implement mul-
tiple selection and mating strategies utilizing pedigree or
genomic information. The software will be outlined in two
sections: (i) a general overview of the software and its
associated parameters and, (ii) a brief comparison with a
previously developed simulation program (Sargolzaei &
Schenkel, 2009) and two simulation scenarios that describe
the parameters that were utilized.

1.1 | Software overview

A schematic overview of Geno-Diver simulation strategy is
outlined in Figure 1. The simulation can be split into two

steps: (i) generate the historical population using coales-
cence based methods and, (ii) generate new individuals for
a given selection and mating scenario across multiple gen-
erations using a forward-in-time strategy. The program
calls the Markovian Coalescence Simulator (MaCS; Chen,
Marjoram, & Wall, 2009) to set up the historical popula-
tion. The MaCS software makes it possible to generate a
wide range of population scenarios in terms of the size and
structure of the ancestral population across time. Once the
historical population is generated, the software builds the
genetic architecture which can include quantitative and/or
fitness traits. Following the first step, new individuals are
generated using a forward-in-time approach. A wide range
of recent population structures, selection procedures and
mating plans can be utilized to closely mimic livestock
breeding populations.

1.1.1 | Step 1: Generating historical
population and genetic architecture

The software is initiated by reading a file that specifies the
parameters used in the simulation. To simplify the program
initialization, only a small portion of the parameters are
required to be explicitly set, while the remainder are set to
default values. Once the parameters are read in the program
internally calls MaCS, which simulates a sample of haplo-
types with sequence information for a user-specified num-
ber of chromosomes. We have chosen to employ a
coalescence simulator (specifically MaCS) in this step due
to the flexibility of the approach in generating haplotype
sequences for a wide range of population scenarios in terms
of the size and structure of the ancestral population. Further-
more, the coalescent approach is a computationally more
parsimonious approach that scales better with the use of
sequence data. Within Geno-Diver, the historical population
is simulated assuming that all mutations are neutral with
respect to either quantitative or fitness traits. The assump-
tion of mutations being neutral is a common approach to
initialize the founder population in simulation programs to
generate a genome with the desired level of linkage disequi-
librium (LD; Faux et al., 2016; P"erez-Enciso & Legarra,
2016). In Geno-Diver, the user can specify a custom popu-
lation history and structure following MaCS protocol. Addi-
tionally, five default scenarios can be directly generated.
The scenarios mimic different population histories and
result in the founder population having varying amounts of
LD between genetic markers across the genome. We have
chosen the default scenarios to resemble options specified
by AlphaSim (Faux et al., 2016), as they represent LD pat-
terns typical of agricultural species. After haplotype
sequences are generated for each chromosome, founder
individuals are generated by randomly sampling sequence
haplotypes without replacement from the complete set.
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Given the founder population, SNP derived from
sequence information are utilized to generate a SNP panel
with a user-specified density. The marker panel is gener-
ated by assigning SNP randomly across the genome. The
user can alter the number of markers within a chromosome,
as well as a minimum minor allele frequency (MAF)
threshold for a SNP to be included in the marker panel
across all chromosomes. The QTL are generated by ran-
domly assigning a QTL position across the genome. The
user can specify the minimum (maximum) allele frequency
for the quantitative (fitness) trait. Therefore, the user can
generate a SNP chip with varying amounts of common ver-
sus rare variants, thus allowing for the possibility of a QTL
having a lower MAF than markers on the SNP chip.
Within the software, a quantitative trait is one that impacts
the phenotype of an individual and is assumed to follow an
additive model. Alternatively, a fitness trait is one that
impacts the ability of an individual to survive to breeding
age and is assumed to follow a multiplicative model. For
the quantitative trait, both additive and dominance effects
can be specified for a QTL; although at the current time,
epistasis cannot be modelled. Each additive effect is

generated from a gamma distribution with a user defined
shape and scale parameter. The effect generated from the
gamma distribution has an equal chance of being positive
or negative. The dominance effects are calculated following
the methods of Wellmann and Bennewitz (2012). First, the
degree of dominance is sampled from a normal distribution
and then the associated dominance effect is calculated as
the absolute value of the additive effect times the degree of
dominance. The user can alter the parameters that specify
the distribution that generates additive and dominance
effects. The additive and dominance variance for the quan-
titative trait is scaled to achieve a user-specified narrow
(h2) and broad (H2) sense heritability. Once additive and
dominance effects are determined, the phenotype for an
individuali (yi) is generated as:

yi ¼ lþ
XnQTL

q
ciaq þ didq
! "

þ ei;

where l is the general mean, nQTL is the number of QTL,
c is the genotype (i.e., 0 for the homozygote; 2 for the
alternative homozygote; 1 for the heterozygote) for individ-
uali at QTLq, a is the additive substitution effect for QTLq,

FIGURE 1 Overview of simulation
program
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d is the dominance genotype (i.e., 1 for heterozygote; 0 for
either homozygote) for individuali at QTLq, d is the
dominance effect for QTLq and ei is a normal residual
(e ~ N(0, (1#H2))).

For each fitness trait locus (FTL), the traditional relative
fitness parameterization is employed (Falconer & Mackay,
1996). Under the relative fitness parameterization, the
favourable homozygote genotype has a fitness value of 1
while the heterozygote and homozygotes have fitness val-
ues relative to the favoured genotype. Relative fitness is
parameterized by two coefficients: the selection coefficient
(s) and the dominance coefficient (h). The s measures how
much worse the unfit allele is, compared to the fittest
allele. The h measures the degree of dominance that the
heterozygote displays in terms of the reduced fitness com-
pared to the unfit homozygote. The unfavourable homozy-
gote genotype has a value of 1#s and the heterozygote
genotype has a fitness value of 1#hs. Lethal (i.e., high
probability of not making it to breeding age) and/or sub-
lethal (i.e., high probability of making it to breeding age)
FTL can be generated with a varying number belonging to
each class. The FTL are split into lethal and sublethal to
provide the user with a more straightforward approach of
characterizing the consequences of a given scenario on
lethal versus sublethal FTL across time. Furthermore, the
user can revert back to a single fitness category by setting
one of the categories to zero. The fitness of an individual
(vi) is defined here as the ability to survive to breeding age
is calculated using a multiplicative model, as follows:

vi ¼
YnFTL

q
vq

where nFTL is the number of FTL and v is the relative fit-
ness value for individuali at FTLq. For each progeny, a
random number is obtained from a standard uniform distri-
bution U(0,1) and compared with vi to determine whether
the individual survived to breeding. The individual will
survive to breeding age if the random number is less than
vi and will not survive if the random number is greater
than or equal to vi. Therefore, individuals with a fitness
value close to one have a higher probability of surviving
to breeding age compared to individuals with a fitness
value close to zero. As a consequence, the number of sur-
viving offspring may vary among families, although each
family generates the user-specified number of offspring.
The method utilized here to calculate the fitness of an indi-
vidual and whether a gamete survived to breeding age is
the same employed by Wang and Hill (1999). The selec-
tion coefficient and degree of dominance are simulated
from a gamma and normal distribution, respectively, with
the possibility for the user to alter the parameters that
specify the distributions. In the paper by Wang and Hill
(1999), an exponential distribution was employed to

generate fitness effects and effects were scaled to obtain a
user-defined mean population fitness. This approach was
not utilized in the current study to obtain covariances
between quantitative and fitness traits in a more
straightforward manner.

Covariance between the two traits is generated based on
the trivariate reduction method, which is a common method
to generate covariance between two distributions that are
non-normal (Sarabia & G"omez-D"eniz, 2008). For example,
to generate a given correlation (q) between a Gamma1
(shape1, scale1) and Gamma2 (shape2, scale2), the
following steps are taken:

1. Generate Y1~ gamma (shape1 # q
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
shape1shape2

p
; 1Þ.

2. Generate Y2 ~ gamma (shape2 # q
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
shape1shape2

p
; 1Þ.

3. Generate Y3 ~ gamma (q
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
shape1shape2

p
; 1Þ.

4. Generate value for gamma1: scale1ðY1 þ Y3Þ.
5. Generate value for gamma2: scale2ðY2 þ Y3Þ.

Rank correlation is employed in the program as the
sampled distributions are not normal. The trivariate reduc-
tion method only allows the correlation to be positive and
bounded between 0 and minðshape1shape2Þffiffi

s
p

hape1shape2
. Consequently,

based on the positive correlation, selecting high values for
the quantitative trait will result in the two traits being
antagonistic and changing the selection direction for the
quantitative trait will alter the interpretation. Future ver-
sions should allow for greater flexibility in the available
sampling distributions as well as in the ability to simulate
more than 1 trait within quantitative and fitness traits. The
default parameterization for each effect is outlined in the
software manual.

1.1.2 | Step 2: simulate individuals forward-
in-time

The second step of the simulation generates new individu-
als across generations according to a specified selection
and mating scenario. New mutations can be generated
within this step and each mutation follows the infinite-site
model (Kimura, 1969), which assumes that a new mutation
always results in a new polymorphism instead of occurring
at a site where a polymorphism already exists. The number
of mutation events is drawn from a Poisson distribution
with mean equal to the nucleotide length times the muta-
tion rate. Furthermore, quantitative trait mutation effects
were multiplied by the scaling factor that was utilized in
step 1 to achieve the given narrow and broad sense heri-
tability in the founder population. This was performed to
keep the effect of new mutations on a similar scale as
mutation events that were generated in the founder genera-
tion. Mutations that impact fitness were not multiplied by
any scaling factor. The number of recombination events is
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sampled from a Poisson distribution with a mean set at 1
Morgan. Options are available to alter the frequency of
occurring at a given genomic location to investigate the
effect of recombination rate on genomic diversity and
inbreeding load.

Selection and culling can be implemented using differ-
ent criteria and can be based on the phenotype, true
genetic value or the estimated breeding value (EBV) of an
individual. The EBV is an estimate of the additive genetic
value of an individual and is obtained using best linear
unbiased prediction via an animal model based either on
pedigree or genomic relationship matrices. Genomic-based
relationships and their inverse are calculated with efficient
algorithms that are scalable to large marker panels (i.e., in
excess of 500,000 SNP; Aguilar, Misztal, Legarra, & Tsu-
ruta, 2011). The mating design part of the simulation can
be based on random mating, avoidance of animals above
a certain relationship, or can be optimized by minimizing
inbreeding using either pedigree or genomic-based rela-
tionship matrices. Optimization of inbreeding is carried
out using the simulated annealing method (Kirkpatrick,
Gelatt, & Vecchi, 1983). Complex population structures
can be generated by manipulating the differential contribu-
tion of gametes to the next generation and the minimum
number of siblings selected within a family. Many data
files and summary statistics for each generation are gener-
ated, and a description of the files is outlined in Figure 2.
In order to provide the user with a snapshot overview for
a given simulation scenario, multiple summary statistics
are produced and include the phenotypic and genetic per-
formance, genetic diversity, inbreeding load, LD-decay
and QTL and/or FTL frequency for each generation. A
full description of the summary statistics and data files
generated is provided in the user manual (https://github.c
om/jeremyhoward/Geno-Diver).

1.2 | Implementation and applications

The program is written in C++11 and is accompanied with
executable files for the Linux platform. Geno-Diver
requires the Eigen and Intel MKL libraries and is multi-
threaded to make the simulation computationally efficient.
For example, computing time after sequences were simu-
lated for a 50 K SNP panel on 550 individuals (50 sires &
500 dams) with 1 progeny per mating pair undergoing
EBV selection based on pedigree or genomic selection for
10 generations was 7.52 and 12.48 min, respectively. The
computations were performed using a Dell Precision T3500
with two Intel Xeon X5482 3.20 GHz processors and 24
GB of RAM utilizing four threads. To limit the space
requirements for sequence and output files, multiple
options can be utilized by the program, including saving
genotype information only for a user-specified generation
number(s) or using sequence information from a previous
scenario. In the current version of the software, the number
of generations allowed for a quantitative trait under selec-
tion is tailored to a medium time frame (~30 generations).
Future versions should allow a longer horizon. It should be
noted that if the genetic architecture only involves a fitness
trait, the number of generations that can be run is much
greater, although the users should limit the amount of gen-
erations that are saved. A comprehensive user manual that
outlines how to run the program and a description of each
parameter is available at https://github.com/jeremyhoward/
Geno-Diver.

1.2.1 | Benchmark with another simulation
program

We have compared results from Geno-Diver to a previ-
ously developed simulation program. We have produced a

FIGURE 2 Output files generated
from Geno-Diver
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comparable scenario using both the QMSim simulation pro-
gram (Sargolzaei & Schenkel, 2009) and Geno-Diver. For
Geno-Diver, the founder population was generated using
the “Ne100_Scen1” historical population parameter sce-
nario. To make the two founder populations similar, the
historical population in QMSim was generated for 2001
generations with a constant size of 2,000 individuals for
1,000 generations followed by a gradual decrease in popu-
lation size from 2,000 to 100 across 1,000 generations. The
last generation (i.e., 2001) was increased to 1,400 individu-
als to provide enough individuals for the first generation of
the recent population. Across both simulation programs,
the population consisted of 300 females and 50 males. The
replacement rate for females and males was 0.1 and 0.5,
respectively. New progeny was selected and parents culled
based on their true breeding value and then mated at ran-
dom. Selection was conducted for 10 generations. The

number of QTL across three chromosomes was set at 150
and was generated based on an additive model (i.e., domi-
nance variance was 0). The narrow-sense heritability was
0.35. Each chromosome was assumed to be 150 Mb and
contained 4,000 markers. Within each simulation program,
the scenario was replicated 10 times. The map for QMSim
is based on cM; therefore, the cM map positions were con-
verted to nucleotide position by multiplying them by
1 Mb. Within each simulation, 10 replicates were
generated.

The founder population LD-decay for one of the repli-
cates and average phenotype, true breeding value and pedi-
gree inbreeding trends across replicates based on either
QMSim or Geno-Diver are outlined in Panel 1 of Figure 3.
Across both simulation programs, the LD-decay in the
founder population was similar, such that there are high
levels of short range LD and the LD-decays as the distance

FIGURE 3 Comparison of Geno-Diver results across generations with a previously developed simulation program (Panel 1) and change in
autozygosity across the genome from the founder generation to generation 10 (Panel 2)
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between the markers increases. Thus, the use of coales-
cence-based methods or randomly mating for many genera-
tions based on forward-in-time methods to initialize the
founder population (i.e., QMSim) gives rise to similar
results. Furthermore, the mean phenotype, true breeding
value and pedigree inbreeding value across generations
were similar across the simulation programs. Variation in
the autozygosity frequency across the genome due to multi-
ple factors including genetic drift and selection is an impor-
tant aspect of genomes in real livestock populations. To
determine the autozygosity levels and the change across
generations, the frequency of a SNP occurring in a contigu-
ous run of homozygosity (ROH) with a length of at least
5 Mb was calculated as outlined by Howard et al. (2016)
for one of the replicates. As illustrated in Panel 2 of Fig-
ure 3, the frequency of a SNP being in an ROH is hetero-
geneous across the genome and increased from the
unselected founder generation.

1.2.2 | Applications of geno-diver

Geno-Diver can be used to gain an understanding of a
diverse array of topics, a few of which are outlined in the
next two examples. Both examples involve two active areas
of research and include understanding the effectiveness of
different models to predict the phenotype or the impact of
the FTL strength of selection on its frequency across gener-
ations. More emphasis was placed on how the simulation
scenarios were set up, and the parameter values that were
utilized to fully describe how complex scenarios can be
generated in Geno-Diver.

1.2.3 | Impact of including dominance to
predict the phenotype

The advent of genomic selection has led to a renewed
interest in including dominance effects in genetic evalua-
tions to more accurately predict the phenotype of an indi-
vidual. Thus, a simulation scenario was developed to
determine the impact of predicting the phenotype with or
without the inclusion of dominance effects across four
common Bayesian models. The Geno-Diver simulation pro-
gram was utilized to generate the training and validation
populations. The founder population was generated using
two scenarios with varying degrees of short range LD and
included the “Ne1000” and “Ne70” historical population
parameter scenario. For each scenario, the genome had a
total of five chromosomes that were 150 Mb long contain-
ing 4,000 and 100 markers and QTL, respectively. The nar-
row and broad sense heritabilities were scaled to a value of
0.35 and 0.40, respectively. The trait was simulated to dis-
play directional dominance, and the majority of dominance
effects displayed partial dominance as compared to

over-dominance. After the founder population and genetic
architecture of the trait were generated, a selection scenario
mimicking a livestock population was implemented for 10
generations. Within each generation, the population con-
sisted of 50 males and 600 females. The replacement rate
for both female and male parents was 20%. The EBV were
generated from an animal model based on pedigree
information.

Progeny with a high EBV was selected to serve as par-
ents for the next generation. Animals were mated at ran-
dom, and one progeny was produced for each mating pair.
Individuals from generation 7 to 9 were the training popu-
lation and animals from generation 10 were the validation
population. Within each LD scenario, 10 replicates were
generated. The Bayesian models investigated include Baye-
sian Ridge Regression (BRR), Bayesian Lasso (BL; Park
& Casella, 2008), BayesB (Meuwissen, Hayes, & Goddard,
2001) and BayesC (Habier, Fernando, Kizilkaya, & Gar-
rick, 2011). The marker effects across the four models were
estimated using the “BGLR” package in R (P"erez & de los
Campos, 2014). For the additive effect of a SNP, the geno-
types were coded as 0 for the homozygote, 2 for the other
homozygote and 1 for the heterozygote. For the dominance
effect of a SNP, the genotypes were coded as 1 for the
heterozygote and 0 for either homozygote. A total of
55,000 iterations were run with the first 5,000 discarded as
burn-in and a thinning rate of 5. For each individual, the
estimated breeding value (EBV; i.e., only additive) and
genotypic value (EGV; i.e., additive + dominance) were
generated by multiplying the additive and when applicable,
the dominance genotype for an individual by the estimated
marker effect and summing across all markers.

The correlations between the EBV and EGV and pheno-
type across the four Bayesian models are presented in Fig-
ure 4. In general, the inclusion of dominance effects across
the 4 models resulted in a small improvement in the ability
to predict the phenotype. Furthermore, greater improvement
was seen in the scenario with increased amounts of LD
(i.e., “Ne70” scenario), which agrees with previous results
across multiple traits and species. Previous reports have
found the inclusion of dominance effects (i.e., EGV) to
predict the phenotype of an individual results in little
improvement in comparison with relying solely on the
additive genotypic value (i.e., EBV) of an individual
(Lopes, Bastiaansen, Janss, Knol, & Bovenhuis, 2016; Sun,
VanRaden, O’Connell, Weigel, & Gianola, 2013).

1.2.4 | Effectiveness of purging sublethal and
lethal fitness trait loci

The ability of a population to purge deleterious alleles over
time is dependent on the degree by which they reduce the
fitness relative to the most-fit genotype. Such purging will
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be most efficient against lethal mutations (i.e., high selec-
tion coefficient). However, this is unlikely to be as effec-
tive against the mildly deleterious mutations. Thus, when
considering the genetic background of fitness, the effects
of rare recessive deleterious (or even lethal) genes are most
striking. Slightly detrimental mutations, however, have a
much larger fixation probability and collectively lead to a
substantial reduction in fitness (Meuwissen & Woolliams,
1994). Therefore, two simulation scenarios were developed
to understand the frequency and number of segregating
lethal and sublethal FTL across generations within a small
population. To understand the impact of genetic drift on
the number of FTL across time, one scenario had the same
maximum allele frequency (0.06) in the founder population
across both lethal and sublethal FTL. The other scenario
had lethal FTL at a lower maximum allele frequency (0.03)
than sublethal FTL (0.08) in the founder population.

Across both scenarios, the founder population was gen-
erated using the “Ne100_Scen2” historical population
parameter scenario. The genome had a total of three chro-
mosomes that were each 150 Mb long containing 3,000
and 150, markers and QTL, respectively. The narrow and
broad sense heritability was scaled to a value of 0.35 and
0.40, respectively. The lethal (sublethal) selection coeffi-
cient was generated from a gamma with a shape and scale
parameter of 3.0 (0.2) and 0.1 (0.2), respectively. Further-
more, the lethal (sublethal) degree of dominance was

generated from a normal distribution with a mean of 0.02
(0.30) and standard deviation of 0.05 (0.1). Within each
lethal and sublethal category, 100 FTL was generated
within each chromosome and placed randomly across the
genome. Following these parameterizations, the average
(& SD) selection coefficient for the lethal and sublethal
FTL across both scenarios were 0.30 (& 0.01) and 0.04
(& 0.01), respectively. The average (& SD) degree of domi-
nance for the lethal and sublethal FTL across both scenar-
ios were 0.05 (& 0.01) and 0.30 (& 0.01), respectively.
Previous results have found that the heterozygote genotype
for FTL with a large selection coefficient (i.e., lethal or
nearly lethal) has its fitness reduced by 2%, while sublethal
mutations tend to be much closer to semi-dominance, with
respect to their fitness effects (Charlesworth, 2012). After
the founder population and genetic architecture of the trait
were generated, a total of 50 generations were simulated.
Within each generation, the population consisted of 50
males and 250 females. The replacement rate for female
and male parents was 20%. New progeny was selected, and
parents were culled based on their phenotype. Parents were
mated at random, and 1 offspring was produced per
mating. Within each scenario, a total of 20 replicates were
generated.

The mean number of segregating lethal and sublethal
FTL and the difference in the mean frequency of lethal and
sublethal FTL from the founder mean frequency across

FIGURE 4 Impact of including
dominance effects on predicting the
phenotype across four Bayesian models
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generations is outlined in Figure 5. Under the scenario of
equal maximum frequency, the effect of drift is equal
across both lethal and sublethal FTL and the number of
segregating FTL is reduced more severely for lethal than
for sublethal FTL. Furthermore, the change in mean fre-
quency of the segregating FTL is reduced to a greater
degree for the lethal than sublethal FTL. It is expected that
at equilibrium lethal or nearly lethal FTL should be at a
lower frequency than sublethal FTL, and therefore, the
effect of drift is greater for lethal compared to sublethal
FTL. Thus, the second scenario is more than likely closer
to reality and as outlined in Figure 4 where trends are simi-
lar to scenario 1, but a greater number of lethal FTL are

lost compared to sublethal FTL due to a greater degree of
drift occurring for the first category.

2 | DISCUSSION

We have presented a simulation software capable of effi-
ciently simulating complex traits involving quantitative
and/or fitness components and implementing multiple
selection and mating strategies utilizing pedigree or geno-
mic information. The program combines coalescence and
forward-in-time methods and was designed to be flexible
and simple to implement. Previous simulations programs

FIGURE 5 Impact of purging lethal versus sublethal fitness trait loci across generations for two scenarios1. 1Scenario 1 refers to lethal and
sublethal fitness trait loci have the same maximum allele frequency of 0.6 in the founder population; Scenario 2 refers to lethal fitness trait loci
being at a lower maximum allele frequency (0.02) in comparison with sublethal fitness trait loci (0.08)
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have assumed the genetic architecture is a quantitative trait
with only additive (Sargolzaei & Schenkel, 2009) or addi-
tive and dominance effects (Faux et al., 2016; P"erez-Enciso
& Legarra, 2016). Alternatively, simulation programs have
been developed that allow for fitness characters to be simu-
lated and include FREGENE (Chadeau-Hyam et al., 2008)
and SLiM (Messer, 2013). To the best of our knowledge,
Geno-Diver is the only software that can simulate both trait
categories along with a covariance between them. Geno-
Diver can provide a platform to facilitate fundamental
research on how to maximize the fitness of livestock popu-
lations while increasing yield and efficiency traits. Cur-
rently, Geno-Diver has been primarily developed to
understand the impact of fitness mutations in a livestock
breeding program. As a result, other methods such as opti-
mum contribution, gene editing and the use of advanced
reproductive technologies have not been fully introduced
into the software, although we plan to introduce these and
other options with later versions.

Methods to manage population diversity have relied for
the most part on genome-wide estimates of inbreeding, either
based on pedigree or genomic information. These metrics
disregard the fact that genetic diversity and inbreeding
depression are heterogeneous across the genome. The hetero-
geneity of genetic diversity across the genome has been
recently discussed by Jim"enez-Mena, Hospital, and Bataillon
(2016) and Howard et al. (2016). Jim"enez-Mena et al.
(2016) found the effective population size (Ne) to vary con-
siderably across the genome (Ne: 40–250) in a Danish Hol-
stein population, implying the accumulation of inbreeding is
heterogeneous across the genome. Heterogeneous accumula-
tion of inbreeding results in certain regions of the genome
being inbred at a faster rate than others. Alternative metrics
to manage livestock populations at the genomic level and
their impact on the fitness and genetic value of the popula-
tion will be increasingly evaluated in the future. Geno-Diver
can facilitate in measuring and understanding the implica-
tions alternative genomic measures in evaluating or compar-
ing genetic gain and overall fitness across generations.
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