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Arbitrary high-order methods for one-sided

direct event location in discontinuous differential problems

with nonlinear event function

Pierluigi Amodio∗ Luigi Brugnano† Felice Iavernaro∗

April 21, 2022

Abstract

In this paper we are concerned with numerical methods for the one-sided event location in
discontinuous differential problems, whose event function is nonlinear (in particular, of poly-
nomial type). The original problem is transformed into an equivalent Poisson problem, which
is effectively solved by suitably adapting a recently devised class of energy-conserving meth-
ods for Poisson systems. The actual implementation of the methods is fully discussed, with a
particular emphasis to the problem at hand. Some numerical tests are reported, to assess the
theoretical findings.

Keywords: discontinuous ODEs, Poisson problems, Line Integral Methods, Hamiltonian
Boundary Value Methods, HBVMs, PHBVMs, EPHBVMs.

MSC: 65L05, 65P10.

1 Introduction

In some applications, one faces the problem of solving discontinuous ODE problems, namely, prob-
lems in the form:

d

dτ
x =

{
f(x), if g(x) ≤ 0,

φ(x), otherwise,
x(0) = x0 ∈ R

n,

with g : Rn → R a suitably regular function, called event function, dividing R
n into two regions

where the vector field is defined in different ways. The vector field need not be continuous on the
boundary set

Σ = {x ∈ R
n : g(x) = 0} . (1)

Hereafter, we shall refer to the set Σ as to the event set and, moreover, we shall assume, without
loss of generality, that g(x0) < 0. This problem has been studied in [18] (see also [17, 20] and
references therein), in the case where g(x) is linear or, at most, quadratic: here, the authors define
a direct method for finding the event point, namely, the first point x∗ of the trajectory belonging
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to Σ. We refer to the references in [18] for relevant applications where solving such a problem is
needed.

In this paper, we consider the more general case where g is a general polynomial. Consequently,
given the ODE-IVP

d

dτ
x = f(x), x(0) = x0 ∈ R

n, (2)

the problem at hand is that of determining the point x∗, on the solution trajectory, such that

g(x∗) = 0 ∈ R, (3)

where g is a polynomial (however, we shall also sketch the case of a general, sufficiently smooth,
function). Hereafter, it is assumed that:

• f is sufficiently smooth;

• at the considered initial point,
g(x0) = −H̄ < 0, (4)

• along the solution of (2),
d

dτ
g(x) = ∇g(x)�f(x) ≥ δ > 0, (5)

which implies that the set Σ in (1) is attractive for the trajectory starting at x0. More
precisely, any trajectory starting at a point x0 satisfying (4) and (5), will reach Σ in a finite
time τ∗ (depending on the starting point).1

As stated above, we shall refer to the vector x∗ satisfying (3) as the event point. Its detection
is significant in many applications, where it is mandatory that the set Σ is not crossed, but just
reached by the trajectory [18]. Therefore, it makes sense to impose the same requirement to a
numerical method of approximation.

With these premises, the structure of the paper is as follows: in Section 2 we cast the problem
(2)–(4) in Poisson form; in Section 3 we recall the basic facts about the solution procedure for the
new formulation, which is duly adapted for the problem at hand; in Section 4 we provide some
numerical tests; at last, in Section 5 a few conclusions are given.

2 Poisson formulation

As previously observed, the numerical procedures studied in [18, 20] allow to effectively solve the
problem (2)–(4) when g is a linear or a quadratic function, by using a suitable reparametrization of
time. In particular, we shall use a reparametrization akin to that used in [18], i.e.,

ω = g(x(τ)) + H̄, (6)

which allows solving the problem in the interval ω ∈ [0, H̄], due to (4) and to the monotonicity of
g along the solution of (2) (see (5)). Consequently, by introducing the augmented state vector

y =

(
x
ω

)
∈ R

m, m := n+ 1, (7)

1In fact, by virtue of (5), one obtains that τ∗ ≤ H̄/δ.
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and using the independent variable
t = ω, (8)

we obtain the augmented system, equivalent to (2),

ẏ = G(y), t ∈ [0, H̄], y(0) = y0 :=

(
x0

0

)
, (9)

where, hereafter, ẏ will denote the derivative w.r.t. t, and (see (2) and (7))

G(y) :=

(
f(x)

∇g(x)�f(x)

1

)
. (10)

Clearly, because of (6), the problem (9) has the scalar invariant

H(y) := g(x)− ω + H̄. (11)

In fact, one has (see (7) and (10)):

Ḣ(y) = ∇H(y)�ẏ =
(
∇g(x)� −1

)
G(y)

=
(
∇g(x)� −1

)( f(x)
∇g(x)�f(x)

1

)
= 1− 1 = 0. (12)

Since (see (4))
H(y0) = g(x0)− ω(0) + H̄ = −H̄ + H̄ = 0,

at t = ω = H̄ it will be

y(H̄) =

(
x∗

H̄

)
, x∗ := x(H̄), (13)

such that

0 = H(y(H̄)) = g(x(H̄))− ω(H̄) + H̄ ≡ g(x∗)− H̄ + H̄ = g(x∗),

thus recovering the event point x∗ ∈ Σ.
The novelty of the present paper is that of deriving procedures able to reach the event point

in a finite number of steps, in the case where h ∈ Πν .
2 The basic idea is that of transforming the

original system (9) into an equivalent Poisson problem:

ẏ = B(y)∇H(y), t ∈ [0, H̄], y(0) = y0 ∈ R
m, B(y)� = −B(y). (14)

The following result, based on [23], holds true.

Theorem 1 Problems (9)–(10) and (14) are equivalent, and possess the invariant H(y) ≡ 0, pro-
vided that the skew-symmetric matrix B(y) is defined as follows:

B(y) =
G(y)∇H(y)� −∇H(y)G(y)�

‖∇H(y)‖22
. (15)

2As is usual, Πν denotes the vector space of polynomials of degree not larger than ν.
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Proof First of all, we observe that matrix (15) is well defined, since ‖∇H(y)‖22 > 1 (see (5), (7),
and (11)). Next, for the problem (14) one has

Ḣ(y) = ∇H(y)�ẏ = ∇H(y)�B(y)∇H(y) = 0,

due to the fact that B(y) is skew-symmetric. Moreover, since ∇H(y)�G(y) = 0 (see (10) and (12)),
one has:

B(y)∇H(y) =
G(y)∇H(y)� −∇H(y)G(y)�

‖∇H(y)‖22
∇H(y)

=
G(y)

=‖∇H(y)‖2
2︷ ︸︸ ︷

∇H(y)�∇H(y)−∇H(y)

=0︷ ︸︸ ︷
G(y)�∇H(y)

‖∇H(y)‖22
= G(y). �

When matrix B(y) is constant, as in the case of Hamiltonian problems,

ẏ = J∇H(y), t > 0, y(0) = y0, J� = −J, (16)

then H(y) is referred to as the energy, and its conservation can be effectively and efficiently obtained
by solving problem (16) via Hamiltonian Boundary value Methods (HBVMs), a class of energy-
conserving Runge-Kutta methods for Hamiltonian problems (see, e.g., [7, 8, 9, 10, 11, 3, 12] and
the monograph [5], see also the review paper [6]). Nevertheless, in the case where the problem is
not Hamiltonian, HBVMs are no more energy-conserving. When B(y) = −B(y)� is not constant,
problem (14) is a particular instance of a Poisson problem. This motivates the present paper, where
a recently-derived energy-conserving variant of HBVMs for Poisson problems [1] will be suitably
adapted for solving problem (14)-(15).

For sake of completeness, we mention that the numerical solution of Poisson problems has been
tackled by following many different approaches (see, e.g., [19, ChapterVII] and references therein).
More recently, it has been considered in [16], where an extension of the AVF method is proposed,
and in [2, 4], where a line integral approach has been used instead. Functionally fitted methods
have been proposed in [21, 22, 24].

3 Poisson HBVMs and their enhanced version

Let us sketch the Poisson HBVMs (PHBVMs) methods defined in [1], which will be later slightly
modified for the problem at hand. Since we deal with one-step methods, we can consider the
solution of problem (14) on the interval [0, h], with h > 0 the timestep. The basic idea is that of
expanding the vector field (14) along the orthonormal Legendre polynomial basis,

Pi ∈ Πi,

∫ 1

0

Pi(ξ)Pj(ξ)dξ = δij , i, j = 0, 1, . . . , (17)

with δij the Kronecker symbol. In so doing, with similar steps as in [1], by considering the expansions

∇H(y(ch)) =
∑
j≥0

Pj(c)γj(y), Pj(c)B(y(ch)) =
∑
i≥0

Pi(c)ρij(y), c ∈ [0, 1],

(18)

γj(y) =

∫ 1

0

Pj(ξ)∇H(y(ξh))dξ, ρij(y) =

∫ 1

0

Pi(ξ)Pj(ξ)B(y(ξh))dξ, i, j = 0, 1, . . . ,

4



one obtains:

ẏ(ch) = B(y(ch))∇H(y(ch)) = B(y(ch))
∑
j≥0

Pj(c)γj(y) (19)

=
∑
j≥0

Pj(c)B(y(ch))γj(y) =
∑
i,j≥0

Pi(c)ρij(y)γj(y), c ∈ [0, 1],

from which one derives that the solution of (14) can be formally written as:

y(ch) = y0 + h
∑
i,j≥0

∫ c

0

Pi(ξ)dξρij(y)γj(y), c ∈ [0, 1]. (20)

In particular, by considering (17) and that P0(ξ) ≡ 1, from which
∫ 1

0
Pi(ξ)dξ = δi0 follows, one has:

y(h) = y0 + h
∑
j≥0

ρ0j(y)γj(y)

≡ y0 + h
∑
j≥0

∫ 1

0

Pj(ξ)B(y(ξh))dξ

∫ 1

0

Pj(ξ)∇H(y(ξh))dξ. (21)

In order to obtain a polynomial approximation of degree s to y, it suffices to truncate the two
infinite series in (19) after s terms:

σ̇(ch) =
s−1∑
i,j=0

Pi(c)ρij(σ)γj(σ), c ∈ [0, 1], (22)

with ρij(σ) and γj(σ) defined according to (18) by formally replacing y by σ. Consequently, (20)
becomes

σ(ch) = y0 + h

s−1∑
i,j=0

∫ c

0

Pi(ξ)dξρij(σ)γj(σ), c ∈ [0, 1], (23)

providing the approximation

y1 := σ(h) = y0 + h

s−1∑
j=0

ρ0j(σ)γj(σ)

≡ y0 + h
s−1∑
j=0

∫ 1

0

Pj(ξ)B(σ(ξh))dξ

∫ 1

0

Pj(ξ)∇H(σ(ξh))dξ, (24)

in place of (21). The following results hold true.

Lemma 1 With reference to (18), for any suitably regular path σ : [0, h] → R
m one has:

γj(σ) = O(hj), ρij(σ) = ρji(σ) = −ρij(σ)
� = O(h|i−j|), i, j = 0, 1, . . . . (25)

Proof See [1, Corollary 1 and Lemma 2]. �

Theorem 2 H(y1) = H(y0), y1 − y(h) = O(h2s+1).

Proof See [1, Theorems 1 and 2]. �

5



3.1 Enforcing (8)

As is clear, when applying (22)–(24), to problem (14)-(15), in order for x∗ to be reached at t = H̄,
it is mandatory that the equality (8) holds at the end of each integration step. Conversely, at H̄,
one would have g(x∗) 	= 0.3 Consequently, one must have, by setting em ∈ R

m the last unit vector,

e�my1 = h e�m

∫ 1

0

σ̇(ch)dc = h,

i.e.,

e�m

∫ 1

0

σ̇(ch)dc = 1. (26)

For this purpose, we specialize, for the problem at hand, the strategy used in [1] for enforcing the
conservation of Casimirs, thus resulting into a specific version of Enhanced PHBVMs (EPHBVMs).
Let us then consider, for a generic skew-symmetric matrix

B̃� = −B̃ ∈ R
m×m, (27)

the following modified polynomial in place of (22):4

σ̇α(ch) =
s−1∑
i,j=0

Pi(c)ρij(σα)γj(σα)− αB̃γ0(σα), c ∈ [0, 1], σα(0) = y0, (28)

with α a scalar to be determined. The following result holds true.

Theorem 3 Setting

y1 := σα(h) ≡ y0 + h
s−1∑
j=0

ρ0j(σα)γj(σα)− αhB̃γ0(σα), (29)

one has H(y1) = H(y0), whichever the value of α considered in (28).

Proof In fact, one has:

H(y1)−H(y0) = H(σα(h))−H(σα(0)) = h

∫ 1

0

∇H(σα(ch))
�σ̇α(ch)dc

= h

s−1∑
i,j=0

∫ 1

0

∇Pi(c)H(σα(ch))
�dc︸ ︷︷ ︸

= γi(σα)�

ρij(σα)γj(σα)− αh

∫ 1

0

∇H(σα(ch))
�dc︸ ︷︷ ︸

= γ0(σα)�

B̃γ0(σα)

= h

s−1∑
i,j=0

γi(σα)
�ρij(σα)γj(σα) − αhγ0(σα)

�B̃γ0(σα) = 0,

by virtue of Lemma 1 and (27). �
3Actually, x∗ is the order 2s approximation provided by the method.
4Here, we take into account that P0(c) ≡ 1.
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At this point, in order to enforce (8), according to (26) we require:

1 =

∫ 1

0

e�mσ̇α(ch)dc =
s−1∑
j=0

e�mρ0j(σα)γj(σα)− αe�mB̃γ0(σα),

i.e.,

α =

∑s−1
j=0 e

�
mρ0j(σα)γj(σα)− 1

e�mB̃γ0(σα)
. (30)

Since σ0 ≡ σ, from Theorem 2, we now that the numerator is O(h2s) + O(α). Consequently, from
(29) it follows that the order of the method remains 2s, provided that the denominator in (30) is
bounded away from 0. For this purpose, setting (according to (7))

σα(ch) =:

(
xα(ch)
ωα(ch)

)
, xα(ch) ≈ x(ch) ∈ R

n, ωα(ch) = ω(ch) ∈ R, c ∈ [0, 1],

and recalling that

γ0(σα) =

∫ 1

0

∇H(σα(ch))dc =

( ∫ 1

0
∇g(xα(ch))dc

−1

)
=:

(
g0

−1

)
, (31)

the choice

B̃ =

(
O −d0
d�0 0

)
, d0 :=

g0
‖g0‖22

, (32)

provides
e�mB̃γ0 = d�0 g0 = 1.

In so doing, the approximation (29) becomes, by virtue of (32),

y1 = y0 + h

s−1∑
j=0

ρ0j(σα)γj(σα)− αh

(
d0

1

)
, (33)

with

α =

s−1∑
j=0

e�mρ0j(σα)γj(σα)− 1. (34)

3.2 Discretization

As is clear, the Fourier coefficients

γj(σα) =

∫ 1

0

Pj(ξ)∇H(σα(ξh))dξ, ρij(σα) =

∫ 1

0

Pi(ξ)Pj(ξ)B(σα(ξh))dξ, i, j = 0, . . . , s− 1,

need to be numerically computed. For this purpose, we use a Gauss-Legendre formula of order
2k, with abscissae and weights (ci, bi), i = 1, . . . , k. In so doing, we obtain a new polynomial
approximation, say uα, in place of σα,

u̇α(ch) =
s−1∑
i,j=0

Pi(c)ρ̂ij(uα)γ̂j(uα)− αh

(
d̂0

1

)
, c ∈ [0, 1], (35)
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where, setting as before,

uα(ch) =:

(
xα(ch)
ωα(ch)

)
, xα(ch) ≈ x(ch) ∈ R

n, ωα(ch) = ω(ch) ∈ R, c ∈ [0, 1],

d̂0 is defined (compare with (32)) as

d̂0 =
ĝ0

‖ĝ0‖22
, ĝ0 =

k∑
�=1

b�∇g(uα(c�h)), (36)

and we use the (generally) approximate Fourier coefficients

γ̂j(uα) =

k∑
�=1

b�Pj(c�)∇H(uα(c�h)), (37)

ρ̂ij(uα) =

k∑
�=1

b�Pi(c�)Pj(c�)B(uα(c�h)), i, j = 0, . . . , s− 1.

At last, α is defined as (compare with (34)):

α =

s−1∑
j=0

e�mρ̂0j(uα)γ̂j(uα)− 1. (38)

Setting, as usual (compare with (29)),

y1 := y0 + h

s−1∑
j=0

ρ̂0j(uα)γj(σα)− αh

(
d̂0

1

)
, (39)

the following results follow.

Theorem 4 ∀k ≥ s : y1 − y(h) = O(h2s+1).

Proof See [1, Theorem 10]. �

Theorem 5 With reference to (36)–(39), if g ∈ Πν and ν ≤ 2k
s , then

ĝ0 = g0 ≡
∫ 1

0

∇g(xα(ch))dc, γ̂j(uα) = γj(uα) ≡
∫ 1

0

Pj(ξ)∇H(uα(ξh))ξ, j = 0, . . . , s−1. (40)

Consequently, H(y1) = H(y0).

Proof The first statement follows from the fact that the integrands in (40) are polynomials of
degree at most (ν − 1)s+ s− 1 = νs− 1 ≤ 2k− 1. Energy conservation is then proved with similar
steps as in the proof of Theorem 3, by formally replacing σα with uα. �

8



Remark 1 In the case where g is not a polynomial, or is a polynomial but the hypotheses of the
previous Theorem 5 are not fulfilled, from [1, Theorem 9] it follows that

H(y1) = H(y0) +O(h2k+1).

Consequently, a practical energy-conservation can always be gained, provided that k is chosen large
enough so that the energy error falls below the round-off error level.

Definition 1 According to [1, Definition 2], we shall refer to the numerical method defined by
(36)–(39) as the EPHBVM(k, s) method.

Remark 2 We observe that, when k = s, the EPHBVM(s, s) method naturally satisfies the con-
straint (8). Consequently, α = 0 and the method coincides with the symplectic s-stage Gauss-
Legendre collocation method used for solving (14)-(15).

For sake of completeness, let us sketch the vector form of the EPHBVM(k, s) method, which
can be derived by slightly adapting the arguments in [1, Section 4.1]. For this purpose, let us define
the matrices (see (17))

Ps =
(
Pj−1(ci)

)
i = 1, . . . , k
j = 1, . . . , s

, Is =
( ∫ ci

0
Pj−1(ξ)dξ

)
i = 1, . . . , k
j = 1, . . . , s

∈ R
k×s,

Ω = diag(b1, . . . , bk),

with (ci, bi), i = 1, . . . , k, the abscissae and weights of the Gauss-Legendre quadrature, and the
vectors (see (37))

e =

⎛
⎜⎝

1
...
1

⎞
⎟⎠ ∈ R

k, φ =

⎛
⎜⎝

φ0

...
φs−1

⎞
⎟⎠ , φi =

s−1∑
j=0

ρ̂ij(uα)γ̂j(uα) ∈ R
m, i = 0, . . . , s− 1.

We also set, being 5

Y ≡

⎛
⎜⎝

Y1

...
Yk

⎞
⎟⎠ ∈ R

km, Yi ≡
(

xi

ωi

)
, i = 1, . . . , k, (41)

the stages of the method, and (see (14)-(15)),

B(Y ) =

⎛
⎜⎝

B(Y1)
. . .

B(Yk)

⎞
⎟⎠ ∈ R

km×km,

one then obtains the discrete problem

F(φ, α) :=

(
φ− P�

s Ω⊗ ImB(Y ) · PsP�
s Ω⊗ Im∇H(Y )

α− e�mφ0 + 1

)
= 0 ∈ R

sm+1, (42)

5According to (7), xi ∈ R
n and ωi ∈ R.
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where, with reference to (41), and setting c = (c1, . . . , ck)
� the vector of the abscissae:

Y = e⊗ y0 + hIs ⊗ Imφ− αhc⊗
(

d̂0
1

)
,

d̂0 =
ĝ0

‖ĝ0‖22
,

ĝ0 =
k∑

i=1

bi∇g(xi).

Remark 3 We observe that the above discrete problem (42) has, remarkably, (block) dimension s,
independently of the considered value of k [1]. Moreover, it induces a straightforward fixed-point
iteration, which converges for all sufficiently small timesteps h, under regularity assumptions on
f and g. This iteration will be used for the numerical tests, even though Newton-type procedures,
obtained adapting those defined in [3, 9] for HBVMs (see also [13, 14, 15]), could be also considered.

4 Numerical tests

In this section we present a few numerical tests, concerning the solution of one-sided event location
problems, aimed at assessing the theoretical findings. For each problem we prescribe the function
f(x) in (2) and the event function g(x) (3), along with the starting point of the trajectory. All
the numerical tests have been implemented in Matlab (R2020a) on a 3 GHz Intel Xeon W10 core
computer with 64 GB of memory.

Example 1 The first test problem, taken from [18, Example 5.1 (a)], is defined by

f(x) =

(
x2

1
1.2−x2

− x1

)
, (43)

and by the event function
g(x) = x1 + x2 − 0.4. (44)

We choose the initial point
x(0) = (−0.2, −0.2)�, (45)

providing the value H̄ ≡ −g(x(0)) = 0.8 in (4). Since the event function is linear, any EPHBVM(s, s)
method (i.e., the s-stage Gauss collocation method) has to provide an order 2s approximation to
the event point belonging to the event set Σ (1).This is confirmed by the numerical tests listed in
Table 1, obtained by using the timesteps

hn :=
H̄

10 · 2n (46)

for solving the associated Poisson problem (14)-(15). In the table, we have denoted by x∗
n the

approximation to the event point obtained with the timestep hn, and with e∗n the corresponding
error (numerically estimated). As one may see, all approximations belong to the event set Σ (since
g(x∗

n) is of the order of the round-off error level) and converge to the event point with the correct
order (the last two approximations for s = 3 practically coincide).
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Table 1: numerical results for problem (43)–(45) solved by the EPHBVM(s, s) method with timestep
(46).

s = 1 s = 2 s = 3
n g(x∗

n) e∗n rate g(x∗
n) e∗n rate g(x∗

n) e∗n rate
0 -1.11e-16 — — -1.67e-16 — — -1.05e-15 — —
1 -5.55e-17 1.99e-04 — -1.67e-16 1.43e-07 — -9.44e-16 6.09e-10 —
2 1.11e-16 4.98e-05 2.0 0.00e+00 9.33e-09 3.9 -9.99e-16 1.06e-11 5.8
3 -1.67e-16 1.25e-05 2.0 -2.22e-16 5.90e-10 4.0 -8.88e-16 1.72e-13 6.0
4 -5.55e-17 3.11e-06 2.0 -1.67e-16 3.70e-11 4.0 -1.22e-15 2.60e-15 6.0
5 2.22e-16 7.78e-07 2.0 -1.11e-16 2.31e-12 4.0 -1.11e-15 1.39e-16 ***

Table 2: numerical results for problem (43) and (47)-(48) solved by the EPHBVM(k, s) method
with timestep h = H̄/10.

s EPHBVM(s, s) EPHBVM(4, s)
1 1.1148e-05 1.1102e-16

g(x∗) 2 -1.4687e-08 1.1102e-16
3 -7.8148e-11 -2.2204e-16

Example 2 Next, we consider the problem defined by (43), with a nonlinear (though smooth)
event function

g(x) = 20x1 + x2 − 20 sinx1 − 0.4, (47)

and initial point
x(0) = (0, −0.2)�, (48)

providing a value H̄ = 0.6. If we solve the associated Poisson problem (14)-(15) by using the
EPHBVM(s, s) and EPHBVM(4, s) methods, s = 1, 2, 3, with a timestep h = H̄/10, we see that,
though g(x) is non-polynomial, the latter methods correctly reaches the event set Σ, as one infers
from the results listed in Table 2.

Example 3 At last, let us consider the problem defined by:

f(x) =

⎛
⎜⎝

1
1.2+sin x2

1
1.2−cos x1

1 + cos ‖x‖22

⎞
⎟⎠ , x(0) =

⎛
⎝ 3

2
4

⎞
⎠ , (49)

with the polynomial event function 6

g(x) = 10−3
(
x3
1 + 4x7

2 + x5
3

)
. (50)

For the chosen initial point, one obtains H̄ = 1.563. For this problem, any EPHBVM(k, s) method,
with

k ≥ 7s

2
,

6The scaling factor 10−3 in (50) is introduced to have a more compact graphical representation.
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Figure 1: event set (1) for problem (49)-(50), along with the trajectory reaching it computed by
using the EPHBVM(11,3) method.

turns out to be energy-conserving for the associated Poisson problem (14)-(15), and therefore,
at t = H̄ the trajectory exactly reaches the event point lying on the event set Σ. We use the
EPHBVM(11,3) method with timestep h = 10−3H̄, thus reaching the (approximation of the) event
point x∗ for which g(x∗) ≈ −5.8 · 10−16. The event set Σ, along with the computed trajectory,
are depicted in Figure 1. For comparison, the EPHBVM(3,3) (i.e., the 3-stage Gauss-Legendre
method), using the same timestep, reaches a point x̃ for which g(x̃) ≈ 4.7 · 10−8 and, moreover,
‖x̃− x∗‖2 ≈ 4.8 · 10−6.

5 Conclusions

In this paper, starting from the methodology introduced in [18], we have introduced a direct method
for numerically solving the problem of one-sided event location. The proposed approach is based
on a suitable modification of recently derived energy-conserving methods for Poisson problems [1],
specifically tailored for the problem at hand. The methods exactly reach the event set, in the case
where the event function is a polynomial. Actually, they can be effectively used also in the non-
polynomial case, provided that the event function is regular enough. Numerical examples confirm
the theoretical findings.
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