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Abstract

Hydrogen combustion technologies are nowadays studied and developed

by many companies and universities since their employment as carbon-

free systems is considered a valid alternative to reach net-zero CO2

emission by 2050. However, despite its advantages, the use of hydrogen

presents numerous technical challenges that must be considered and solved,

especially if it is used for aeronautical purposes.

First, hydrogen does not exist in nature, and its large-scale production

is a critical issue, as current generation methods involve the emission of

CO2, which could nullify its benefits. Similarly, storage both on board

aircraft and at airports is a problem given the hazardous nature of hy-

drogen. Finally, hydrogen has peculiar characteristics from a combustion

point of view compared to the usual liquid fuels currently used.

Focusing on the latter, an indispensable step that every aircraft com-

bustor performs several times a day is the ignition phase. In fact, before

entering service, each combustor must pass rigorous certification of the

ignition phase, both on the ground and at high altitude. Therefore, the

design of a new combustor requires a thorough and dedicated study due

to the different characteristics of hydrogen. In this sense, modern high-

fidelity Computational Fluid Dynamics (CFD) simulations are a key tool

for understanding the physical phenomena and dynamics occurring inside

a combustor, where experiments are very often limited due to operational

problems.

The present work aims to investigate the current standard models

used in industry to study turbulent combustion with particular interest
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in the ignition phase up to the flame stabilization, simulating different

conditions under which it can occur and analyzing the dynamics observed

inside the injector that govern its success or failure.

In the first part of the work, after introducing the models used in

the course of this thesis, the impact of the diffusive transport model

used is analyzed through laminar Direct Numerical Simulations (DNS),

highlighting its effect in the first instants after kernel formation. This

analysis, together with other preliminary studies carried out using the

Cantera tool, allowed to identify the main objectives that need to be

studied and deepened during the investigation of the two test cases

examined.

The numerical analyses carried out on the test rig at the Technische

Universität Berlin (TUB) aim to test different approaches for modeling

the turbulence-chemistry interaction on a technically premixed hydrogen

flame. After an initial validation of the cold velocity field by means of

a mesh sensitivity analysis, the impact on the prediction of the mixing

field is assessed against the assumptions underlying the models used.

Although small differences appear in areas where combustion does not

take place, the correct flame prediction of the Thickened Flame Model

(TFM) approach, due to the inclusion of local effects on the flame front,

permits the selection of the most accurate model among those tested for

the study of lean hydrogen flames.

Following the analysis of the first burner, the investigation of the

ignition transient of an academic test rig experimentally tested at the

Norwegian University of Science and Technology (NTNU) is presented

in which detailed measurements throughout the full process for different

operating conditions are available. In the first part of the work, the

simulation of a case that provides a successful ignition scenario is presented.

It is demonstrated that the TFM coupled with an Energy Deposition (ED)

strategy allows an accurate prediction of the most significant phases and

mechanisms involved in the ignition dynamics, validating the employed

numerical strategy. Subsequently, to mimic the effect of the back pressure

at the outlet (e.g. a gas turbine nozzle), a perforated plate is introduced
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at the combustion chamber exit to slightly increase the blockage ratio.

Despite the negligible additional back pressure, the dynamics of the system

is drastically altered, promoting the flashback occurrence. The driving

mechanisms that trigger the flashback and the flame-holding process inside

the injector are identified and explained.
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Introduction

The current global scenario reflects a growing awareness and concern

about climate change, a phenomenon linked to, among other things, power

generation, public transportation and industrial sector. In all of them, as a

consequence of the hydrocarbon combustion process, both the unavoidable

products (water vapor H2O and carbon dioxide CO2) and the secondary

combustion products (oxides of nitrogen NOx, unburnt hydrocarbons UHC,

carbon monoxide CO and particulate matter PM) are obtained. A large

contribution to climate change comes from CO2 emissions, which is one

of the well-known causes of the global warming observed in recent years.

The critical need to reduce it has been highlighted by its implications on

weather and air quality. All of these factors led to the signing of the Paris

Agreement in 2015 which aims to limit the global average temperature

increase to below 2 °C compared to pre-industrial levels, with efforts to

limit the increase to 1.5 °C. Notably, although during the COVID-19

pandemic marked enhancements in air quality were observed due to the

reduction of transportation [1], the current growth rate has returned to

pre-pandemic values with a monotonous upward trend [2].

As far as concern the aviation sector, it is shown that it contributed

approximately 4% to observed human-induced global warming with a

projection to cause a total of about 0.1 °C of warming by 2050 (Fig. 1)

[3].

In this context, the Flightpath 2050 initiative, which seeks to achieve

a 75% and 90% reduction in CO2 and NOx emissions per passenger

kilometer in civil aviation [4], underscores the imperative to define different

1



2 Introduction

Figure 1: Impact of aviation on global warming to 2050. Four different
scenarios are reported [3].

solutions to attain this ambitious objective. Prominent among these

solutions are hydrogen-based technologies [5, 6], Sustainable Aviation

Fuels (SAF) [7], and hybrid electric-thermal propulsion systems [8], all

of which are considered viable alternatives to address the environmental

impact associated with aviation emissions due to its carbon-free nature.

These technological advancements align with the broader goal of mitigating

the ecological footprint of civil aviation and are integral to the pursuit of

sustainable and environmentally responsible air transportation systems.

Focusing on the hydrogen solution, a complete transition at a large

scale requires major improvements in production technologies, storage and

combustion control. In fact, from a combustion point of view, hydrogen

differs from conventional fuels (Jet-A) in several aspects. First, hydrogen

is characterized by a three times higher Lower Heating Value (LHV)

which allows drastic reductions in the amount needed to obtain a certain

output power. At the same time, hydrogen has a higher adiabatic flame

temperature which needs special attention to avoid an overproduction

of NOx emission. Although the state-of-art architecture is represented
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by the Rich-Quench-Lean (RQL) [9] concept, the high flammability lim-

its of hydrogen allow for the exploration also lean burning conditions.

Specifically, lean technically premixed configurations [10, 11] are of great

interest because they allow direct control of the temperature in the pri-

mary zone aiming to limit the NOx emissions [12]. Nevertheless, the

use of hydrogen brings with it new design challenges, first and foremost

the ignition phase, even though this may seem contradictory. In fact, in

the current liquid kerosene aircraft engines, the critical issue lies in the

atomization process that can cause an ignition failure, especially in high

altitude conditions. However, with hydrogen, the problem is the high

overpressure that is generated, potentially leading to flashbacks or flame

stabilization in undesignated locations, as detailed in the next chapter.

Several European projects, focused on the investigation of the technical

aspects of using hydrogen as aviation fuel with the objective of demon-

strating its feasibility were recently started with different Technology

Readiness Level (TRL).

The HYdrogen DEmonstrator for Aviation (HYDEA) project involves

ten different countries and several partners with the common goal of

developing a hydrogen propulsion system to secure an entry into service

of a zero-CO2 low-emission aircraft by 2035 [13]. This project is therefore

characterized by a very high TRL.

The HydrogEn combuSTion In Aero engines (HESTIA) project, coordi-

nated by Safran, involves six aero-engine manufacturers and 18 universities

and research centers. The main objectives are to enhance the comprehen-

sion of hydrogen combustion through both experimental and numerical

campaigns [14].

The novel Fuel-Flexible ultra-Low Emissions Combustion systems for

Sustainable aviation (FFLECS) project, coordinated by the University of

Florence, is a pioneering project aimed to explore the simultaneous use of

H2 and SAF on a burner which combines different designed concepts [15].



4 Introduction

Aim of the work

The main purpose of this thesis work is to study the combustion

dynamics, from kernel formation to complete flame stabilization, on

burners operating with 100% hydrogen mixture through high-fidelity CFD

simulations. Due to the peculiar characteristics of hydrogen, a preliminary

investigation of the main turbulent combustion models used in industry is

carried out to identify a suitable and reliable approach. Hence, the stable

flame of the academic burner developed by TU Berlin is investigated by

proposing an improvement to the standard FGM model. The research

subsequently addresses the main topic of the work, highlighting and

proposing CFD numerical methodologies capable of capturing both local

and global effects on hydrogen ignition dynamics.

At the present day, to the best of the author’s knowledge, the pro-

posed work represents a pioneering numerical exploration of the entire

ignition transient process of a premixed hydrogen flame, including both

regular ignition and flashback conditions. The investigated aspects are of

paramount importance in comprehending the driving mechanisms that

govern and regulate the flame dynamics within the injector after the

ignition, where experimental measurements are typically unaffordable,

providing important design input.

Thesis outline

This thesis is divided into three sections. The first section frames

the problem of hydrogen flame ignition and recalls the main numerical

approaches used for modeling turbulent flames in the LES framework.

The main characteristics of hydrogen, using both low-order (e.g. Cantera)

and high-order tools such as DNS simulations are employed, highlighting

their impact during the stabilization transient.

The second section applies various numerical methodologies to a

representative test case developed by TUB.

The last section proposes a numerical methodology for studying the

ignition transient of a hydrogen flame based on the results obtained in
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the previous sections.

• Chapter 1: deals with the ignition transient for gas turbines.

The three main phases into which the process can be divided are

presented, highlighting their main aspects and the new challenges

associated with the use of hydrogen.

• Chapter 2: summarises the governing equations and numerical

models for turbulent combustion in LES framework used in this

thesis work. The ignition model used to simulate the spark is also

reported, emphasizing the assumptions and constraints involved.

Afterward, the characteristics of hydrogen in terms of combustion

speed, stretch effects and preferential diffusion that distinguish it

from conventional fuels such as kerosene and methane are analyzed

using low- and high-order approaches. These analyses aim to assess

the impact of these effects on the early stages of ignition.

• Chapter 3: reports the analyses conducted on the atmospheric,

swirl-stabilized, lean technically-premixed hydrogen-air flame com-

bustor studied experimentally at TUB. Starting with an evaluation

of the spatial resolution under non-reactive conditions, the various

models presented in the previous chapter are tested under stable

flame conditions. This is followed by an analysis of the mixing

process occurring inside the mixing tube and then comparing the

flame morphology with the available experimental data. Finally,

the impact of the combustion model used and the effect of thermal

boundary conditions on local flame characteristics are compared.

• Chapter 4: presents the study of the complete ignition process

of a lean, perfectly premixed hydrogen-air flame stabilized on a

bluff body. The study initially focused on the cold flow field due

to the impact on ignition dynamics. The model selected from the

analysis on the previous combustor is used first to simulate the

ignition process under soft ignition conditions. Then, through the

introduction of a perforated plate at the outlet, the effect of back
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pressure at the chamber exhaust is recreated by promoting the

initiation of a flashback.

In the last chapter, some conclusions about this research are drawn along

with some recommendations for future works.



Chapter 1

From ignition to flame

stabilization

This chapter presents the challenges of using hydrogen to achieve

proper flame stabilization while avoiding the risk of flashback. The first

part introduces the ignition process on gas turbine combustors from a

phenomenological point of view, divided into various stages. For each

stage, the main studies in the literature are reported from both numerical

and experimental perspectives. In the final section of the chapter, the

flashback problem and the various mechanisms by which it can occur are

briefly introduced. Then, supporting studies that highlight the need for

further numerical investigation to treat these phenomena following the

ignition process are reported.

1.1 Ignition phenomenology

The term ignition refers to the initiation and the complete establish-

ment of the combustion process [16] followed by either an external energy

source or the spontaneous activation of the reactions. The first case is

referred in the literature as forced ignition in which the initial conditions of

the mixture in terms of a chemical point of view are frozen and only after

the deposition of energy and/or radical species that raise the temperature

7



8 1. From ignition to flame stabilization

high enough a self-sustaining flame is generated [17]. The second case

instead is referred as autoignition [18, 19, 20] of the mixture as a result of

the initial high-temperature condition of one or both of the reactants (but

usually the oxidizer) which allow for chemical reactions to proceed [21]

without any external source of energy and/or radical. Particular attention

must be paid to the difference between the two mechanisms mentioned in

order to avoid misunderstanding since they provide the same results but

are based on completely different physical processes. Throughout this

work, since of interest in the test case under investigation, only the forced

ignition case is presented in the subsequent analysis. Nevertheless, some

works dealing with the autoignition of hydrogen mixtures in turbulent

conditions through LES approaches are present in the literature as the

one in [22].

The forced ignition must develop according to a specific timeline, which

involves different time and spatial scales as well as physical processes

[16, 17, 21, 23], that can be divided into three main phases (or four

depending on the reference text):

• Kernel generation

• Flame growth and burner-scale establishment

• Light-round

in which the last one is present only for multi-injector systems. A failure

of any of these steps provides an unsuccessful ignition event.

1.1.1 Kernel generation

Different devices can be used to ignite a mixture including laser

[24] and spark plug [25]. Laser technology has innumerable advantages

such as non-intrusiveness and the possibility to focus the laser in any

position within the chamber, which justifies its wide use in an academic

context for liquid fuels [26, 27] and hydrogen [28]. However, in practical

applications optical access to the combustion chamber is not accessible,

so the classic spark plug device is commonly used. Applications for
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academic studies with this device are present for both methane [29] and

hydrogen [30] gas mixtures. The purpose of these devices, as mentioned

earlier, is to provide enough energy to raise the temperature of a designed

and favorable region, with a dimension equal to the so-called quenching

distance which is proportional to the size of the laminar flame thickness,

above the adiabatic flame temperature to trigger the reactions and start

the combustion [16, 21]. Therefore, the concept of the Minimum Ignition

Energy (MIE) i.e. the minimum energy required to guarantee the kernel

generation [21] is introduced. It is essential to underline that due to the

stochastic nature of the turbulence and the discharge formation, ignition

is a statistical process and as a consequence, the MIE is usually defined

as the energy level that guarantees a 50% ignition probability. Particular

attention must be paid to the difference between the terms ignition and

ignition probability. Indeed, the latter represents the probability of having

a successful ignition by describing the variability of the process as a result

of its stochastic nature. Since it is evaluation is not the topic of this thesis,

interested readers may refer to [17, 31] for further details.

It should also be considered that as a result of the deposition of energy

by either spark plug or laser ignition, part of the energy provided by the

device is not transmitted to fluid due to heat losses [23]. From a numerical

point of view, the inclusion of such effects is of paramount importance

and the numerical models must account for that. However, the greatest

challenge in CFD simulations lies in modeling the plasma phase that is

formed in the first instants as a result of the complex chemistry involved

[32], reduced time and length scales [25]. Although some work can be

found in the literature that simulates the entire process [33, 34], it has

been shown that this first stage has a minor impact on the entire ignition

process [35]. Therefore, models are developed to simulate mixture ignition

by neglecting the first phase while maintaining low computation costs

without losing accuracy. The idea behind these models is the addition

of an explicit source term to the energy (or enthalpy) equation that is

smoothed in both time and space and provides an amount of energy

in a given time period at the predetermined location [36]. Numerous
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studies can be found in the literature using these approaches coupled with

primitive variable models. Falkenstein et al.[37] through DNS conducted

at elevated pressure study the cycle-to-cycle variability in kernel formation

on internal combustion engines while Pouech et al. [38] investigates the

ignition of a premixed methane/air mixture over a backward-facing step

in a high-speed flow configuration. Studies on the ignition of spray flames

are also present, as reported in [23, 39]. Recently, Garzon et al. [40]

applied the energy deposition approach coupled with an automatic mesh

refinement strategy and the thickened flame model. However, the energy

deposition modeling is also applied to hydrogen flames through tabulated

chemistry models [41].

1.1.2 Flame growth and burner-scale establishment

Once the kernel is properly formed, as a result of the first phase,

successful ignition up to proper flame stabilization is still not guaranteed

due to the influence of several parameters. In fact, as mentioned earlier,

the ignition process is a stochastic event whose level increases as the

complexity of the test case under consideration increases in terms of fluid

dynamic conditions in the kernel’s surroundings. Mastorakos reports in

[17] that complete ignition of the chamber occurs if the flame is moving

in the right direction and if the entire flame is stable after ignition.

Due to the conditions under which this phase takes place in terms of

characteristic times and length scales more accessible both numerically

and experimentally than the previous one, many papers in the literature

that investigate this aspect are available. Analyses are conducted for

both premixed [29] and non-premixed conditions operating with gaseous

[42] and liquid [43, 44] fuel including the experimental one conducted by

Marrero et al. [27] in which all the various underlying mechanisms that

lead to extinction or ignition by varying the position of the spark are

identified.

Regarding flames operating with gaseous fuel (spray flames are not

discussed further since are beyond the scope of this work, more details

are available in [16, 23]), one of the main parameters that influences this
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phase while also explaining the stochasticity of the process is the effect

of turbulence [45]. In 2014, Wu et al. [46] introduced the concept of

turbulence-facilitation ignition (TFI). They found that after kernel forma-

tion between the spark plug electrodes (in the first instants during the

flame growth phase), turbulence causes kernel fragmentation into multiple

wrinkled flame elements with both positive and negative curvatures. In

the investigated case of a hydrogen-air flame with an equivalence ratio of

5.1 characterized by a Lewis number greater than 1, the stretch response

promoted ignition in the case of negative curvature. This concept of TFI

has been confirmed both experimentally [47, 48] and numerically [49]

studies. Additionally, the numerical analysis in [49] that studied high

Lewis number mixtures explained how ignition under turbulent conditions

(rather than in a quiescent atmosphere) promoted kernel transport away

from the ’cold’ electrodes, reducing previously introduced heat loss and

facilitating successful ignition. The authors later extended their analysis

to hydrogen-air mixtures under lean conditions, characterized by a Lewis

number less than 1 [50]. They found that TFI effects can exist even under

these conditions for specific ranges of pressure, velocity, and electrode gaps

by proposing a regime diagram. The effects of preferential diffusion and

thus Lewis number on the development of a hydrogen kernel under engine

conditions are also studied in [51] through DNS. This work, contrary to

the previous one, investigates the role of thermodiffusion effects on the

first instants after kernel formation under both laminar and turbulent

conditions.

Finally, the last parameter that must be taken into account and that

plays a major role during flame growth and propagation for hydrogen

mixtures is the overpressure that is generated as a result of the thermal

expansion of the burnt gases [30, 52]. The trend of overpressure for

methane-air mixtures with hydrogen addition for different blend values

is shown in Fig. 1.1. This behavior reduces the pressure drop across the

injector with a consequent reduction of the flow rate through it. The

phenomenon can lead to a local imbalance between the fresh mixture

velocity and the flame speed [53], resulting in a flashback condition that,



12 1. From ignition to flame stabilization

depending on the burner geometry and mixture preparation strategy, can

lead to flame stabilization in regions not designed for flame holding [54].

Figure 1.1: Effect of hydrogen enrichment on the overpressure generated
during ignition for a CH4-air mixture at 437 K, 3·106 Pa and ϕ=1.8 [55].

1.1.2.1 Flashback dynamics

This subsection reports from a phenomenological point of view the

main mechanisms leading to the flashback condition. The analysis is not

intended to be exhaustive but is aimed to provide the basic concepts

about these mechanisms since they are partially covered in the course

of this thesis. The reader is referred to [56, 57] for further study of this

aspect.

Figure 1.2: Schematic representation of different flashback mechanisms
occurring in gas turbine combustors (adapted from [58]).
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Fig. 1.2 shows a schematic of the four main flashback mechanisms,

which are:

• Bulk Flow Flashback: The first mechanism is bulk flow flashback,

which occurs if the turbulent flame speed is greater than the local

flow velocity in the burner core. Therefore, the main factor influ-

encing this mechanism is the aerodynamics of the burner and the

resulting levels of turbulence in the anchor zone that determine the

effective turbulent flame front reactivity. One method of avoiding

the occurrence of this phenomenon, for extremely reactive fuels

such as hydrogen, may be to take advantage of a purely axial jet

of oxidizer, which due to its momentum prevents triggering. This

strategy is used in the first test case analyzed in this thesis work by

TUB [59].

• Boundary Layer Flashback (BLF): this flashback mechanism occurs

in the low wall velocity zones inside the boundary layer where the

flame front can find favorable conditions for its upstream propaga-

tion. In the same TUB test case [11] an injection of air is used in

such a way as to locally lean the wall mixture and thus reset the

wall reactivity to zero.

• Combustion Induced Vortex Breakdown Flashback (CIVB): the

main method of stabilizing a flame in a combustor chamber is the

formation of a recirculation zone through a swirler that allows

radicals to be delivered to the flame front. However, although the

aerodynamics of the swirler is properly designed under non-reactive

conditions, chemical reactions can create a pressure imbalance in

the vortex core that leads to flame propagation in the burner [56].

• Flashback due to Combustion Instabilities: combustion instabilities

can also trigger two of the preceding mechanisms described, which

are bulk flow flashback and BLF. The main instabilities are tur-

bulence noise, coherent structures such as processing vortex cores

(PVC) due to swirled flows, forced coherent flow structure and

self-exciting instabilities.



14 1. From ignition to flame stabilization

1.1.2.2 Flashback studies on hydrogen enriched flames

The study of the initiation of flashback mechanisms for hydrogen-

enriched flames is investigated in the literature both experimentally and

numerically.

Duan et al. [60] studied experimentally the influence of the burner

material and the tip temperature of jet flames with different geometrical

configurations for atmospheric premixed hydrogen-air mixtures. In order

to trigger the flashback, two protocols are used: (i) Constant adiabatic

flame temperature in which the air mass flow rate is gradually decreased

once thermal equilibrium has been achieved, (ii) Constant air flow rate in

which the equivalence ratio is varied by increasing fuel flow rate through

small steps. The results of this study indicate that low-conductivity

injectors as well as cooling down burner rims increase the resistance to

the flashback.

Ebi et al. [61] deals from an experimental point of view a more repre-

sentative configuration by investigating a swirl flame at high pressure and

pre-heated conditions for different hydrogen content. The work addressed

to study perfectly premixed conditions in which the flashback is triggered

once a stable flame is established by increasing the equivalence ratio. The

optical access to the injector coupled with detailed measurements permits

to identify that a flashback occurs when the flame can sustain the high

shear stress in the turbulent boundary layer.

Recently, Zhang et al. [62] investigated numerically through high-

fidelity Large Eddy Simulation with the flame-surface-density method the

flashback dynamics observed in [61]. After the identification of the modes

of flame stabilization and BLF in the mixing tube, an algebraic model is

developed to predict the BLF limit.

Further steps on the same burner are carried out by Ranjan et al. in

[63] by exploring stratified flames configuration. Starting from a stable

flame configuration, a step increase in the equivalence ratio is provided

to trigger the flashback and four distinct stages are identified. It is also

found that the interaction between the flame and the fuel-rich pockets

assists its propagation and consequent flashback-to-flameholding process.
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However, although the previously mentioned works investigate the

flashback mechanism in hydrogen flames, each of them induces the flash-

back by starting from a stable flame configuration and then varying a

boundary condition. Therefore, to the best of the author’s knowledge, no

one has yet systematically investigated flashback problems after the igni-

tion process, except for the experimental work reported in [30, 64]. The

study evaluates the impact of hydrogen content on the ignition process for

three different values of exhaust backpressure. Both of these parameters

play a key role in the overpressure that is generated during the ignition

phase, as previously highlighted, drastically varying the system response

and facilitating the triggering of flashback mechanisms. Nevertheless, no

work has studied these mechanisms from a numerical point of view, and

therefore, this thesis work aims to address this lack.

1.1.3 Light-round

The last step in the ignition process is the light-round phase, which,

once the flame is stabilized on the first burner, involves its propagation to

the next burner until the entire chamber is ignited. This step only occurs

if a multi-burner configuration is considered. The detailed study of this

phase has only occurred in the last years for two main reasons. The first

reason is that any ignition failure is most likely to occur in the first two

phases, despite the fact that this phase also has a stochastic nature that

strongly depends on the position of the igniter [43, 65]. The second reason

is due to the complexity of making a test rig from an experimental point

of view and the computational cost required from a numerical perspective.

Indeed, the first numerical study of the light-round phase was conducted

in 2008 by Boileau et al. [66] in a combustion chamber with 18 burners.

Since then, research on this phase has progressed both experimentally, for

spray [67, 68, 69, 70] and gaseous [69] flames, and numerically with both

URANS [71] and LES [23, 67, 71, 72, 73, 74] approaches.

More details about this stage are not given in this thesis for the sake

of brevity, the interested reader is referred to [23].
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1.2 Final considerations

This chapter describes the main phases of the ignition process of a

combustor, focusing on the different characteristic times and scale lengths

involved in each of them. Particular attention is given to the second

phase as it is of great interest in the development of a new combustor

and is the one investigated in this thesis. The use of hydrogen presents

new design challenges compared to classical liquid fuels. Previously, the

main challenge was achieving proper atomization and reignition of the

combustor at high altitudes.

Hydrogen, with its high reactivity, eliminates this issue. However,

the primary risk now is properly stabilizing the flame in the burner to

prevent flashback phenomena caused by the high overpressure that occurs

during this process. In this optics, the study of these phenomena although

given that URANS simulations provide interesting insights, high-fidelity

methodologies such as LES remain an indispensable tool for the treatment

of this unsteady process.



Chapter 2

Turbulent hydrogen flames

modeling

The present chapter is divided into two sections. In the first one, the

main methodologies for the numerical modeling of a turbulent reactive

hydrogen flame are presented, paying attention also to the ignition part.

The set of Navier-Stokes Equations (NSE) is first introduced for a multi-

species reacting flow in the LES framework.

Then, two methods to handle the turbulence-chemistry interaction in

the LES approach are introduced, highlighting their main characteristics

and assumptions. An extension of the pure FGM approach to take

into account the stretch and heat loss effects is described and verified

through the comparison with premixed twin counterflow flames in terms of

consumption speed taking as a reference the solution retrieved by Cantera.

Finally, the model to account for the initiation of the reactions in the

ignition simulation is addressed by paying attention to the coupling with

the selected turbulent combustion model.

In the second part, an assessment of the numerical models employed

is performed analyzing the reaction mechanisms, the effect of stretch and

the thermal diffusion through low and high-order methods.

17
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2.1 Numerical models

The set of NSE equations for a reacting flow field describes the conser-

vation of mass, momentum and energy. Since a multi-species is considered,

further N − 1 transport equations are required to describe the N species

composing the mixture. A brief recall is here reported.

The mass conservation equation can be expressed as:

∂ρ

∂t
+∇ · (ρu) = 0 (2.1)

in which ρ and u represent the mixture density and velocity, respectively.

The momentum equation reads:

∂ρu

∂t
+∇ · (ρuu) = −∇P +∇ · τ + ρg + F (2.2)

where P is the pressure, ρg the gravitational body force and F the external

body force. τ represents the viscous stress tensor.

The energy conservation equation reads:

∂ρE

∂t
+∇ · [u (ρE + P )] = −∇ · q +∇ · (τ · u) + ω̇t (2.3)

in which E stands for the specific total non-chemical energy (Eq. 2.4), ω̇t

is the heat of reaction and q is the energy flux term.

E = h− P

ρ
+

u2

2
, h =

nspec∑
k=1

hkYk (2.4)

In Eq. 2.4, h represents the sensible enthalpy that does not include the

enthalpy formation part.

Lastly, the transport equation for the kth species mass fraction Yk

reads:

∂ρYk

∂t
+∇ · (ρuYk) = −∇ · Jk + ω̇k for k = 1, N − 1 (2.5)

where ω̇k is the reaction rate of the kth species related to the production/-

consumption of the species due to the reactions. Jk represent the diffusive
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mass flux of the kth species and in ANSYS Fluent [75] it is expressed as:

Jk = ρYkVk (2.6)

in which Vk is the diffusion velocity of species k. The direct computation

of the diffusive mass fluxes based on Maxwell Stefan’s equation is a

challenging task, therefore approximations are typically obtained by using

the so-called transport models. In the literature [76], three approaches

are presented: the full Multicomponent, the Mixture-average and the

unity-Lewis number assumption.

In the multicomponent approach, the diffusive mass flux can be ex-

pressed as:

Jk = −
N−1∑
j=1

ρDij∇Yj −DT,i
∇T
T

(2.7)

Dij and DT,i represent respectively the mass diffusion of species i into

species j and the thermal diffusion of species i. When mass diffusion

is considered a binary process, Dij results in a symmetric matrix. The

second term on the right-hand side of Eq. 2.7 represents thermal diffusion,

also known in the literature as the Soret effect. This effect leads to changes

in species concentration due to temperature gradients, which results in

the diffusion of light species towards regions with higher temperatures

[77].

In the mixture-average approximation, the mass diffusion coefficient

Di,m for the species i into the mixture m is used and this allows to reduce

the numerical efforts while preserving a high level of accuracy. As reported

in Eq. 2.8, the first term depends exclusively on the gradient of species k

and no longer on that of all N species in the mixture.

Jk = −ρDi,m∇Yk −DT,i
∇T
T

(2.8)

It is important to emphasize that this approximation violates the mass

conservation principle [78], therefore, to overcome this problem, a correc-

tive term Vc is added to the diffusion velocity Vk in the species transport

equation in order to ensure the global mass conservation [76].
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These two methods allow to include the effect of the different diffusion

velocities of species, leading to the phenomenon known as preferential

diffusion [79]. This effect causes variations in the local stoichiometry

affecting temperature, fuel mass burning rate and the flame structure

[80].

The unity-Lewis number assumption is the last and easiest method to

implement among the previously mentioned models. The Lewis number

of the generic species k compares the heat diffusivity of the mixture with

the mass diffusivity of the species:

Lek =
λ

ρcpDk
(2.9)

λ, ρ and cp are respectively the thermal conductivity, the density and the

specific heat at constant pressure. When Lek is constant and equal to one

for all species, the effects of preferential diffusion are not considered and

the mass diffusion coefficient can be derived from the thermal diffusion

coefficient as reported in Eq. 2.10.

Dk =
λ

ρcp
(2.10)

This approximation is commonly used for hydrocarbons [79, 81], however,

as highlighted in Sec. 2.2.3, it is inadequate for hydrogen resulting in

significant discrepancies in the evolution and structure of the flame. How-

ever, a strategy is also present that builds on the latter assumption by

assuming a constant Lewis number for each species but different from 1

that permits preferential diffusion effects to be included. Various studies

can be found in the literature that use this model like the on of [82].

Finally, to close the set of NSE, the perfect gases state equation is

added:

P = ρRT (2.11)

with R = 8.314 J.mol-1.K-1 the universal gas constant.
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2.1.1 Filtered NSE in the LES framework

Different strategies are possible to numerically solve the NSE equations.

In this context, only the Large Eddy Simulation (LES) procedure is briefly

introduced since it represents the approach used in this thesis. In the LES

framework, the set of NSE is subjected to a filtering operation in which

the filter size, represented by the grid dimension, discriminates between

the resolved and modeled parts of the turbulent spectrum. In particular,

the larger scales are resolved (at least 80% of the turbulence), whereas

the scales below the filter dimension, referred to as SubGrid Scales (SGS)

in the following, are modeled by exploiting the hypothesis of isotropy and

self-similarity behavior.

The other two approaches are represented by the Direct Numerical

Simulation (DNS) and Reynolds-Averaged Navier Stokes (RANS) in which

the turbulent spectrum is completely resolved and modeled, respectively.

In a reactive flow, since the combustion process occurs at the smaller scales,

apparently there are no advantages over a RANS approach. Nevertheless,

the largest modeled scales exhibit similar behavior to the smallest resolved

ones and it is possible to use the information obtained from their resolution

to develop models more reliable than those implemented in a RANS

approach. This leads to a more accurate prediction of the flow field and,

consequently, of the conditions under which chemical reactions occur.

Furthermore, the subgrid scales are the most expensive to solve and

their modeling leads to a substantial reduction in the computational

efforts required compared to a DNS approach. In conclusion, the LES

approach represents a good compromise allowing the key information to

be accounted for with respect to RANS with a reasonable computational

effort.

Taking a generic variable θ(x), applying the filter operation θ̄(x) [78]

consists in:

θ̄(x) =

∫
θ
(
x′)F∆

(
x− x′) dx′ (2.12)

where θ̄(x) denotes the resolved part of θ(x) and F∆ the LES filter. In

ANSYS Fluent [75], a box filter [78] is used based on the filter width ∆
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that corresponds to the grid size, as previously pointed out. As variable

density flows are considered, the Favre-filtering operation (weighted by

the density) is preferred in this case (̃.):

ρ̄θ̃(x) =

∫
ρθ

(
x′)F∆

(
x− x′) dx′ (2.13)

Applying the filter procedure to the NSE equation results in Eq. 2.14 for

the continuity equation.

∂ρ̄

∂t
+∇ · (ρ̄ũ) = 0 (2.14)

The filtered momentum equation reads:

∂ρ̄ũ

∂t
+∇ · (ρ̄ũũ) =

−∇P +∇ · τ + ρ̄g −∇ · (ρ̄ũu− ρ̄ũũ) + F

(2.15)

where the term related to the SGS stress τ̄ sgs = ρ̄ũu − ρ̄ũũ needs

to be modeled with a specific closure, as discussed in the next section

(Sec. 2.1.2).

The filtered energy equation reads:

∂ρ̄Ẽ

∂t
+∇ ·

(
ρ̄ũẼ + Pu

)
=

−∇ · q̄ +∇ · (τ · u)−∇ ·
(
ρ̄ũE − ρ̄ũẼ

)
+ ω̇t + Q̇

(2.16)

in which Q̇ represents a custom source term explained in the next section

(Sec. 2.1.4) to model the ignition. The SGS heat flux ρ̄ũE − ρ̄ũẼ is

addressed in Sec. 2.1.2.

Lastly, the filtered equation for the Yk reads:

∂ρỸk

∂t
+∇ · (ρũỸk) = −∇ · Jk −∇ · (ρũY k − ρũỸk) + ω̇k (2.17)

The filtered diffusion flux Jk is not here reported for the sake of brevity

while the SGS unresolved species flux (ρũY k − ρũỸk) is addressed in

Sec. 2.1.2.
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2.1.2 Turbulence modeling

In this part, the closure of the SGS terms arises after the filtering

procedure is provided. In ANSYS Fluent the Boussinesq hypothesis is

employed, so the stress tensor τsgs that appears in Eq. 2.15 can be written

as:

τ̄ sgs −
I

3
τ̄ sgs = µsgs

(
∇ũ+∇ũT

)
(2.18)

where the µsgs is the subgrid-scale turbulent viscosity. Several turbulent

viscosity models are available in the literature to estimate µsgs including

the Smagorinsky [83], the WALE [84] and SIGMA [85] model.

In the present work, the dynamic version of the Smagorinsky formu-

lation is used. In fact, in the base version, the subgrid-scale turbulent

viscosity is evaluated as:

µsgs = (Cs∆)2|S| (2.19)

where Cs and ∆ are respectively the Smogorinsky constant and the

grid size. This closure is based on the assumption of local equilibrium

between the kinetic energy transferred to the sub-grid scale and the viscous

dissipation [86]. This hypothesis is susceptible to failure whenever sources

of anisotropy are present. Therefore, several modifications are proposed to

ensure the correct asymptotic near-wall behavior of the SGS stresses [87].

Since the Smagorinsky constant Cs is a case-dependent input parameter,

a possible issue could appear due to the fact that it is not possible to

define a universal value. The enhancements proposed by Germano [88]

and subsequently by Lilly [89], are essential to overcome these limitations.

In his work, Cs is computed dynamically as the calculation progresses,

using the information provided by the smallest resolved scales to model

the sub-grid scales. For the sake of brevity, the mathematical formulation

of the Dynamic Smagorinsky-Lilly model described in [88] and [89] is not

here reported.

The last two terms that need to be modeled are the SGS fluxes in
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Eq. 2.16 and Eq. 2.17. In ANSYS Fluent these terms are treated as:(
ρ̄ũE − ρ̄ũẼ

)
= −µsgsCp

Prsgs
∇T̃ (2.20)

and: (
ρ̄ũYk − ρ̄ũỸk

)
= − µsgs

Scsgs
∇Ỹk (2.21)

in which Prsgs and Scsgs are the sub-grid Prandtl and Schmidt number

respectively.

2.1.3 Combustion modeling

As a result of the filtering process, two further terms need to be closed:

filtered reaction rate ω̇k in the generic species transport equation and

the filtered heat release ω̇t in the energy equation. Turbulent combustion

models are derived for this purpose but a detailed explanation of these two

terms (named for brevity ω̇ in the following) is not reported here and the

readers interested in more details are referred to [78]. Furthermore, the

necessity to employ a turbulent combustion model also arises from the fact

that the thickness of the flame front, for typical industrial applications, is

one or two orders of magnitude less than the LES calculation grids.

Before introducing the two turbulent combustion models, it is necessary

to recall the basic concepts of the interaction between turbulence and the

flame front to identify the different regimes in which combustion can occur.

Since diffusive flames are not addressed in this thesis, only the analysis

for premixed flames is reported. The readers interested in diffusive flames

are referred to [78].

As well known, turbulence is characterized by length scales ranging

from the smallest, with the limit the Kolmogorov scales, to the largest

characterized by an integral scale length. Since all of them can interact

with the flame, it is convenient to introduce two fundamental dimensionless

parameters, the Damköhler (Da) and the Karlovitz (Ka) numbers. The

Da number compares the time scales associated to the integral length

with the chemical time scale while the Ka number analyzes the interaction
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between the chemistry and the smallest turbulent scales.

Figure 2.1: Peters diagram for premixed turbulent combustion [90].

As a function of these two parameters, three main combustion zones

can be identified as reported in Peters diagram [90] shown in Fig. 2.1:

• Thin wrinkled flames: for Ka < 1 and Da >> 1 all the turbulent

time scales are larger than the flame time scale so the flame front

is corrugated by the large eddies while the inner flame structure is

preserved. This regime is supported by the fast chemistry conditions

so the flame front can be described as an ensemble of thin, laminar,

locally one-dimensional flamelets.

• Thickened-wrinkled flames: for Ka >> 1 and Da < 1 the opposite

regime is retrieved. The chemical reactions are slower than turbulent

mixing so that turbulent structures can penetrate the reaction zone

enhancing the turbulent diffusion.

• Thickened flames: for Ka > 1 and Da > 1 only the Kolmogorov

scales can penetrate the reaction zone so the flame keeps its laminar

structure.
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2.1.3.1 Thickened Flame Model

The first model is the so-called Thickened Flame Model (TFM) [91].

Despite this method is theoretically developed for perfectly premixed

flames, it is also extended for partially premixed and non-premixed ones

[92] showing quite good results [23]. In this model, all the filtered equations

from Eq. 2.14 to Eq. 2.17 are transported during the calculation.

The main idea of the TFM is to artificially thicken the flame front in

order to be able to resolve it with the LES grid. From the dimensional

analysis conducted by Williams [93], the laminar flame speed (sl) and the

laminar flame thickness (δl) are proportional to:

sl ∝
√
Dthω̇ δl ∝

√
Dth

ω̇
(2.22)

It is possible to obtain a thickened flame preserving the laminar flame

speed by increasing the thermal diffusivity Dth and reducing the reaction

rate by a factor F :

sl ∝
√

FDth
ω̇

F ⇀ sTFM
l ∝

√
Dthω̇ = sl

δl ∝
√

FDth

ω̇
F

⇀ δTFM
l ∝ F

√
Dth

ω̇
= Fδl

(2.23)

The thickening factor F is expressed as:

F = N∆/δl (2.24)

where N is the number of points used to discretize the flame front and ∆

is the grid size. For a sufficiently large value of the thickening factor F ,

the flame front is resolved on the LES grid.

The thickening of the flame front modifies the interaction between com-

bustion and turbulence. As evidenced by the decrease in the Damköhler

number Eq. 2.25, the flame becomes less sensitive to the effects of turbu-

lence.

Da =
τt
τc

=
lt
u′
sl
δl

→ DaTFM =
Da

F (2.25)
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lt is the turbulence integral length scale and u′ represents the velocity

fluctuations. The turbulent eddies smaller than δTFM
l cannot properly

wrinkle the flame [94], leading to a decrease in the flame surface and

consequently in the reaction rate. In order to compensate for this effect,

an efficiency function E is used to increase Dth and ω̇. Therefore, the

underestimation of the flame surface is balanced by an increase in the

laminar flame speed:

δTFM
l ∝ F

√
EDth

Eω̇
= Fδl

sTFM
l ∝

√
EDthEω̇ = Esl

(2.26)

The efficiency function is defined as the ratio between the unthickened

and thickened wrinkling factor Ξ:

E =
Ξ|δ=δl

Ξ|δ=δTFM
l

(2.27)

Several formulations are present in the literature for the evaluation

of the wrinkling factor. Here, for the sake of brevity, only the employed

Colin [91] formulation is reported:

Ξ = 1 + αΓ

(
∆

δl
,
u′
∆

sl

)
u′
∆

sl
(2.28)

α is a function of the turbulent Reynolds number and u′
∆ is the sub-grid

scale turbulent velocity. The Γ formulation and a detailed description of

the model are discussed in [91]. A summary of the quantities involved in

the TFM approach is reported in Table 2.1.

Diff. React. rate Flame speed Thickness
Laminar flame Dth ω̇ sl δl
Thickened lam. flame FDth ω̇/F sl Fδl
Thickened turb. flame EFDth E ω̇/F Esl Fδl

Table 2.1: Summary of the quantities involved in the TFM.

It is important to emphasize that the increase in thermal diffusivity

in regions located far from the flame affects the mixing process leading
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to incorrect behavior. Therefore, thickening is locally applied only in a

narrow band near the flame front, defined by a sensor factor Ω:

Ω = tanh

(
β

|Ri|
max |Ri|

)
(2.29)

|Ri| is the spatially filtered absolute value of the reaction rate i, defined

by the user, and β is a constant with a default value of 10 [75].

According to Eq. 2.30, in the proximity of the flame, Ω is equal to one

and the molecular diffusivity is enhanced by a factor EF, while outside

of the band, where Ω is equal to zero, it is reduced to the non-thickened

value.

Dth,eff = Dlam[1 + (EF − 1)Ω] +Dturb(1− Ω) (2.30)

Deff indicates the effective thermal diffusivity, while Dlam and Dturb are

respectively the laminar and turbulent diffusivity.

It is of paramount importance to underline that in this model, since a

transport equation is transported for each species in the reaction mecha-

nism used, it is possible to characterize the different diffusion velocities

and thus include preferential diffusion effects.

2.1.3.2 Flamelet Generated Manifold

To avoid the solution of all the transport equations for every species

included in the reaction mechanism, a common approach is to define ap-

positely quantities that allow the description of the turbulent combustion.

In this contest, the Flamelet Generated Manifold (FGM) [95] is a very

appreciated solution for engineering applications for its good accuracy

in a wide range of conditions, including perfectly and partially premixed

flame [81, 96, 97], with a reduced computational cost.

The main idea of the FGM is that the thermochemical states of a

turbulent flame can be assumed similar to the ones in a laminar flamelet.

This assumption is true only in the flamelet regions (referred to Fig. 2.1)

in which the turbulence does not destroy the inner laminar structure of

the flame. The typical operating conditions of the gas turbines satisfy the
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aforementioned requirement justifying the wide use of this combustion

model.

As previously mentioned, one of the main advantages of the FGM

method is the reduced number of transport equations. As far as concerns

the FGM implemented in ANSYS Fluent®[75], in addition to the Eq. 2.14

and Eq. 2.15 which does not account for reaction phenomena, two inde-

pendent control variables and relative equations are introduced. The first

one is the mixture fraction Z which describes the mixing between the two

streams by tracing the atomic mass fraction of single elements following

the Bilger definitions [98], although other definitions are possible [99, 100].

The second one is the progress variable c which quantifies the progress of

the reaction to chemical equilibrium conditions. It is worth remarking

that ANSYS Fluent®solves a transport equation for the un-normalized

progress variable Yc typically defined as an arbitrary linear combination

of species mass fraction Yk:

Yc =
∑

αYk (2.31)

Then, in order to obtain the progress variable c, the un-normalized one is

divided by its value at the chemical equilibrium:

c =

∑
αYk∑
αY eq

k

(2.32)

Both quantities, Z and c, range between 0 and 1 in which for mixture

fraction 0 means usually pure oxidant while 1 is pure fuel. For the progress

variable, 0 represents the unburnt state whereas 1 represents the fully

burnt state at chemical equilibrium.

The two transport equations after the LES filtering procedure read:

∂ρZ̃

∂t
+∇ · (ρũZ̃) = ∇ · (ρDtot∇Z̃) (2.33)

∂ρỸc

∂t
+∇ · (ρũỸc) = ∇ · (ρDtot∇Ỹc) + ω̇c (2.34)

in which the source term for the progress variable ω̇c in Eq. 2.34 is



30 2. Turbulent hydrogen flames modeling

fundamental for the advancement of the reaction. On the contrary, since

the mixture fraction is a passive scalar conserved across the domain,

no source term appears. The total diffusivity Dtot is computed as the

sum of the laminar diffusivity (λ/cp), evaluated under the unity-Lewis

number assumption Eq. 2.10, and the turbulent one (µt/Sct). Before

addressing the closure of the source term, it is necessary to explain how

the turbulence-chemistry interaction is included with this method.

At this point, a laminar look-up table Ψ(Z, c) which describes species

mass fraction and temperature can be constructed by solving either

premixed or diffusion laminar flamelets as a function of the selected

control variables (Z, c). The main advantage of this approach lies in the

possibility of using a detailed reaction mechanism for the construction of

the laminar look-up table.

The influence of the turbulence is accounted for by a stochastic de-

scription of the variables through a Probability Density Function (PDF).

The PDF, in the following indicated as P(x), can be seen as the fraction

of the time in which the fluid spends in the state x [101]. Therefore,

the fluctuation of a generic quantity φ(Z, c) extracted from the laminar

manifold (e.g. species mass fraction) due to the turbulence must be

attributed to the fluctuation of Z, c or both Z and c.

If the PDF of the generic variable φ is known, the Favre average of

the quantity φ̃ can be expressed as:

φ̃ =

∫ 1

0

∫ 1

0

φ(Z, c)P̃ (Z, c)dZdc (2.35)

Since the P̃ (Z, c) is not known and its computation increases the compu-

tational efforts, a presumed shape PDF approach is adopted in which the

P̃ (Z, c) distribution is assumed a priori to be a β-distribution. Further-

more, with the assumption of statistical independence between Z and c

[75], it can be expressed as:

P̃ (Z, c) = P̃ (Z)P̃ (c) →
{
P̃ (Z) = P̃ (Z, Z̃, Z̃”2)

P̃ (c) = P̃ (c, c̃, c̃”2)
(2.36)
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in which Z̃”2 and c̃”2 represent the variance of mixture fraction and

progress variable respectively. By solving a transport equation for these

additional two quantities, the problem is mathematically closed. For

the sake of brevity, the transport equations are not reported here, more

information about their implementation can be found in [75].

Nevertheless, computing the mean quantities at runtime according to

Eq. 2.35 requires an additional computing time that could be avoided. In

fact, the integration of the PDF could be done in the pre-processing stage

as well by adopting multiple different PDFs defined on a discrete Z − c

grid since they range in a restricted space:

Z̃”2 ∈ [0, Z̃(1− Z̃)]

c̃”2 ∈ [0, c̃(1− c̃)]
(2.37)

In conclusion, the generic turbulent quantity φ̃ is retrieved from the

pre-integrated table as:

φ̃ = φ̃(Z̃, Z̃”2, c̃, c̃”2, h̃) (2.38)

Actually, since the flamelets are considered adiabatic during the solution,

an enthalpy defect h may be included during the integration of the mani-

fold. A detailed description of the enthalpy defect and its implementation

in ANSYS Fluent®can be found in [75].

Finally, the last part that needs to be discussed is the closure of the

progress variable source term ω̇c. In this case, as for a common variable

in Eq. 2.35, the reaction progress is directly related to the pre-integrated

manifold as a function of quantities reported in Eq. 2.38 [75, 101]:

ω̇c = ρ

∫∫
ω̇c(Z, c)

ρ(Z, c)
P̃ (Z, c)dZdc (2.39)

where ω̇c(Z, c) is the reaction rate extracted from the laminar manifold.

This approach does not include any hypothesis on the flame other than

those made for the use of FGM.
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2.1.3.3 Extended Flamelet Generated Manifold

In this section, an extension of the FGM model developed within this

thesis work is presented. Indeed, it is important to underline how the

basic model previously presented can not natively account for preferential

diffusion effects with only two control variables (mixture fraction and

progress variable).

However, several works are present in the literature that discuss and

overcome these limitations by including directly the preferential diffusion

effects on the governing equations. Swart et al. in [79] introduce in the

transport equations of the control variables an additional diffusive term to

include the low Lewis number effects. In this way, the preferential diffusion

contribution can clearly be distinguished from the non-preferential one.

Thus, under the assumption that the progress variable gradient is much

larger than the gradient of the other control variables, the evaluation of

the additional terms requires the assessment of the diffusion coefficients

which can be done in the pre-processing stage as well. Donini et al.

in [102] extended the work [79] applying the approach to a 3D FGM

using progress variable, mixture fraction based on Bilger definition [98]

and enthalpy as control variables. Recently, further improvements to

the model are performed including also the cross-diffusion terms, so the

preferential diffusion flux is a function of the other control variables and

not only of the progress variable. This approach is validated against a

reference simulation in [103] and experiments [104].

Although all previous methods allow the inclusion of preferential

diffusion, stretch effects and heat losses to the flame, they require an

increase in the size of the look-up table or the solution and storage of

cross-diffusion terms that increase drastically the computational cost.

For that reason, other strategies to account for the non-unity Lewis

number effects without modifying the governing equations are present.

Kutkan et al. proposed in both RANS [105] and LES [106] framework

a new approach based on Zimont’s closure [107] in which the reaction

progress source is a function of the mixture Lewis number. In 2016 Klar-

mann et al. [108] formalized an extension of the FGM to account for the
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aforementioned effects with the inclusion of a pre-tabulated table, named

Γ, which affects the reactivity. An application in the LES framework of

the model can be found in [109].

Following the original work [108], a novel formulation for the Gamma

(Γ) function is introduced and validated. The extension acts on the

progress variable source term (Eq. 2.39) as:

ω̇c = Γ(Z,ψ, k)ρ

∫∫
ω̇c(Z, c)

ρ(Z, c)
P̃ (Z, c)dZdc (2.40)

where Γ(Z,ψ, k) multiplies the turbulent source term. Γ(Z,ψ, k) is tabu-

lated as a function of stretch k and heat losses ψ.

In [108] Γ is defined as:

Γ(Z,ψ, k) =

(
sc(k, ψ, Z)

s0c(Z)

)m

(2.41)

where sc is the consumption speed in the non-adiabatic strained condition

while the superscript (...)0 denotes the adiabatic and unstrained ones.

In Eq. 2.41, the exponent m represents the proportionality between the

consumption speed sc and the progress variable source term ω̇c which must

be determined as a function of several parameters (operating conditions,

fuel, ...). The heat loss parameter ψ is calculated as:

ψ =
Tb

Teq
≈ T̃ (Z̃, Z̃”2, c̃, c̃”2, h̃)

T̃ad(Z̃, Z̃”2, c̃, c̃”2, h̃ad)
(2.42)

where Tb and Tad are respectively the burnt and adiabatic flame tempera-

ture.

Under the assumption of a thin flame front, the stretch can be cal-

culated as the sum of two different contributions: the fluid strain rate

tangential to the flame named strain and the flame sheet curvature [78].

As it is beyond the scope of this section and no modifications are done on

that part, the reader interested in the evaluation and implementation of

the stretch is referred to [108, 110, 111].

Since the original model necessitates some case-dependent user input
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(exponent m), a new general formulation for Γ is introduced.

This is defined as the ratio of the maximum laminar strained progress

variable source term to the laminar unstrained adiabatic value in physical

space:

Γ(Z,ψ, k) =
max ω̇c(Z,ψ, k)

max ω̇0
c (Z)

(2.43)

With respect to the original formulation, no tuning parameters are required

since the construction of the Γ table can be directly performed by solving

different strained and unstrained laminar flames. Therefore, the model

does not depend on the test case and it should provide a more suitable

alternative also for 100% hydrogen flames.

In fact, to generate the Γ table, the Cantera libraries [112] can be used

to solve several freely propagating flames (k=0 s-1) and premixed counter-

flow flames (k>0 s-1) by varying both inlet velocity and composition. The

strain and mixture fraction space are consequently explored. Finally, for

each heat loss coefficient ψ < 1, the corresponding burnt temperature Tb

is evaluated according to its definition and set as a boundary condition. It

is worth remarking that with 1D flames the curvature is zero, so the strain

level calculated as the first maximum of the velocity before the flame front

is considered representative of the whole stretch. This assumption can

be justified, as explained in [108], that for high turbulence flows (Ka>1),

the curvature contribution to stretch is at least one order of magnitude

lower than the strain one.

Furthermore, it is very important to highlight that a laminar term

(Γ(Z,ψ, k)) is applied to a turbulent one (ω̇c). In fact, the assessment of the

probability density function of strain and heat loss is not straightforward

and strongly depends on the current test case [110]. For these reasons, it

is decided to avoid the calculation of PDF(ψ,k) in order to keep constant

the computational efforts with respect to the baseline model. In the end,

the correction acts by scaling the turbulent reaction source term without

changing its shape.

With these assumptions, the peak of the reactivity is reconstructed,

as reported in Fig. 2.2 where two 100% H2 laminar flames computed
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Figure 2.2: Progress variable source term in the progress variable space
for two different inlet velocities. Premixed counterflow flames at patm,

T = 570K and ϕ = 0.6.

with Cantera at different inlet velocities (strain rate levels) are shown.

The dotted lines and the circles identify respectively the unstrained

and strained solutions in terms of the progress variable source term in

the progress variable space. The dotted red line instead represents the

unstrained flame scaled by Γ(Z,ψ, k) factor according to the proposed

formulation (for the sake of clarity, the adiabatic conditions are considered).

The unnormalized progress variable is defined as Yc = YH2O − YH2 as

better explained in Sec. 3.2.3. In the progress variable space, the scaled

solution well reconstructs the peak of the reactivity. Nevertheless, as far

as concerns the flame prediction, one of the key parameters that must

be correctly captured by the numerical model is the consumption speed

sc. In a tabulated-chemistry approach as FGM, it can be evaluated by

modifying its original definition [78] as:

sc =
1

ρu(Yc,b − Yc,un)

∫ +∞

−∞
ω̇c(Z, c)ρdx (2.44)

in which ρu represents the unburnt density.

Since the assessment of the consumption speed requires the integration

of the flame in the physical space, a direct evaluation in Fluent must be

done. A preliminary analysis of the consumption speed sc retrieved from

the PDF is performed before testing the extended model with the basic
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FGM since the purpose of this part is to verify the PDF used (which

remains unchanged in the subsequent analysis with the two models).

To do that, a one-dimensional freely propagating flame is directly

computed in ANSYS Fluent®employing the current PDF. The domain

reported in Fig. 2.3 is characterized by a predominant dimension compared

to the others, allowing for the representation of a 1D flame in a 3D domain.

The computational grid consists of equally-spaced hexahedral elements

with a size, along the main direction of flame propagation, of ∆x.

Figure 2.3: Sketch of the 1D freely-propagating flame implemented in
Fluent.

The simulation is performed with the pressure-based solver and the

Coupled algorithm, by imposing a constant time step equal to 1 · 10−6

s. The PDF is generated with the detailed ELTE mechanism [113]

through premixed flamelets. The solution is initialized with the nominal

conditions in terms of composition (ϕ = 0.6) and temperature (T =

570 K). Subsequently, a part of the domain is patched with the chemical

equilibrium composition of the burnt mixture (PV=1), in order to initiate

the reactions. The flame starts to propagate and a time-dependent inlet

boundary condition is imposed: the consumption speed is calculated at

each time step and cyclically set at the velocity inlet. The simulation is

run until a stationary condition is reached and the flame is stable in the

domain. The final value imposed at the inlet represents the consumption

speed retrieved from the PDF table. It is mandatory to highlight that the

variances of both mixture fraction and progress variable are not resolved

since laminar conditions are considered in this case (Z̃”2 = 0, c̃”2 = 0).

Several meshes are tested by varying the element size of the grid (which

corresponds to a different number of elements inside the laminar flame
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thickness δcantera) and the results are reported in Fig. 2.4.

Figure 2.4: Consumption speed assessment from 1D laminar
freely-propagating flames by varying the element grid size.

When a very fine mesh size is employed (∆x < 150 µm), the correct

consumption speed is retrieved from the PDF according to the value

computed with the Cantera. Instead, when a coarser mesh is used,

an overestimation of the reactivity is evident with a constant periodic

fluctuation of the inlet velocity. In conclusion, when a laminar case is

simulated in Fluent®with a tabulated chemistry approach, to correctly

discretize the flame front and retrieve a proper consumption speed, at

least 40 points are required within the flame front.

Subsequently, to assess the capability of the proposed model in strained

conditions, a twin counterflow configuration is implemented in ANSYS

Fluent ®with the standard (FGM) and the extended (E-FGM) models.

The results are then compared to the reference solution provided by Can-

tera. A sketch of the computational domain with the prescribed boundary

conditions and mesh grid is reported in Fig. 2.5. The domain consists of a

quarter of the canonical domain in which a symmetry boundary condition
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Figure 2.5: Sketch of the computational domain and grid with the
prescribed boundary conditions for the twin counterflow flame

implemented in Fluent.

is imposed along the vertical axis and an axisymmetric condition on the

horizontal one. A free-slip condition is set to mimic the far field whereas

the atmospheric pressure is prescribed at the outlet patch. A velocity inlet

equal to 30 m.s-1 at T = 570 K of hydrogen-air perfectly premixed at ϕ

= 0.6 is set at the inlet patch placed on the left of the domain. The mesh

consists of 6.5 M of triangle elements with a specific refinement in the

flame stabilization zone at 5µm according to the outcomes of the previous

analysis (the sizing is further reduced since strained conditions are now

considered). The simulations are carried out with the pressure-based

solver and the Coupled algorithm, by imposing a constant time step equal

to 1 · 10−7 s. The same PDF previously described is here adopted for

both models.

An overview of the axial velocity, temperature and progress variable

source term field is presented in Fig. 2.6. The axial velocity starts to

decrease due to the domain configuration until close to the flame front

there is a velocity jump due to the density jump. As this is a twin

counterflow configuration, there is the formation of a flame front with

the presence of burnt gas between it and the vertical symmetry of the

domain. It is important to note that in this case there is a characteristic



2.1 Numerical models 39

strain rate of about 3000 s-1 and the flame front is completely within the

refinement zone, which allows it to be correctly discretized.

(a) Axial velocity (b) Temperature (c) PV source term

Figure 2.6: Contours of axial velocity, temperature and progress variable
source term for E-FGM.

To validate the velocity and temperature fields, a comparison with the

reference solution obtained with Cantera is reported in Fig. 2.7 in which

the numerical results are extracted from the horizontal axis (y = 0 mm).

The black circle identifies the reference solution while the solid line

represents the baseline FGM simulation. Finally, the red line represents

the extended case (E-FGM) in which the correction of the source term is

applied. A good agreement is shown for both simulations even if the E-

FGM case better predicts the ignition of the fresh mixture. As previously

reported, the reaction source term is plotted in both physical and progress

variable space in Fig. 2.8. The peak of the reactivity is well reproduced

for the extended simulation with respect to the baseline one. At this

point, after the validation of the simulations, it is possible to integrate

the solution over the physical space (along the horizontal symmetry y =

0 mm with Eq. 2.44) to calculate the consumption speed, as reported in

Tab. 2.2.

For a better comparison, an additional inlet velocity equal to 100

m.s-1 (strain rate ≈ 10000 s-1) is tested in which all the fields are not

reported here for the seak of brevity. Although the underestimation of

the consumption speed provided by the baseline simulations (FGM) with
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Figure 2.7: Axial velocity and temperature profile for 30 m.s-1 case.
Premixed twin counterflow flame at p = patm, T = 570K and ϕ = 0.6.

Figure 2.8: Progress variable source term in both physical (left) and
progress variable space (right). Premixed twin counterflow flame at

p = patm, T = 570K and ϕ = 0.6.

respect to the reference value is limited for these conditions, the effects of

the correction to the final solution are evident and increase the accuracy.

More in detail, since the flame thickness remains quite constant for the

same inlet velocity, the higher reaction rate allows the reduction of the

discrepancy with respect to the baseline simulation. It is mandatory to

recall that this correction does not increase the computational efforts of

the simulations and only a pre-processing procedure is required when the

operating conditions are defined.
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Inlet velocity

30 m.s-1 100 m.s-1

srefc [m.s-1] 3.72 3.41
sFGM
c [m.s-1] 3.34 3.12

sE−FGM
c [m.s-1] 3.58 3.30

Table 2.2: Assessment of consumption speed for FGM and E-FGM for
two inlet velocities.

2.1.4 Spark modeling

In this work, the Energy Deposition (ED) model proposed by Lacaze

[36], is used to describe the spark ignition. As described in Ch. 1, the

initial stages of kernel formation are characterized by time and length

scales extremely reduced and challenging to resolve [23]. With the ED

model, a simplified description of the initial stage of the ignition process

is achieved using an energy profile that mimics the real spark, while the

temperature is below the ionization temperature, neglecting the plasma

phase (Fig. 2.9).

Figure 2.9: Qualitative sketch of power distributions for a real spark and
for the ED model.
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The spark is modeled by adding an explicit source term to the energy

equation (Q̇ in Eq. 2.16), with a Gaussian distribution in both time and

space. The volumetric source term Q̇ is expressed as:

Q̇(r, t) =
Ei

4π2σtσ3
s

e
− 1

2
( r
σs

)2
e
− 1

2
(
t−t0
σt

)2
(2.45)

r is the distance from the spark center and t0 identifies the time corre-

sponding to the maximum value of the power density. The parameters

σs and σt control the size and the duration of the source term and are

defined as:

σs =
∆s

a
σt =

∆t

a
(2.46)

The characteristic size ∆s and duration ∆t of the spark are divided by a

factor a = 4
√
ln 10 to obtain 98% of the deposited energy in the domain

∆3
s ×∆t [36]. The choice of ∆s is not to be intended as the size of the

spark but instead to ensure that the maximum temperature at the kernel

center, in the absence of any heat losses, does not exceed a predetermined

temperature Tk,max [114]:

∆s =
a√
2π

(
Ei

ρ0cp(Tk,max − T0)

)1/3

(2.47)

T0, ρ0 and cp are respectively the temperature, the density and the

heat capacity at constant pressure in the unburnt gas. Ei is the energy

deposited which corresponds to 10-30% [115] of the total initial energy.

This is related to the fact that due to the losses in the electric circuit,

the energy transmitted is approximately 60% [23] of the electric energy

available from the ignition device. Additionally, some of the energy

transferred to the gas is not useful for ignition due to the formation

and propagation of a shock wave. Furthermore, a large amount of this

remaining energy can be lost by conduction between the electrodes and

radiation losses, resulting in the deposition of only a small fraction of the

initial energy. A schematic illustration is provided in Fig. 2.10.

Particular attention must be paid to the coupling between the ED
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Figure 2.10: Schematic illustration of energy transfers during the spark
ignition.

and the TFM model. As mentioned, the energy necessary to reach the

temperature required to initiate the reactions is deposited through the

ED model. If thickening is applied during the first instants, the decrease

in reactivity and the increase in thermal diffusivity may result in an

unphysical quenching. For this reason, thickening is only applied when

the flame starts developing and the triggering occurs when the maximum

value of the mass fraction of a product species equals 90% of the mass

fraction at chemical equilibrium [36, 116]:

YH2O,max = 90%YH2O,eq (2.48)

In the present work, during the ignition simulation presented in Ch. 4

the H2O species is selected as a control variable, as reported in Eq. 2.48.

It is worth pointing out that if the condition of Eq. 2.48 is not met after

a certain time, the simulation is set to start the thickening anyway to

correctly simulate the flame propagation in the LES framework and to

take into account the sub-grid effects on combustion.

Moreover, this approach places an additional constraint on the compu-

tational grid. In fact, during the first moments when thickening is turned

off, the computational grid must be sufficient to adequately resolve the

front correctly. Therefore, particular attention must be paid during the

grid generation stage.
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2.2 High and low order models assessment

The second part of this chapter assesses the hydrogen reaction mecha-

nisms in terms of laminar flame speed, ignition delay time and minimum

ignition energy, followed by the introduction of preferential diffusion, Soret

and stretch effects. In this fashion, the Cantera Python libraries [112] are

widely used to solve freely propagating and premixed counterflow laminar

flames. Subsequently, in the last part, 3D laminar spherically expanding

flames are simulated through DNS approach in order to test the ED

model and to provide a more accurate comprehension of the influence of

transport models.

2.2.1 Reaction mechanisms

Most of the reaction mechanisms discussed in this work and listed in

Table 2.3, are originally developed for hydrocarbons. In the last decades,

as interest in hydrogen started to increase, sub-mechanisms for hydrogen

started to be developed. The reaction mechanism can be assessed at a

global level, by evaluating characteristic quantities as Laminar Flame

Speed (LFS) and Ignition Delay Time (IDT), or at a detailed level by

considering the evolution of temperature and species. The list of tested

mechanisms given in the Tab. 2.3 is not meant to be exhaustive but is

intended to test the two mechanisms used within this thesis work (ELTE

[113] and Boivin [117]) with two other detailed mechanisms.

Year Type N° species N° reactions Ref.

Kéromnès 2013 Detailed 15 45 [118]
ELTE 2014 Detailed 12 28 [113]

San Diego 2016 Detailed 11 20 [119]
Boivin 2013 Skeletal 9 12 [117]

Table 2.3: Summary of the selected reaction mechanisms for hydrogen
combustion.

The Kéromnès mechanism [118] is validated under typical operating

conditions in gas turbines, high pressure and intermediate-high temper-
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atures. As a result of an optimization, the ELTE mechanism [113] is

developed and it is demonstrated that it provides an accurate description

in terms of IDT and LFS, compared to other mechanisms present in the

literature.

The detailed San Diego mechanism [119] is tested for both premixed

and non-premixed flames. The Boivin reaction mechanism [117] is the

skeletal of the San Diego and it consists of 9 species and 12 reactions.

2.2.1.1 Laminar flame speed

The laminar flame speed s0l (where the index 0 indicates the un-

stretched condition) is defined as the velocity at which a planar, one-

dimensional flame front propagates under adiabatic and stationary condi-

tions. There are several definitions of the flame speed:

• The displacement speed sd refers to the speed of the flame front

relative to the flow. It is a local quantity that depends on the

position where it is measured [78].

• The consumption speed sc is a global quantity that refers to the rate

at which reactants are consumed. It can be determined by the fuel

species burning rate or by the heat release through an integration

of these quantities across the flame front.

A comparison between the selected mechanisms is shown in Fig. 2.11.

Results are obtained by simulating a planar, unstretched, one-dimensional,

premixed, laminar flame, i.e. a freely-propagating flame, using the Can-

tera software. The experimental data of Egolfopoulos [120] are obtained

using a twin counterflow flame. The flame speed is evaluated as a function

of the stretch K and the LFS is calculated by linearly extrapolating the

value when K = 0. The experimental data of Know [121] are achieved

by employing spherical flames and considering small values for the ratio

between the flame front thickness and the flame radius in order to rea-

sonably neglect the impact of curvature. The comparison is performed

at ambient temperature (T = 298 K) and pressure (p = 101325 Pa).
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Figure 2.11: Laminar flame speed as a function of equivalence ratio for a
H2-Air mixture at 298 K and 101325 Pa.

Despite a slight underestimation on the very lean mixtures, all the se-

lected detailed reaction mechanisms provide an excellent agreement with

the experimental data as well as the Boivin mechanism which ensures

an accurate prediction of the LFS across the entire range of equivalence

ratios comparable to those obtained using the detailed mechanisms.

2.2.1.2 Ignition delay time

An assessment is conducted based on the ignition delay time, which

refers to the time required for a mixture with a defined composition to

spontaneously ignite under specified pressure and temperature conditions.

The IDT is evaluated using a zero-dimensional, adiabatic, constant-volume

reactor filled with a prescribed mixture. The calculation is performed

with the Cantera software by monitoring the temporal evolution of the

mixture. Several criteria are available in the literature to determine the

IDT:

• Temperature increase [122]: the IDT is defined as the time required

for the temperature of a mixture to increase by 500 K in relation to

its initial temperature T0, as shown in Fig. 2.12a.
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• Maximum of temperature gradient [123]: the IDT is defined as

the mean value between the two consecutive instants of time at

which the maximum temperature gradient occurs. A qualitative

representation is provided in Fig. 2.12a.

• Maximum of a specified species: as reported in [124], the evaluation

of IDT can be performed by referring to the maximum value of

the radical OH*. Since this radical is not present in the consid-

ered mechanisms (with the exception of Kéromnès), the maximum

concentration of the OH species (Fig. 2.12b) is employed for all

mechanisms in order to standardize the results.

(a) Temperature criteria (b) OH criterion

Figure 2.12: Representation of different criteria used to estimate the IDT
in terms of temperature (left) and maximum value of OH species (right).

The results obtained with the different reaction mechanisms are com-

pared with the experimental data of Herzler [125] in Fig. 2.13 and the IDT

is reported as a function of temperature for a stoichiometric hydrogen

mixture at ambient pressure (91 % Ar). At lower temperatures, the three

procedures provide almost the same results, while increasing the tem-

perature evident differences appear between the maximum temperature

gradient method (Fig. 2.13b) and the other two approaches based on a

500 K temperature increase (Fig. 2.13a) and maximum OH concentration

(Fig. 2.13c). Indeed, only with this method, the correct prediction of IDT

over the entire temperature range is retrieved in agreement with experi-

mental data. Nevertheless, it is important to note that all investigated

mechanisms provide the same trend, including the skeletal of Boivin.
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(a) Temperature increase

(b) Max. temperature gradient criterion

(c) Max. OH criterion

Figure 2.13: IDT as a function of temperature for a stoichiometric H2

mixture at ambient pressure (91 % Ar).
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2.2.1.3 Minimum ignition energy

As reported in Ch. 1, the minimum ignition energy is influenced by

several factors, such as the mixture composition, the operating conditions

and the gap between the electrodes when spark ignition is used. In [126]

a model able to predict the MIE for hydrogen-air mixture in a wide range

of temperatures is presented. The MIE is defined as the amount of energy

required to heat up a sphere of mixture at initial temperature Tu to that

of the flame Tb:

Emin =
1

6
πd3ρucp,u(Tb − Tu) (2.49)

the subscript u and b are respectively referred to the unburnt and the

burnt conditions. The thermophysical properties of the burnt mixture

can be calculated in Cantera by imposing the chemical equilibrium at

constant enthalpy and pressure in the current model. The quenching

distance d is an indicator of the flame kernel diameter and in [126] it is

considered to be at least twice the unstretched laminar flame thickness

δ0l .

d = 2.5δ0l (2.50)

Among the different definitions of the flame front thickness, the Blint

expression [78] is used in this model (Eq. 2.51).

δB = 2δ
λucp,u
λbcp,b

(2.51)

where δ reads:

δ =
λu

ρucp,usSD
l

(2.52)

sSD
l is a function of the laminar flame speed s0l and a parameter XSD

which depends on the hydrogen concentration in order to consider the

effects of preferential diffusion and stretch. Further details about its

definitions are provided in [126].

The experimental data provided by Ono [127] are reported by varying

the mixture composition and the gap between the electrodes in Fig. 2.14.

The sudden increase of the MIE on the lean-mixtures side is attributed, as
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expected, to a greater difficulty in ignition due to the limited availability

of fuel.

Figure 2.14: Minimum ignition energy as a function of equivalence ratio
for a H2-air mixture at 298 K and 101325 Pa for different gap distances

(symbols).

The numerical results show clearly three different behaviors, depend-

ing on the equivalence ratio. These discontinuities are related to the

definition of XSD, which is a piecewise-defined function of equivalence

ratio. Compared to the experimental data, the model provides a fairly

accurate estimation of the MIE in the whole range of equivalence ratio,

by recovering the correct trend observed experimentally. However, for

very lean mixtures, the overestimation is probably related to the complex

evaluation of the LFS near the blowout limit. Finally, there are no signifi-

cant differences between the results obtained with the detailed reaction

mechanisms and those obtained with the Boivin and the curves exhibit a

near-identical trend.

2.2.2 Impact of transport models and stretch on 1D flames

The effect of the transport models discussed in Sec. 2.1, is now evalu-

ated to highlight their influence on the representative quantities of the
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combustion process. Fig. 2.15 provides the laminar flame speed as a

function of the equivalence ratio for a hydrogen-air mixture at 298 K

and 101325 Pa, by employing the three aforementioned transport models:

multicomponent, mixture-average and unity-Lewis assumption. The de-

tailed reaction mechanism ELTE is used and the Soret effect is disabled

in order to evaluate only the impact of the transport model employed.

The unity-Lewis assumption leads to a significant underestimation of

the laminar flame speed across almost the entire range of equivalence

ratios, compared to the results obtained with the mixture-average and

multicomponent approach. This discrepancy is related to the fact that

the effective Lewis of the mixture tends to the Lewis of the deficient

species [128]. Therefore, for a lean hydrogen-air mixture where the Lewis

number of the mixture tends to the one of hydrogen (approximately 0.3)

the unity Lewis number assumption is not valid. The mixture-average

approach instead ensures accurate and reliable results, which are perfectly

comparable to those obtained using the multicomponent model.

Figure 2.15: Consumption speed as a function of equivalence ratio for a
H2-air mixture at 298 K and 101325 Pa.

To better understand the influence of the transport models, the major

species mole fractions, the Heat Release Rate (HRR) generated during the

combustion process, the temperature and the mixture fraction Z profiles

are reported in Fig. 2.16 for a selected equivalence ratio. The effect of
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preferential diffusion can be appreciated from the species distribution:

hydrogen diffuses with a higher velocity and consequently, the mixture

upstream of the flame front becomes leaner, leading to a redistribution

of oxygen. This results in lower HRR, concentration of H2O and final

temperature than those predicted with the unity-Lewis hypothesis. The

effect is evident in the plot concerning the mixture fraction: it decreases

at the flame front, indicating the leaning of the mixture. As reported in

Figure 2.16: Effect of transport models on species mole fraction, heat
release rate, temperature and mixture fraction for a H2-air mixture at 298

K, 101325 Pa and ϕ=0.43.

Sec. 2.1, it is important to point out the effects of the thermal diffusion

of lighter species, such as hydrogen. Fig. 2.17 shows the results obtained

by resolving a freely-propagating flame at 298 K, 101325 Pa and ϕ=0.43

with a detailed reaction mechanism and the multicomponent approach. It

is possible to notice that the hydrogen diffusion is enhanced by the Soret

effect (dashed line). As a consequence, the unburnt mixture becomes

leaner, resulting in a lower flame temperature and heat release rate,

amplifying the preferential diffusion effect. However, in a simplified case

as a freely-propagating flame, the global influence of thermal diffusion on

the development of the flame is limited and negligible compared to that

of preferential diffusion and this is related to the conservative nature of
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this type of flame [77]. Conversely, as demonstrated in Sec. 2.2.3, when

spherical flames are simulated, an increase in HRR and temperature is

observed.

Figure 2.17: Impact of Soret effect on species mole fraction, heat release,
temperature and mixture fraction for a H2-air mixture at 298 K, 101325

Pa and ϕ=0.43.

The utilization of one-dimensional freely propagating flames is a useful

tool to explain fundamental concepts, however, they are not representative

of practical applications. The previous evaluations do not consider the

three-dimensional nature of the flow field and the implications on the

development of the flame. In fact, a non-uniform flow leads to a stretch

action on the flame surface, quantified as the variation of the flame surface:

K =
1

A

DA

Dt
(2.53)

where A is the flame surface. The material derivative D/Dt determines a

non-stationary contribution due to the curvature and a stationary term

related to the 3D development of the flame front, referred to as strain.

Therefore, the stretch can be expressed as

K = κ+ sc

(
1

R

)
(2.54)
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where R is the curvature radius and κ is the strain rate. The flame stretch

action leads to a reduction in the flame front thickness that determines,

as reported in Fig. 2.18:

• an increase in the temperature gradient, which implies a higher

cooling effect caused by the tendency of the heat to diffuse towards

regions characterized by lower temperatures.

• an increase in the species concentration gradient, which enhances

the renewal of fresh mixture.

Figure 2.18: Temperature (left) and hydrogen mass fraction (right)
profiles in the physical space, colored by strain rate, obtained by resolving
several premixed counterflow flames at 298 K, 101325 Pa and ϕ=0.43.

The resulting effects on the consumption speed are in contrast and the

overall behavior of the flame is strictly connected to the Lewis number of

the fuel LeF [78]. If LeF = 1 (Fig. 2.19a), heat and species diffuse in the

same way, therefore, for low stretch values, the effect on the consumption

speed is compensated and it remains approximately constant.

As the stretch increases, the cooling effect causes a decrease in tem-

perature and consumption speed until the flame blow-off. Conversely,

the cooling effect dominates if LeF > 1 (Fig. 2.19c) and as the stretch

increases, the consumption speed decreases, reaching a critical value and

causing the flame to extinguish. If LeF < 1 (Fig. 2.19b), as observed in

the case of hydrogen, the consumption speed initially tends to increase
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(a) LeF = 1 (b) LeF < 1

(c) LeF > 1

Figure 2.19: Effect of stretch on the consumption speed for a mixture with
a Lewis number equal (a), lower (b) and higher than one (c) [78].

due to a lower heat dispersion and a greater supply of fresh mixture at

the flame front.

To evaluate the effect of the strain, the premixed counterflow flames

in the fresh-to-burnt configuration available in Cantera are used. This

configuration can reasonably be considered one-dimensional, given the

predominant direction of flow. The strain can be modified by varying

the inlet velocity or the distance between the two jets. The significant

influence of the transport models and the impact of the strain is illustrated

in Fig. 2.20. The multicomponent and the mixture-average approach

provide the same results and, as previously mentioned, it is possible to

observe the initial increasing trend of the consumption speed. Conversely,

the hypothesis of unity-Lewis predicts only a decreasing trend that is not

consistent with what is expected for a lean hydrogen-air mixture.

It is also essential to evaluate the impact of the curvature on the

development of the flame. Numerous attempts [129, 130] are made to

isolate the curvature effect from that of stretch, demonstrating that

curvature has a significant impact on the consumption speed. When the

surface of the flame front increases, due to the curvature, on the side of the

fresh mixture (burnt mixture), it refers to positive (negative) curvature.

The overall effect on the consumption speed depends again on the Lewis

number. Particularly, for a lean hydrogen-air mixture (LeF < 1), if the
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Figure 2.20: Effect of transport models and strain on the consumption
speed for a H2-air mixture at 298 K, 101325 Pa and ϕ=0.43.

curvature is positive, species diffuse towards the burnt mixture increasing

temperature and leading to an increase in sc. Conversely, if the curvature

is negative, the opposite effect is obtained since the species diffuse in

a large region causing a decrease in sc. This condition is unstable as

the flame front wrinkling tends to increase [78] and it can lead to the

so-called thermo-diffusive instabilities [131, 132], represented in Fig. 2.21a.

Under similar considerations, the situation is reversed for a rich hydrogen-

air mixture (LeF > 1) due to the higher heat diffusivity: the flame

front wrinkling tends to decrease and the condition is stable. It can be

concluded that the Lewis number, and thus the preferential diffusion,

influence significantly the impact that curvature has on the consumption

speed [130].

2.2.3 Influence of transport models on ignition phase

In this section, a preliminary study to evaluate the influence of prefer-

ential and thermal diffusion on the early stages of the ignition sequence is

presented. A 3D laminar spherical expanding flame is simulated in ANSYS

Fluent®and it is analyzed with the dual purpose of testing the Energy

Deposition model and directly evaluating the influence of preferential and
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(a) Unstable regime (LeF < 1) (b) Stable regime LeF > 1

Figure 2.21: Sketch of the curvature effect on the consumption speed,
adapted from [78] for LeF < 1 (a) and LeF > 1 (b). Species diffusion:

empty arrow. Heat diffusion: filled arrow.

thermal diffusion on the early stages of the ignition sequence. The domain

is a sphere with a radius R and the computational grid consists of 12.4

million of polyhedral elements with different levels of refinement, as shown

in Fig. 2.22. In particular, the inner part within ten times the spark

radius Rspark, has a sizing of 20 µm that allows to discretize the flame

front with at least 15 points (for the operating conditions considered).

The intermediate refinement is required to ensure a smooth transition

between the fine and the external coarse grid. In fact, this last part placed

sufficiently far from the region of interest, is characterized by a dimension

of 5 mm which allows to reduce the computational cost and dump the

pressure waves generated during ignition. A summary of the refinement

zones with their relative sizing is reported in Tab. 2.4.

Sizing

R < 10Rspark 20 µm
10Rspark < R < 20Rspark 50 µm
20Rspark < R < 200Rspark 5 mm

Table 2.4: Element sizing in the refinement zones.
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Figure 2.22: Section views of the computation grid employed for the
spherical ignition simulations with a schematic representation of the

refinement zones extension.

DNS are performed with the pressure-base solver, the Coupled algo-

rithm for the pressure-velocity coupling and a constant time step of 1·10−7

s. The simulations are conducted for a physical time until the spherical

flame propagates for a distance approximately 8 times the spark radius.

This ensures that the flame remains confined within the internal refinement

region which guarantees a correct discretization. It is important to under-

line that cellular instabilities are not observed, as shown below, since the

critical radius [133] is not reached to limit computational efforts because

the study of these effects is beyond the scope of this part. Regarding the

boundary conditions, the atmospheric pressure is prescribed at the outlet

patch. Initially, the domain is filled with a homogeneous hydrogen-air

mixture at 298 K characterized by an equivalence ratio of 0.43. Ignition

occurs at the center of the sphere using the ED model. The spark has

a characteristic radius Rspark of 250 µm, a duration tspark of 80 µs and

the energy deposited is 0.025 mJ. The Boivin mechanism is employed

to describe the system reactivity. A preliminary 1D freely-propagating

flame, as described in Sec. 2.1.3.3, is conducted under the same conditions
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in terms of time step (1 · 10−7 s), grid resolution (20 µm) and boundary

conditions (ϕ=0.43, p = patm, T = 298 K). The results, shown in Fig. 2.23

and represented by the solid line, are compared with those obtained with

a freely propagating flame performed in Cantera. An excellent agreement

in terms of species concentration, HRR and temperature evolution is

retrieved allowing the setup employed to be verified.

Figure 2.23: Comparison of the results obtained with Fluent and the 1D
flame in Cantera in terms of species concentration, HRR and

temperature.

Four different simulations (named S1, S2, S3 and S4) are conducted

by using the same operating conditions, equivalence ratio, computational

grid and time step. However, the transport model is modified in order

to investigate the influence of preferential diffusion and Soret effect on

the early stages of the ignition dynamic. A summary of the simulations

is provided in Table 2.5.

During the simulations, the maximum temperature is monitored in

order to verify the correct functioning of the ED model and, as shown

in Fig. 2.24a, it does not exceed 3000 K regardless of the transport

model employed. However, as previously mentioned, these approaches

affect the evolution of the combustion process and this is evidenced by

the fact that when the reactions occur, due to different distributions in
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S1 S2 S3 S4

Multicomponent ✓
Mixture-average ✓ ✓

unity-Lewis ✓
Soret effect ✓

Table 2.5: Summary of the DNS performed with their relative transport
models.

species concentration, the flames reach different temperatures and power

levels (Fig. 2.24b). To better analyze the differences between the various

approaches it is useful to refer to Fig. 2.25 and Fig. 2.26 which provide

the contours of the equivalence ratio ϕ and the HRR with the purpose of

representing the curved flame front in a straight configuration.

(a) Maximum temperature (b) Thermal power

Figure 2.24: Time evolution of maximum temperature (left) and power
(right) using different transport models

The plots on the right side show the trend of the mentioned quantities

as a function of the propagation distance L normalized with the spark

radius Rspark. It is important to underline that the equivalence ratio is

evaluated using Bilger’s formulation [98], which is based on the elemental

mass fraction.

With the unity-Lewis assumption, preferential diffusion effects are

ignored and the perfectly premixed mixture exhibits a constant equivalence

ratio, equal to the nominal one, in the entire domain. Contrarily, with

the multicomponent it is possible to observe a decrease in the equivalence

ratio on the fresh mixture side due to the high diffusivity of hydrogen.
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Figure 2.25: Contours of equivalence ratio (left) and its trend over the
black dashed line as a function of propagation distance (right) using

different transport models.
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Furthermore, as a consequence of the positive curvature, a greater amount

of reactants at the flame front leads to an increase in HRR. This is related

both to the rise in temperature, which affects the propagation speed, and

to the effect that stretch has on a mixture with a Lewis number lower than

one. The result is that at the same instant, the HRR peak obtained with

the multicomponent is shifted towards higher L/Rspark compared to the

one retrieved with the unity-Lewis assumption, indicating a greater flame

propagation speed. The results of the mixture-averaged approach are

consistent and comparable with those obtained with the multicomponent

and thus it is selected to investigate the role of the Soret effect.

Figure 2.26: Contours of HRR (left) and its trend over the white dashed
line as a function of propagation distance (right) using different transport

models.
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Thermal diffusion amplifies the preferential diffusion and stretch effects

as it involves the diffusion of the lighter radicals H2 and H towards the

center of the spark where the temperature is higher. This results in a

richer mixture and, therefore, in a further increase in the HRR.

As previously explained, the Soret effect involves a mass diffusion

caused by a temperature gradient. The comprehension of this phenomenon

can be enhanced by analyzing Fig. 2.27, in which the equivalence ratio, the

HRR and the temperature are shown as functions of the L/Rspark ratio

and τ i.e. the time normalized with the duration of the spark τ = t/tspark.

Figure 2.27: Equivalence ratio, heat release rate and temperature as
functions of physical space and time using different transport models.

It is possible to notice that for τ = 0.38, the temperature rise induced

by the spark involves, when the Soret is enabled, the migration of hydrogen

towards the center of the spark, resulting in a rise of ϕ in this region.

The reactions are not triggered, as evidenced by the fact that the HRR is

zero. At τ = 0.5, the aforementioned effect is amplified due to the further



64 2. Turbulent hydrogen flames modeling

increase in temperature and ϕ reaches a value of 0.6. This implies that

until reactions occur, only the model involving thermal diffusion exhibits

a change in ϕ. Conversely, the phenomenon of preferential diffusion is

relevant when the combustion begins to progress (τ > 0.65) resulting in a

concentration gradient that determines the species diffusion towards the

flame front and a significant variation of ϕ.

2.3 Final considerations

This chapter summarises the basic equations underlying computa-

tional fluid dynamics in the LES framework, with a brief reminder of the

fundamental concepts of turbulent combustion and related modeling.

It is noted how the different properties of hydrogen compared to con-

ventional fuels play a key role in the combustion dynamics. In particular,

for lean hydrogen-air mixtures, the inclusion of such effects in CFD mod-

eling is mandatory, and in this context, the primitive variable approach

through a Thickened Flame Model is an excellent compromise between

accuracy and computational cost. Indeed, due to the ’less complex’ chem-

ical kinetics of hydrogen compared to a generic hydrocarbon, it allows

the use of accurate reaction mechanisms with a low number of species.

At the same time, a mixture-averaged approach to calculate diffusive

fluxes is almost equivalent to a more generic and costly multicomponent

approach. In this case, it is also observed how Soret effects influence the

flame propagation speed, right from the first moments immediately after

ignition of the mixture.

Finally, a cost-efficient extension of the original model is presented to

account for the effects of stretch and heat loss in a tabulated chemistry

framework. It should be underlined that this approach is not intended

to resolve preferential diffusion effects directly, but to model their effects

through a case-independent parameter that can be calculated a-priori

once the operating conditions are defined. This model is first validated

by comparing the results obtained in the laminar regime with a reference

solution obtained through Cantera software. It can be seen that, compared
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to the original model, there is an improvement in the agreement with the

reference data.





Chapter 3

TU Berlin combustor model

In this chapter, the numerical campaign carried out on a lean, swirl-

stabilized, technically premixed hydrogen flame experimentally investi-

gated at the Technische Universität Berlin (TUB) is presented. The

current rig constitutes one of the few burners available in the literature

representative of aero engine combustors operating with full hydrogen

flame. Indeed, the moderate thermal power at which the rig can operate

coupled with the detailed measurements available in both non-reactive

and reactive conditions including NOx make it of great scientific interest.

The main purpose behind this architecture is to investigate the re-

sistance at flashback under different operating conditions. In detail, the

key aspect of the rig is a pure axial air injection characterized by a

high momentum aiming to change the stabilization position of the flame

and consequently avoid the flashback scenario. Moreover, different mass

flow rates, air preheating and equivalence ratio are experimentally tested

showing a strong impact on the flame dynamic as well.

The test case is previously investigated by other authors using similar

methods but considering different operating conditions. In particular,

Mira et al. [134, 135] demonstrated the ability of the FGM approach under

perfectly premixed conditions to correctly capture the fuel momentum

influence on the stabilization mechanism. Recently, Capurso et al. [82]

67
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studied through a conditioned TFM the influence of the wall temperature

in NOx emission introducing a new reaction mechanism that directly

includes the NOx chemistry.

The aim of this first activity is to extensively study the TUB rig with

all the numerical models introduced in Sec. 2.1.3 to handle the turbulence

chemistry interaction in order to validate the numerical setup through

high-fidelity Large Eddy Simulations. Therefore, the first point that is

accounted for is the assessment of the current industry-standard models

present in the literature, the FGM and the TFM respectively. After that,

the extension model of FGM (E-FGM) to include the effects of stretch

and heat loss in the reactivity is analyzed. Moreover, the influence of

the number of points used to discretize the flame thickness as well as the

impact of the thermal boundary conditions are investigated. Finally, in

light of the results that emerged, the most accurate numerical setup is

defined taking into account the relative computational cost to model a

lean hydrogen flame that is later used in the second case study presented

in this thesis.

This chapter is organized as follows, in the first part, a detailed

description of the investigated test case is provided highlighting the main

differences in the considered test point with respect to the previous cited

works. Then, the numerical strategy employed in the CFD simulations

is presented pointing out the key aspects of the models used. Finally, a

detailed comparison with the available experimental data of the results

obtained with the three approaches is shown.

It is worth remarking that, to the authors’ knowledge, the present study

represents the first work on the selected operating conditions in which

both FGM and TFM are tested under technically premixed conditions.

3.1 Investigated experimental rig

The rig under investigation is the burner developed during the Ad-

vanced Hybrid Engines for Aircraft Development (AHEAD) project by

TUB [11, 59, 136] shown in Fig. 3.1. The quartz combustion chamber has
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Figure 3.1: Experimental TUB rig under investigation [59].

an internal diameter of 105 mm with an axial extension of 297 mm, and it

is fed through a mixing tube in which air and fuel mix together reaching

technically premixed conditions. The axial length of the premixing region

is a degree of freedom that is experimentally investigated. The fuel is

injected through sixteen holes placed at the bottom of the mixing tube

which are fed by a dedicated fuel plenum. Instead, the primary air mass

flow rate is supplied with two distinct ports. The first one is a modular

swirler in which the amount of mass flow and consequently the swirler

component imposed at the flow can be adjusted by adding or removing

blocking rings. The second port is a pure axial injection characterized

by a high momentum aiming to prevent flashback risk. Different axial

orifice diameters (dax) are experimentally tested in order to investigate

the impact on the stabilization mechanism. Finally, a small amount of

air (less than the 3 % of the total air mass flow rate) is injected through

22 holes placed in the middle of the mixing tube in order to generate a

lean mixture near the wall to prevent the flashback risk coming from the

wall boundary layer. The flow split between the two main air inlets is

designed by introducing the parameter χ, defined as:

χ =
V̇ax

V̇ax + V̇sw

(3.1)

in which V̇ represents the volumetric mass flow in the axial (ax) and

swirler (sw) port respectively.
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In the present work, the long mixing tube (60 mm) configuration with

the maximum axial momentum is analyzed. The axial orifice diameter is

equal to dax = 8.8 mm and two blocking rings with 7 mm blockage height

of the swirling ports are used providing a theoretical swirl number of 0.9.

The two rings have a height of 7 and 4 mm respectively. The flow split

parameter χ assumes its maximum value χ = χmax but, unfortunately,

detailed measurements of such value are not available. This feature of

the rig distinguishes this configuration from the previous ones already

numerically studied. The average bulk velocity in the mixing tube is

estimated to be 70 m.s-1. The chamber operates under atmospheric

conditions with a nominal equivalence ratio of ϕ = 0.6 which corresponds

to a thermal power of 76 kW. The air and fuel are preheated at 623.15 K

and 352.15 K respectively. A constant air mass flow rate of 130 kg.h-1 is

injected through the air plenum. A summary of the operating conditions

considered in this work is reported in Tab. 3.1. Under this configuration,

according to the stability limits reported in [59], the rig operates in stable

conditions far from the flashback limit.

Operating conditions

Operating pressure 101325 Pa
Thermal power 76 kW

Fuel 100 % H2

Mixture Technically premixed
Equivalence ratio 0.6

Inlet air temperature 623.15 K
Air mass flow rate 130 kg.h-1

Inlet fuel temperature 352.15 K
Fuel mass flow rate 2.28 kg.h-1

Table 3.1: Summary of the operating conditions considered in this work.

Regarding the experimental diagnostic, detailed optical measurements

are available for both non-reactive and reactive conditions. In particular,

High-Speed Particle Image Velocimetry (HS-PIV) is used to measure the

velocity under both operating conditions instead, Planar Laser Induced

Fluorescence of OH (OH-PLIF) is adopted to identify the flame anchoring
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point and establish the flame structure in reactive tests. A sketch of the

experimental facility is reported in Fig. 3.2. The readers interested in

more detailed information about the experimental diagnostic and rig are

referred to [11, 59].

Figure 3.2: Experimental setup for both HS-PIV and OH-PLIF
measurements [11].

3.2 Setup of the simulations

Regarding the numerical modeling, the commercial pressure-based

software ANSYS Fluent® 2019R3 is used for all the simulations presented

in this chapter in the unsteady high-fidelity LES framework. Due to the

large number of non-reactive and reactive simulations carried out in this

numerical campaign, a summary of the computational cases is reported

in Tab. 3.2. A deep explanation of the setup used in each of them is

provided in the following part of this chapter.

3.2.1 Computational domain and numerical grids

The computational domain, reported in Fig. 3.3, is discretized starting

from the air plenum up to the outlet section including the swirler, the

fuel plenum, and all the other features described in the previous section.

The black plane shown represents the post-process longitudinal section in
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Test matrix

Name Conditions Mesh Thermal BCs Soret NTFM

M-A Non-Reactive MESH-A Adiabatic - -
M-B Non-Reactive MESH-B Adiabatic - -
FGM Reactive MESH-B Adiabatic - -

E-FGM Reactive MESH-B Adiabatic - -
TFM Reactive MESH-B Adiabatic × 5

N-TFM Reactive MESH-B Adiabatic × 10
T-TFM Reactive MESH-B Temperature ✓ 5

Table 3.2: Summary of the TUB simulations with the main setup
employed.

Figure 3.3: Computational domain with the prescribed boundary
conditions.
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which the contours are reported in the results section. The origin of the

reference frame is set at the exit of the mixing tube with the z-coordinate

aligned with the axis of the burner. For the sake of clarity, a positive

value of z-coordinate indicates regions inside the combustion chamber,

while negative values indicate regions inside the mixing tube.

The complete domain is discretized in two hybrid polyhedral meshes

with different levels of refinements in order to assess the impact of the

spatial resolution through a mesh sensitivity carried out in the non-reactive

conditions, as discussed in the dedicated section. A sketch of the meshes

is shown in Fig. 3.4 with their relative size reported in the bottom table.

Starting with the coarser mesh (named MESH-A in the following) that

counts roughly 16M of elements, several ad-hoc refinements are performed

in the domain to obtain the refined one (MESH-B). In particular, due

to the high velocity at the exit of the axial jet, a fine grid up to 100 µm

is used in this region to better capture its penetration and interaction

with the swirling jets. In both cases, the mixing tube and the swirler as

well as the reaction zone are kept at a minimum sizing of 450 µm that

corresponds to the unstretched flame thermal thickness at the nominal

equivalence ratio δth(ϕ = 0.6).

3.2.2 Boundary conditions

A sketch of the prescribed boundary condition is also reported in

Fig. 3.3. For all the simulations, a constant mass flow rate of air is

imposed at the air inlet patch, whereas constant atmospheric pressure

is set at the outlet. In addition, for the reactive simulations, a constant

mass flow rate of hydrogen is set at the fuel plenum inlet according to

the selected test point. For the sake of clarity, in the two cold cases, only

air is injected into the domain. All the other surfaces are representative

of solid walls, so the no-slip condition is imposed. Regarding the thermal

boundary, in the first stage of the work, the walls are treated as adiabatic.

Then, in the last simulation of this study, in order to investigate the

effect of heat loss on the flame dynamic and anchoring process, a constant

temperature distribution is prescribed at the combustion chamber, back
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Figure 3.4: Computational meshes with relative sizes.
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plate and mixing tube walls. Since no experimental data are available on

the thermal boundary conditions and due to the high computational cost of

a Conjugate Heat Transfer (CHT) analysis, the temperature distributions

are estimated from a previous work [82] where a full CHT simulation is

carried out. Due to the different operating conditions, the temperature

levels are scaled according to the adiabatic flame temperature or the

cold mixing temperature in perfectly premixed conditions. In particular,

for the combustion chamber walls directly exposed to the flame, the

temperatures are scaled according to the following formula:

Tad(ϕnom)

T
[82]
ad (ϕnom)

=
Twall

T
[82]
wall

(3.2)

in which Tad represents the adiabatic flame temperature at the nominal

equivalence ratio. Instead, on the other surfaces that are not directly in

contact with the reaction zones, the temperatures are scaled using the

perfectly premixed temperature in cold conditions (Tmix):

Tmix(ϕnom)

T
[82]
mix(ϕnom)

=
Twall

T
[82]
wall

(3.3)

A sketch of the prescribed temperature distribution is reported in

Fig. 3.5. It is important to highlight that, within the mixing tube, from

about the middle where fuel and air are not well mixed, the temperature

is consistently set to a fixed value Tair to approximately assign local

adiabatic conditions. Simultaneously, downstream of the zone where

the flame fluctuates inside the combustion chamber, the temperature

is maintained at a constant value, specifically at the maximum value

retrieved. These two axial positions are taken from a previous average

solution of the TFM simulation carried out in the adiabatic conditions.

3.2.3 Numerical modelling

In the current study, as previously pointed out in Tab 3.2, seven

LES calculations are carried out in order to analyze the impact of the
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Figure 3.5: Wall temperature profiles for the non-adiabatic simulation
(T-TFM).

mesh resolution in non-reactive conditions and the turbulence combustion

modeling in the reactive one.

In all of them, the effect of unresolved eddies is modeled using the

Dynamic Smogorinsky-Lilly formulation which dynamically evaluates the

Smagorinsky constant [89]. For the cold simulations, no further models

are required since only air is considered. On the contrary, for the reactive

simulations, an additional model is necessary to handle the turbulent

combustion.

In the first simulation with the tabulated chemistry approach, the base-

line FGM approach introduced in Sec. 2.1.3.2 with two control variables

(mixture fraction Z and progress variable c) is used to account for the

turbulence-chemistry interaction. The un-normalized progress variable is

defined as Yc = YH2O − YH2 . The choice of this definition comes from 1D

laminar flame analysis conducted with Cantera v2.4.0 Python libraries

[112] on premixed freely propagating flames, as shown in Fig. 3.6 in which

a comparison of three progress variable definitions is performed using the
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multicomponent transport approach and ELTE mechanism.

Figure 3.6: Assessment of progress variable definition. Premixed freely
propagating flames at p = patm, T=570 K and ϕ = 0.6.

Starting from the black curve, a common definition of the PV based

only on the product (H2O) is used. It is possible to see in the progress

variable space (right plot) how the reactivity starts immediately with a

small gradient of the PV. Therefore, to better discretize the ignition of

the mixture, it is mandatory to include also the hydrogen mass fraction

on the PV definition due to the high mass diffusivity of the H2 molecule

which spread upstream of the flame front [81]. Two different formula-

tions are tested in which only the red one met the requirements of an

increasing monotic function. This definition (Yc = YH2O − YH2) allows

to properly discretize the first ignition phase providing an approximately

zero reactivity for a value close to zero for the PV. At the same time, in

the physical space (left plot), a smooth increase can be pointed out with

respect to the black curve.

For the laminar look-up table generation, several freely propagating

premixed flamelets at various equivalence ratios are calculated using the

detailed ELTE reaction mechanism [113] with the full multicomponent

approach. The temperature, progress variable source term, OH and H2O

mass fraction extracted from the laminar table are reported in Fig. 3.7.

Since no modifications are made to the model, the non-unity Lewis number
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(a) Temperature (b) PV source term

(c) OH mass fraction (d) H2O mass fraction

Figure 3.7: Contours of temperature (a), progress variable source term
(b), OH mass fraction (c) and H2O mass fraction (d) extracted from the

table as a function of the two control variables.
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effects are not accounted for within this strategy.

To overcome this deficiency with a tabulated chemistry approach, the

E-FGM previously introduced in Sec. 2.1.3.3 is used. In the present work,

the Cantera libraries are used to generate the Gamma table by solving

several freely propagating (κ = 0 s-1) and premixed counterflow flames

(κ >0 s-1) employing the same mechanism. The final Γ table is shown

in Fig. 3.8 in the mixture fraction-strain rate space for the adiabatic

conditions (ψ = 1).

Figure 3.8: Gamma table in mixture fraction and strain rate space for
adiabatic conditions (ψ = 1). Isoline of Γ = 1 is also superimposed.

For hydrogen flames, it is mandatory to recall that the maximum of

the strained source term (ω̇c(Z, c, ψ, k)) shows two different behaviors

depending on the mixture properties. From one side, lean mixtures are

characterized by a Le number which tends to the LeH2 since it represents

the deficient species. This causes an increase of the max strained source

term when the strain rate increases due to the preferential diffusion effects.

On the other side, rich mixtures exhibit the opposite behavior since the Le

number tends to the one of oxygen which is slightly higher than one [81].

Therefore, depending on the conditions at which combustion takes place,

there can be either an increase or decrease in reactivity, in which the
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intensity depends on how far it is from stoichiometric conditions (black

isoline in Fig. 3.8) and the strain rate values.

Regarding the last three reactive simulations carried out with the

species transport approach, the skeletal mechanism obtained by Boivin

[137] (9 species with 12 reactions) is used to describe the system reactivity

through the Arrhenius type chemical kinetics modeling. To account for the

numerical stiffness shown by the chemical species transport equations, a

dedicated stiff chemistry solver is used to decouple the chemical integration

time step from the one adopted by the main solver [138]. The turbulence

chemistry interaction is handled with the TFM in which the thickening is

locally applied only in a narrow band of the flame front thanks to a sensor

factor Ω, based on the first reaction, and the sub-scale wrinkling effects

are modeled with the Colin [91] efficiency function E (β=0.33). The

laminar flame thickness δth and speed sl necessary as input of the model

are computed in a priori stage with Cantera. Due to the use of a skeletal

reaction mechanism, a sensitivity to the points (NTFM ) used to discretize

the thermal thickness is also performed. Specifically, it is simulated with

fewer (5) and higher (10) points than the recommended number for a

skeletal mechanism [139] which corresponds to a maximum thickening

factor below 10 and 20 respectively. A mixture-average approach is

adopted to evaluate the mass and thermal diffusivity according to the

kinetic theory [138] while the Soret effect is accounted for only in the

simulation with the non-adiabatic boundary conditions (see again Tab. 3.2).

In this case indeed, since all the temperature gradients are enhanced by

the fixed wall temperature, the Soret effect could play an important role.

Finally, the SIMPLEC algorithm is adopted for the pressure-velocity

coupling with a constant time step of 1 ·10−06 s which ensures a convective

Courant number below 10 in the zones of interest. Second-order schemes

are used in both space and time using an implicit formulation for this last

one.
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3.3 Results

In this section, the main outcomes of the numerical investigation

carried out on the TUB test case are presented. As anticipated, in

the first part a LES mesh sensitivity analysis is discussed for the non-

reactive conditions pointing out the main characteristics of the cold flow

field. With this approach, an appropriate mesh able to describe the flow

field is defined. This grid is subsequently used in the following reactive

simulations.

Then, a detailed analysis of reactive results obtained with the FGM and

TFM models is presented highlighting the main differences between the

two baseline simulations. Starting from that, further analysis performed

with the extended version of the FGM to account for the stretch effects

as well as the sensitivity at the number of points (NTFM ) and thermal

boundary conditions are introduced and compared with the previous

baseline cases.

The reactive results first focus on the flow field structure considering

the main parameters under which the rig operates (pressure drop and

flow split). After that, the mixing process that takes place inside the

mixing tube is analyzed and finally, the flame shape is compared with

the experimental data. Before remarking on the main conclusions of this

investigation, an estimation of the computational cost of the two models

(FGM and TFM) for the case considered is also provided.

3.3.1 Mesh sensitivity analysis

In this part, a mesh sensitivity is presented for the non-reactive

conditions carried out within an LES approach onto the two meshes

presented in Fig. 3.4.

A full comparison with the experimental data in terms of time-averaged

and root mean square (RMS) of both axial and radial velocities is reported

in Fig. 3.9. Black isolines of zero axial velocity are also superimposed in

the corresponding plots to clearly identify the recirculation zones. The

presence of the Inner (IRZ) and Outer Recirculation Zones (ORZ) is
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Figure 3.9: Non-reactive flow field comparison in terms of time-averaged
and RMS of both velocity components between experiments and the two

meshes.
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justified by the swirl number larger than 0.6 at the inlet of the combustion

chamber according to the selected test point and the typical swirling flow

structure is observed. From a first analysis, no significant differences

appear between the two meshes for all the quantities due to the fact that

the same sizing is used inside the chamber. On the contrary, a slightly

different behavior is observed at the exit of the mixing tube compared

to the experimental data in terms of the shape of the recirculation zone.

This is probably related to the behavior of the axial jet as pointed out in

[59]. Indeed, a different penetration inside the mixing tube could explain

the slight overestimation of the inner recirculation zone extension.

Therefore, to investigate the trend of the pure axial jet inside the

mixing tube where also the two meshes have different spatial discretization,

a comparison of the time-averaged axial velocity along the black dotted

line reported in Fig. 3.10 is performed.

Figure 3.10: Time-average axial velocity contours (left). Comparison of
time-averaged axial velocity along the black dotted line (right).

From one side, for MESH-B in which strong refinements are generated

at the exit of the axial jet, a higher penetration inside the mixing tube can
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(a) Axial velocity (b) Radial velocity

Figure 3.11: Comparison of time-averaged axial (left) and radial (right)
velocity profiles with their respective RMS at different heights inside the

combustion chamber.

be pointed out with respect to MESH-A. On the other side, both meshes

as previously highlighted, fail to reproduce the correct penetration of the

IRZ. Since the experimental data are available only inside the combustion

chamber, no further considerations can be concluded unfortunately on

this aspect. As far as seen from CFD simulations, however, the slight

difference between the two jets in the mixing tube has no impact on the

overall performance in the combustion chamber.

To validate the cold flow field against experiments, time-averaged

velocity profiles are shown in Fig. 3.11 for different z-coordinates. The

five heights used to draw the lines are highlighted in white in Fig. 3.10

for the sake of clarity.

Due to the same grid resolution inside the chamber, no significant

differences can be observed between the two meshes in terms of mean and

RMS velocity for both components. At all stages, a fair good agreement

with the experimental data can be pointed out even if in the first section,
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a higher peak of axial velocity is retrieved in the swirling jets (Fig. 3.11a).

This discrepancy tends to decrease moving downstream inside the chamber.

At the same time, the swirling jets are closer to the center line with

respect to what is observed experimentally. In fact, to confirm this, a

slight underestimation of the radial velocity in the first sections inside the

combustion chamber can also be observed in Fig. 3.11b. This probably

causes the higher intensity and penetration of the inner recirculation

zone, as previously mentioned, due to the confinement of the recirculation

bubble along the axis of the burner.

Figure 3.12: Time-average Celik index field for MESH-B.

Regarding the velocity fluctuations instead, a not proper agreement is

retrieved for the two components at the first stages along the centerline

(y-coordinate ≈ 0 mm). In particular, at the exit of the mixing tube,

it is found from both simulations a clear fluctuation of the axial jet in

the tangential direction at 1250 Hz which is not observed experimentally,

see again Fig. 3.9. It is mandatory to specify that in both cases, the
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Celik [140] criterion is well satisfied in all the domains. In support, the

time-averaged field of the Celik index for the refined case (MESH-B) is

shown in Fig. 3.12.

In light of the results emerged during the mesh sensitivity analysis,

the refined mesh (MESH-B) is selected for the reactive simulations.

3.3.2 Reactive velocity flow field

Moving to the reactive conditions, a first qualitative comparison in

terms of time-averaged axial velocity is reported in Fig. 3.13 between the

experimental data and all the simulations performed. Black isolines of

zero axial velocity are superimposed to identify the recirculation zones.

Compared to the cold conditions, an overall acceleration is observed due

to the thermal expansion of the burnt gases. The simulations correctly

predict the flow field even if some discrepancies can be pointed out like

the extension of the IRZ and the velocity peak of the swirling jet. For a

better comparison against the experimental data, profiles of mean and

root mean square of both axial and radial velocity at the same five heights

inside the combustion chamber are reported in Fig. 3.14.

By analyzing the profiles, no significant differences appear between the

three TFM solutions even with non-adiabatic thermal boundary conditions

(T-TFM). Similarly, the two solutions with FGM show the same trend

in both mean and RMS terms. In contrast, comparing these results with

those obtained by TFM simulations, a radical improvement in agreement

with the experimental data is observed, especially at a high axial distance

from the back plate (z-coordinate > 20 mm). In fact, the peak of axial

velocity as well as the opening of the swirling jet is well reconstructed at

all stages for the TFM simulations. It is of paramount importance to keep

in mind the slight overestimation of the axial velocity along the centerline

(y-coordinate ≈ 0 mm) at the exit of the mixing tube (z-coordinate < 10

mm) for the FGM simulations with respect to the TFM ones since, as

better described in the next section, it plays a key role in the stabilization

mechanism to avoid the flashback. To further validate the numerical

results, a comparison in terms of mean and root mean square of radial
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Figure 3.13: Reactive flow field comparison in terms of time-averaged
axial velocity between experiments and all the simulations. Black isolines

of zero axial velocity are also superimposed.
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(a) Axial velocity (b) Radial velocity

Figure 3.14: Comparison of mean axial (left) and radial (right) velocity
profiles with their respective RMS at different heights inside the

combustion chamber.
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(a) Flow split χ (b) DDPtot−stat

Figure 3.15: Flow split parameter (left) and pressure drop (right) across
the burner for T-TFM simulation.

velocity on the same five axial stages is reported in Fig. 3.14b. Also in

this case, the TFM results perfectly retrieve the position and amplitude

of the mean radial component with respect to the FGM according to the

experimental data. Finally, thanks to the local refinements generated

in the reaction zone, both velocity fluctuations in the axial and radial

direction are well reconstructed by the simulations even if the FGM cases

tend to slightly overestimate the experimental data.

The last part of this section is devoted to analyzing the flow split and

pressure drop across the burner in reactive conditions. As said before,

unfortunately, no experimental data are available and therefore only

numerical results are here reported considering the T-TFM simulation as

a reference. The flow split parameter is evaluated at runtime according

to Eq. 3.1 instead the pressure drop is computed considering the mass-

weighted average of total pressure inside the air plenum and the static one

inside the combustion chamber at sufficient distance from the chamber

back plate. Results are reported for approximately one flow through time

in Fig. 3.15. In detail, the split stabilizes around a value of 16 % instead

the pressure drop oscillates around the ≈ 6.3%.

3.3.3 Mixing analysis

The mixing process plays a key role in the dynamic of the burner and

consequently in the flame stabilization mechanism. Therefore, a good
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prediction of the fresh mixing and the conditions at which the combustion

takes place is mandatory to capture the flame shape. To better visualize

the process that occurs inside the mixing tube, a cross-section of the

rig is reported in Fig. 3.16a for the baseline FGM and TFM simulations

showing the equivalence ratio distribution. It is important to highlight

that the equivalence ratio for the FGM case is calculated starting from

the transported mixture fraction Z instead, for the TFM, it is evaluated

through species mass fraction using Bilger’s definition [98].

By analyzing the maps, it is possible to see how the fuel injected from

the bottom of the mixing tube (YH2) is pushed along the centerline from

the later air jets coming from the swirler channels (Y sw
Air). Due to the

high velocity of the pure axial jet, the hydrogen is not able to penetrate

it and starts to mix with air in these high-turbulence shear layers (-83

mm < z-coordinate <≈ -50 mm). After that, a local rich mixture (with

respect to the nominal equivalence ratio ϕnom = 0.6) is formed along

the centerline while a leaner one is present near walls despite some rich

pockets of a fresh mixture are still present in such zones (z-coordinate <

-25 mm). Then, thanks to the small dilution holes (Y dh
Air) which inject pure

air into the mixing tube, a lean mixture is guaranteed near the wall in

order to avoid a boundary layer flashback. After this point, a technically

premixed mixture enters the chamber that feeds the flame front. To

clearly visualize the fuel distribution and the differences between the two

approaches, five profiles of mean equivalence ratio across the burner are

reported in Fig. 3.16b. It is important to highlight that no differences

appear between the models inside the mixing tube (z-coordinate < 0 mm)

even if the FGM equations are written with the unity Lewis assumption.

This confirms that the preferential diffusion effects affect mainly the

zones in which the reactions take place [119], as can be observed at the

exit of the mixing tube (z-coordinate = 0 mm and y-coordinate ≈ ± 17

mm) in which all the TFM simulations retrieve a peak of equivalence

ratio. On the contrary, the FGM fails to catch these effects proving a

slightly different mean composition inside the combustion chamber. So

far, these considerations are made by analyzing time-average fields that
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(a) Instantaneous ϕ (b) Time-avereged ϕ

Figure 3.16: Instantaneous equivalence ratio field for FGM and TFM
simulations (left). Time-averaged equivalence ratio profiles at different

heights inside the mixing tube and combustion chamber (right).
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may not be sufficiently representative to visualize these effects clearly.

Therefore, a localized instantaneous distribution is analyzed in detail later

to clarify this concept. Finally, a green solid line that represents the

perfectly premixed conditions is also superimposed in Fig. 3.16b. Even

in the long mixing tube configuration, only at z-coordinate > 30 mm

the nominal composition is retrieved, showing the technically premixed

condition under which the burner operates.

Figure 3.17: Instanteneous normalized Takeno index conditioned by the
net H2 rate for the T-TFM simulation.

Regarding this last point, some considerations must be made in order

to clarify the numerical setup employed for the TFM approach. In fact,

this method is theoretically correct for premixed flames [91] in which

the flame front is artificially thickened and resolved on the current LES

grid, as explained in Sec. 2.1.3.1. Recently, to handle this problem and

use the TFM approach in multi-regime combustion, some new strategies

are introduced. One of them is based on the Takeno Index (TI) [141]

used to identify the burning regime. In particular, the Takeno index

is defined as the scalar product between the gradient of the fuel and

oxidant mass fraction (hydrogen and oxygen respectively for the current

study). Values of TI greater (lower) than zero identify a region in which
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the combustion takes place in premixed (diffusive) conditions. With this

new methodology, the thickening is kept active in the premixed regions

while it is automatically turned off in diffusive ones. This methodology

is validated in several academic test cases [82, 142, 143] showing good

results dispute the high computational cost required since in diffusive

zones, which may not be known a priori, the mesh should be fine enough

to resolve the flame front.

For the current study, an instantaneous TI distribution conditioned

by the local net hydrogen rate is reported in Fig. 3.17 for the T-TFM

simulation. Since for the most part the flame front burns under premixed

conditions, it is chosen to adopt the baseline TFM without any type

of correction for this numerical campaign, limiting the computational

cost. Further analysis on this point can be conducted to verify the actual

impact of this assumption.

3.3.4 Flame shape

After the assessment of the velocity and mixing fields, to investigate

the stable flame, a comparison in terms of normalized OH mass fraction

is performed in Fig. 3.18 in which the numerical maps are compared with

the normalized OH-PLIF image (cropped above 35 mm to highlight the

stabilization zone).

The rig, under these operating conditions, is characterized by an M-

shape flame, as it is possible to see from the left column of Fig. 3.18

in which the experimental map is reported. Indeed, the reactions occur

in both inner and outer shear layers, with a maximum value of the OH

around z-coordinate ≈ 20 - 30 mm. All the models correctly capture

the flame shape even if in both FGM solutions, the flame stabilizes close

to the exit of the mixing tube due to the higher reactivity predicted by

the numerical approach employed. However, all the TFM simulations

correctly predict the flame anchoring position observed experimentally.

In fact, to better identify this point, the distribution of OH along the

centerline (y-coordinate = 0 mm) normalized by the maximum in such

line is reported in Fig. 3.19.
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Figure 3.18: Comparison in terms of mean normalized OH mass fraction
distribution.
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Figure 3.19: Mean normalized OH mass fraction distribution along the
centerline.

From an experimental point of view, the maximum is reached at around

20 mm downstream of the back plate while the three TFM simulations

provide approximately the same results (≈ 15 mm). These simulations

also capture the correct trend in the first region (z-coordinate <≈ 15

mm) even if an overestimate of the OH decay is present in the post-flame

region (z-coordinate > 20 mm) which is probably related to the slight

underestimation of axial velocity. On the contrary, even with the higher

axial velocity at the exit of the mixing tube with respect to experimental

data (see again Fig. 3.14a), the FGM simulations drastically overestimate

the position of the maximum due to the high reactivity predicted of such

approach.

Coming back to Fig. 3.18, it is also interesting to see how no significant

differences appear between the baseline TFM and N-TFM. So, for these

operating conditions, even 5 points are enough to correctly describe the

flame front and therefore, the last simulation with the thermal boundary

condition (T-TFM) is run with 5 points.

By analyzing the experimental map, it is also clear how the flame

lips close to the mixing tube exit corners locally lift due to the heat loss

present in such zones. On the other hand, the flame is attached to the

wall in all the simulations with the exception of the T-TFM in which

non-adiabatic conditions are prescribed. In fact, it is possible to see
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through the instantaneous and time-averaged temperature fields reported

respectively in Fig. 3.20a and Fig. 3.20b the lower temperature in the outer

recirculation zone for the T-TFM which locally reduced the reactivity in

the outer shear layer where the flame stabilizes.

(a) Instantaneous

(b) Time-averaged

Figure 3.20: Instantaneous (top) and time-averaged (bottom) temperature
field for TFM and T-TFM simulations.

To better visualize the different reactivity predicted by the two ap-

proaches and the local behavior in the stabilization zone, the normalized
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product formation rate for FGM and heat release rate for TFM simula-

tions is reported in Fig. 3.21. Blue isolines of the 80 % of the normalized

quantities (θ/θmax) are also superimposed on the local zoom plots. Al-

though the results look quite similar between the TFM simulations, the

T-TFM shows a local lift-off of the flame according to the experimental

data with respect to the other simulations in which the flame is completely

attached. So, as expected, the local effects of a finite temperature in the

stabilization zones play a key role in the anchoring and flame dynamics

process. It is also important to highlight how the hydrogen mass fraction

is consumed in a lower flame surface area (compact flame) for the FGM

simulations with respect to the TFM ones, demonstrating again the higher

reactivity retrieved from this approach.

Figure 3.21: Time-averaged normalized product formation rate (FGMs)
and heat release rate (TFMs) distribution. Blue isolines at 80% are also

superimposed.
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3.3.4.1 Stretch effects on FGM

For a detailed analysis of the inclusion of stretch and heat loss effects

on the FGM approach, the reader is referred to the two top plots in

Fig. 3.21 where the normalized mean product formation rate for FGM

and E-FGM simulation are reported. The response of the models is

quite similar since the flame shape is the same and only slight differences

appear between them. In particular, a higher reactivity can be pointed

out along the inner and outer shear layers for the E-FGM case. In these

regions, in fact, a higher value of flame stretch (given by the combination

of strain and curvature) is present, as shown in Fig. 3.22 in which its

trend with the Γ distribution is reported for both instantaneous and time-

averaged conditions. Black and red isolines of product formation rate are

superimposed in order to identify the zone where the source term retrieved

from the table (˜̇ωc) is not zero. In fact, as explained in Sec. 2.1.3.3, the

extended model acts only in the regions where the combustion takes place.

So, stretch and Gamma have an impact only in the regions within the

isolines.

Due to the adiabatic conditions considered in this case (Tab. 3.2),

the Gamma table is queried without considering the heat loss effects

(Γ(Z,ψ, k) = Γ(Z,ψ = 1, k)). According to the Gamma table reported in

Fig. 3.8, only values greater than one are observed with a maximum in

the outer shear layers (where the stretch reaches its maximum) since the

reactions occur in lean conditions. To better visualize this behavior, the

probability density function of Gamma is calculated for an approximate

flow through time and its distribution is reported in the strain rate-mixture

fraction space in Fig. 3.23. White isolines extracted from the Gamma

table (Fig. 3.8) are superimposed for adiabatic conditions. Two different

peaks are clearly visible in the bottom left part of the contour. The first

one is located around the mixture fraction of 0.025 and represents the

combustion that takes place in the inner shear layers. On the other hand,

the second peak is located at a mixture fraction of 0.017 and represents the

flame front in the outer shear layers. From this map, it is also clear that

the correction acts in a proper way but, due to the operating condition
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(a) Instantaneous

(b) Time-averaged

Figure 3.22: Instantaneous (top) and time-averaged (bottom) stretch
(left) and Gamma (right) distribution for E-FGM simulation. Red and

black isolines of product formation rate are also superimposed.
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Figure 3.23: Probability Density Function of Γ in mixture fraction and
strain rate space for adiabatic conditions (ψ = 1). Isolines of Γ are also

superimposed.

under investigation which limits the maximum value of Γmax ≈ 1.25, the

differences between FGM and E-FGM model, i.e. the stretch effects on

the flame, are only localized and do not alter considerably the global

flame shape.

3.3.4.2 Non-unity Lewis number effects

The last point that needs to be discussed is the non-unity Lewis

number effects on the flame behavior previously introduced in the mixing

process section. To this aim, the baseline FGM and TFM simulations

are taken as reference. By considering an instantaneous distribution of

equivalence ratio shown in Fig. 3.24 it is possible to point out again

the technically premixed conditions reached at the exit of the mixing

tube. Black isolines representative of the isovalue of product formation

rate or heat of reaction depending on the simulation considered are also

superimposed in order to visualize the reaction zones. In these regions,

the TFM simulation accounts for the fast diffusion of light species such as
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hydrogen where strong temperature and species gradients are present. In

fact, it is possible to see a local fuel redistribution across the flame front

for this case. On the other hand, for the FGM simulation in which the

equations are solved with the unity Lewis number assumption, no local ϕ

gradients are observed since such effects are not accounted for.

Figure 3.24: Instantaneous equivalence ratio contour for FGM and TFM
simulations. Black isolines to identify the flame front are also

superimposed.

To further investigate the consequences of this phenomenon, the local

temperature probability density functions over the mixture fraction are

reported in Fig. 3.25 for the two simulations considering approximately

one flow through time of sampling. A black line representative of the

equilibrium temperature computed from its relative reaction mechanism

(ELTE and Boivin respectively) is superimposed in the plots. Histograms

of both quantities are also reported dividing the region between the ISL

and OSL to identify the main contribution in which the reaction occurs.

The first observation that can be drawn by analyzing the histogram is

the clear presence of a second peak of reactions that occur on the OSL in

the TFM case. This is related to the preferential diffusion effects which

are enhanced in such zones (OSL) due to the simultaneous presence of

a flame front (elevated mass fraction gradients) and high-strain regions
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(a) FGM (b) TFM

Figure 3.25: 2D PDF on temperature and mixture fraction space for
baseline FGM (left) and TFM (right).

[119]. In fact, the hydrogen molecules tend to move across the flame front

generating a locally richer mixture (with respect to the nominal value)

as previously described in Fig. 3.16b and Fig. 3.24 providing a peak in

reactions.

Moreover, it is possible to point out how the maximum temperature

reached in the FGM case is always below the equilibrium one according

to the construction of the PDF. On the other hand, in the TFM case,

some zones of the domain reach a temperature higher than the one at

the equilibrium. This phenomenon is referred in the literature as super-

equilibrium and is related again to the preferential diffusion effects as

explained in [144].

Besides not capturing these effects, the FGM simulation predicts a

wider range in which the combustion takes place up to Z ≈ 0.030 (see

again Fig. 3.25) which results in a different flame temperature.

In fact, comparing the time-averaged temperature fields reported in

Fig. 3.26 it is evident a high temperature inside the IRZ for the FGM

calculation with respect to the TFM one. As a consequence, further

analysis like the NOx estimation could be drastically influenced by this

overestimation providing unfeasible results since thermal NOx production
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Figure 3.26: Time-averaged temperature field for FGM and TFM
simulations.

doubles for every 90 K temperature increase when the flame temperature

is above 2200 K [138]. Therefore, the inclusion of these effects in the

numerical simulations when studying lean hydrogen flames is mandatory

to correctly predict the conditions at which the combustion occurs and

consequently the flame shape and the aero-thermal field.

3.4 Computational cost

All the simulations presented in this chapter are carried out on an

HPC cluster with 40 Intel® Xeon® Gold 6248 CPUs per node. On this

hardware, the computational cost required to simulate an approximate

flow through time is estimated to be 24660 and 72000 CPUh for the FGM

and TFM respectively. In addition, the query of the external table for

the extended FGM model does not affect significantly the computational

cost that is demonstrated to be the same as the pure FGM. Although the

employment of the skeletal Boivin mechanism for hydrogen combustion

allows an accurate description of the chemical kinetics with only 9 species,

the number of equations required in the TFM simulations is double with

respect to the FGM calculation (7 against 13 eqs.). A summary of the



104 3. TU Berlin combustor model

computational cost is reported in Tab. 3.3. In conclusion, this brings an

increase in calculation cost of about ≈ 65%.

Computational cost

Case N° eqs. CPUh

FGM 7 24660
E-FGM 7 ≈ 25000
TFM 13 72000

Table 3.3: Summary of the computational cost.

3.5 Final considerations

In the present chapter, a numerical campaign with the commercial

pressure-based software ANSYS Fluent®aimed to assess the current

industry-standard turbulent combustion models is presented. The two

methodologies based on a tabulated chemistry (FGM) and a species

transport (TFM) approach are considered. Moreover, a cost-efficient

method to account for the stretch and heat loss effects on flame reactivity is

introduced within the FGM context. All these strategies are tested through

high-fidelity Large Eddy Simulations on a laboratory test case provided

by the Technische Universität Berlin that presents the main features of

an aero-engine combustor. The rig deals with a technically premixed,

swirl-stabilized hydrogen-air flame under atmospheric conditions. The

experimental analysis carried out on the burner investigates the impact

of a pure axial jet on the stabilization mechanisms of the flame and

consequently the resistance to flashback. Detailed measures in both

non-reactive and reactive conditions are available.

Before facing the complex reactive simulations, a mesh sensitivity in

the LES framework is carried out in the non-reactive conditions to define

the appropriate grid sizing. Higher penetration of the axial jet is observed

inside the mixing tube for the refined mesh even if the two simulations

provided the same results inside the combustion chamber. In both cases,

an overestimation of the inner recirculation zone intensity can be observed
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in the first regions downstream of the mixing tube exit. In light of the

results, the refined grid is adopted for the reactive calculations.

Starting from the validation of the reactive flow field, it is found that

the TFM approach better predicts the opening of the swirling jet, and

furthermore, the thermal boundary conditions as well as the number of

points have a minor impact on the velocity fields. On the contrary, the

FGM simulations slightly overestimate the velocity peak of the swirling

jet and at the exit of the mixing tube along the centerline. Then, the

mixing process which occurs inside the mixing tube is analyzed showing

the technically premixed conditions at which the reactions take place. In

particular, thanks to the Takeno index, it is established that most part of

the hydrogen mass fraction burns in premixed conditions demonstrating

the validity of the numerical setup employed. Moreover, it is found that

no differences appeared between the two approaches inside the mixing

tube despite the FGM equations are solved with the unity Lewis number

assumption. On the contrary, when the reactions take place, only the

TFM is able to account for the fast hydrogen diffusion.

Regarding the flame analysis, all the simulations correctly retrieve

the M-shaped flame observed experimentally even if the FGM drastically

overestimates the reactivity and consequently the anchoring point. The

inclusion of the stretch effects in the E-FGM predicts a flame stabilized

inside the mixing tube as well despite a slight improvement with respect to

the baseline model is observed. It is important to recall that, under these

lean and high-turbulence operating conditions, the effects of stretch on the

flame are not so relevant and only local effects are observed between the

models. Regarding the TFM simulations, although some small differences

are present, the number of points used in the discretization of the flame

thermal thickness has a minor impact on the final flame shape. On the

contrary, as expected, the heat loss on the walls plays a key role in the

flame dynamics since only the T-TFM simulation is able to predict the

local lift-off of the flame at the exit of the mixing tube according to the

experimental data. Regarding the computational cost, despite the carbon-

free nature of hydrogen and the consequent reduced number of species
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and reactions required to describe the chemical kinetics with respect to

generic hydrocarbons, a TFM simulation is ≈ 65 % more expensive than

one with the FGM.

In conclusion, further investigations under different operating or test

cases are required to better understand the accuracy of the extended

model (E-FGM) even if in the present days, it represents a valid cost-

efficient case-independent strategy to include stretch and heat loss effects

on hydrogen flames with an LES approach. In any case, when dealing with

hydrogen, the direct inclusion of preferential diffusion effects is mandatory

to predict the correct flame shape and in this optic, the Thickened Flame

Model provides a valid alternative.



Chapter 4

Bluff body test case

In this chapter, the numerical campaign carried out within the Eu-

ropean project HydrogEn combuSTion In Aereo engines (HESTIA) is

presented. This activity studies the ignition dynamics of a lean, perfectly

premixed hydrogen flame, stabilized on a conical bluff body, installed at

the Norwegian University of Science and Technology (NTNU). In par-

ticular, the numerical setup derived from the previous analysis on TUB

is employed throughout this second work. The experimental campaign

carried out on the test rig [30, 64], despite the simple configuration and

operating conditions not representative of an aero engine combustor, sys-

tematically analyzed the ignition process transition from pure methane

to pure hydrogen, providing key information on the actual behavior. Fur-

thermore, comprehensive measurements of the complete dynamic process

are obtainable through velocity field, flame visualization, and pressure

signals, which enable the identification of statistical trends. The set of all

these measurements therefore constitutes a crucial dataset for the CFD

modeling.

The hydrogen ignition process from spark release to full flame develop-

ment, up to proper stabilization or permanent flashback, is investigated

with a LES-based numerical methodology. From the three phases detailed

in Ch. 1, only the second one is examined avoiding the modeling of the

107
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plasma phase. To the best of the author’s knowledge, no previous work

addresses the investigation of the complete ignition sequence of a lean

hydrogen flame in different scenarios. The objective is to identify the key

aspects involved during the ignition dynamic, considering and evaluating

the different characteristics of hydrogen. Particular attention is paid to

the transport models and, therefore, to the impact of the Lewis number

on the flame evolution, highlighting the effects of preferential and thermal

diffusion.

This chapter is organized as follows, in the first part, a description of

the test rig, the experimental setup and the measurement techniques used

to collect the experimental data is provided. Then, the computational

domain and the mesh grids used for the simulations are detailed. The

numerical setup employed is subsequently presented, highlighting the

sensitivity performed in the reactive conditions. Finally, starting from

the validation of the cold flow field, the ignition simulations are presented.

The soft ignition case is first analyzed to assess the influence of the spatial

resolution and the validation of the employed setup. Then, the permanent

flashback simulation is introduced analyzing the influence of the plate at

the outlet section and the dynamics that occur inside the injector. Some

of the results presented in this chapter are also part of a master thesis

carried out by Giada Senatori [145] under the supervision of the author.

4.1 Investigated experimental test rig

The rig under investigation is the atmospheric single burner installed

at the Norwegian University of Science and Technology (NTNU) shown

in Fig. 4.1.

The cylindrical combustion chamber has an internal diameter of 60

mm, a length of 150 mm and it is realized with quartz providing an

optical access for diagnostics. The mixture is supplied by two opposite

inlets at the bottom of the rig. A grid with appropriate spacing is placed

downstream of the jets in order to uniform the turbulence intensity and

length scales. The plenum ends with a converging section connected to a
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Figure 4.1: (Left) Picture of the bluff body test rig. (Right) Schematic
representation of the test rig and experimental setup (adapted from

[30, 64]). Detail of Plate25 and spark is reported.

duct with an internal diameter of 30 mm. Along the center of the duct, a

rod holds the conical bluff body, used to stabilize the flame. A schematic

representation of the test rig is provided by Fig. 4.1. As reported in [30],

during the experiments, the bluff body is preheated and maintained at a

constant temperature of 470 K, measured with a pyrometer. This allows to

achieve similar conditions in terms of heat losses during each experimental

test and to prevent any potential impact of the wall temperature effects

on the ignition dynamics. When the chamber is filled, after a sufficient

time to produce a homogeneous mixture, the ignition is obtained using

an electrical spark plug located above the chamber back plate at ≈ 20

mm from the chamber axis. The energy delivered by the ignition device

is equal to 36 mJ with a frequency of 50 Hz even if the first spark is

sufficient to ignite the mixture. Due to the stochasticity of the process,

the experiments are repeated at least 10 times under the same operating

conditions to provide statistical results.

Several configurations are experimentally investigated varying the

combustion chamber back pressure by adding a perforated back plate, the

mixture properties ranging all the blends from pure methane (PH0) to

pure hydrogen (PH100) and the bulk velocity Ub of the flow (2-5 m.s-1),
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as schematically illustrated in Fig. 4.2. In particular, three different outlet

restrictions are tested (W/o Plate, Plate 25 and Plate 16) in order to

modify the chamber back pressure. For instance, by considering the cases

with Ub = 5 m.s-1, the pressure drop ∆P during cold-flow stationary

conditions moves from 30 Pa to 100 Pa and 140 Pa by adding the plates

respectively. The combination of such conditions allows to achieve different

scenarios [30]:

• Soft ignition (green): after the spark the flame propagates and

stabilizes on the burner.

• Transient flashback (orange): after the kernel formation, the flame

propagates rapidly inside the injector upstream the bluff body before

being expelled and then stabilizes on the burner.

• Permanent flashback (red): after the ignition, the flame propagates

upstream the bluff body and stabilizes inside the injector.

Figure 4.2: Experimental test matrix adapted from [30]. Black diamonds
highlight the selected operating conditions for the numerical simulations.
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Detailed measurements are collected during the entire ignition se-

quence, as schematically reported in Fig. 4.3. The pressure signals inside

Figure 4.3: Schematic representation of the PIV/OH-PLIF diagnostic
system [64].

the chamber and the duct are measured with three pressure probes, labeled

M1-M2 and M4 in Fig. 4.1. The HS-PIV technique is used to acquire the

velocity flow field in non-reactive conditions and it is time-synchronized

with the high-speed OH-PLIF during the ignition tests to record simulta-

neously also the flame evolution until the complete stabilization. The OH*

chemiluminescence is adopted in reactive conditions to provide further

information about the reaction zones. Hot wire (HW) velocity measure-

ments through a probe placed 70 mm upstream of the bluff body are

collected to characterize the inlet velocity Ub. It is important to highlight

that HW measurements are not carried out during pure hydrogen tests

due to the risk of mixture pre-ignition in the duct forced by a potential

catalytic activation caused by the HW probe.
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4.2 Setup of the simulations

The bluff body test case is analyzed using the commercial software

ANSYS Fluent® 2022R1, with the main purpose of investigating the

ignition dynamic. A non-reactive LES simulation with only air (named

NR) is initially performed to validate the cold flow field. Subsequently,

starting from a cold hydrogen-air LES simulation, the spark is released

and the reactive simulations are conducted until the achievement of stable

conditions in terms of pressure, velocity and thermal power. Finally,

the solutions are averaged in order to obtain the reactive time-statistic

results to compare with the available experimental data. It is important

to underline that only the second phase of the ignition process, concerning

the flame growth, is examined. In fact, as reported in Ch. 1, the initial

stages of kernel formation involve plasma-thermodynamics and phenomena

characterized by significantly small spatial and temporal scales, resulting

in complex and time-consuming modelling [146]. Furthermore, since the

investigation is focused on a single injector, the light-round phase is not

detailed.

Table 4.1 provides a summary of the simulations performed, pointing

out their main characteristics.

Case Mixture Mesh Plate Time-step Soret

NR Air Coarse W/o Plate 1 · 10−5s ×
R2 H2-air Coarse W/o Plate 5 · 10−6s ×
R3S H2-air Coarse W/o Plate 5 · 10−6s ✓
R6Sr H2-air Refined W/o Plate 5 · 10−6s ✓
FB1Sr H2-air Refined Plate25 5 · 10−6s ✓

Table 4.1: Description of the main characteristics of the performed
simulations.

The two points highlighted in Fig. 4.2 are numerically investigated.

When no restrictions at the outlet are considered (R), the soft ignition

case is achieved and the flame properly stabilizes on the burner. On the

contrary, with the additional pressure drop promoted by Plate25, the

permanent flashback scenario is encountered (FB). These two operating
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configurations are identical in terms of fuel composition, bulk velocity

and equivalence ratio resulting in the same burning velocity and thermal

power. A summary of the operating conditions under investigation is

reported in Tab. 4.2.

Operating conditions

Mixture Perfectly premixed
Fuel 100% H2

Equivalence ratio 0.43
Operating pressure 101325 Pa
Inlet temperature 298 K
Hot-wire velocity 5 m.s-1

Thermal power 5.7 kW
Laminar flame speed 0.25 m.s-1

Laminar flame thickness 591 µm

Table 4.2: Summary of the operating conditions considered in this work.

4.2.1 Computational domain and numerical grids

The entire rig composed of the plenum with the turbulence grid, the

two opposite inlets, the bluff body holders and the combustion chamber

is included in the computational domain, as reported in Fig. 4.4, for all

the simulations listed in Tab. 4.1. Furthermore, an external hemisphere

is introduced at the outlet of the chamber to mimic the discharge into

the atmosphere and to prevent acoustic waves reflection. The proposed

modeling permits to avoid any modifications of the acoustic of the system,

ensuring consistency with the experimental test rig. The decision to

consider the full domain is also related to the necessity to model and

resolve the turbulence naturally developed by the flow and consequently,

geometric simplifications are reduced as possible. As regards the reference

system, the z-axis is aligned with the axial direction of the combustion

chamber and the xy-planes represent the transverse planes. The origin of

the reference system is placed at the axial coordinate of the back plate, 2

mm upstream from the upper surface of the bluff body.
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Figure 4.4: Computational domain and boundary conditions.



4.2 Setup of the simulations 115

4.2.2 Mesh

Three different unstructured grids are adopted, all based on polyhedral

elements, as shown in Fig. 4.5. For the W/o Plate case, two mesh strategies

are tested in order to investigate the impact of the spatial resolution. In

both cases, the dimension of the elements within the stabilization zone is

maintained below 300 µm with an additional spherical refinement in the

spark position in order to properly capture the kernel evolution during

the initial steps after the spark. Towards the outlet section, the sizing

gradually increases to 1 mm and 400 µm for, respectively, the coarse and

the refined mesh. The different discretization of the flame front along

the combustion chamber represents the main difference between the two

computational grids. To prevent excessive numerical dissipation of the

turbulence generated by the opposite jets, the grid cell size between the

upstream plenum and burner exit is kept at 400 µm in both cases.

The refined strategy is also adopted in the case of Plate25 in which two

further refinements at 300 µm are generated. In particular, the first one

which covers the chamber outlet region aims to retrieve the correct flow

blockage whereas the second one, generated before entering the chamber,

aims to gradually smooth the mesh transition and prevent nonphysical

quenching during a flashback event. In conclusion, the two strategies

count about 21 and 34 M elements respectively for the W/o Plate case

and 37 M for the Plate25 case.

4.2.3 Boundary conditions

A schematic representation of the main boundary conditions is reported

in Fig. 4.4. A constant mass flow rate of hydrogen-air perfectly premixed,

equal to ṁ = 1.716 g.s-1, is imposed at the inlet patches. The flow

enters with a temperature T = 298 K and in the ignition simulations has

an equivalence ratio ϕ = 0.43. The atmospheric pressure is set at the

outlet boundary condition, whereas a low-speed air co-flow is prescribed

at the hemisphere inlet to prevent flow reversal. All the other surfaces

are representative of solid walls, thus the no-slip condition is applied.
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Figure 4.5: Computational grids and refinement zones.
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The walls are treated as adiabatic, with the exception of the bluff body,

maintained at T=470 K according to the experimental procedure.

4.2.4 Numerical modeling

Regarding the numerical modeling, in all the simulations the effect of

the unresolved eddies is modeled with the Dynamic Smagorinsky-Lilly

subgrid-scale model [89]. The turbulence chemistry interaction is handled

with the Thickened Flame Model in which the thickening is locally applied

only in a narrow band of the flame front thanks to a sensor factor Ω,

based on the first reaction, and the sub-scale wrinkling effects are retrieved

with the Colin [91] efficiency function E (β=0.33). A thickening factor

F equal to 4 and a thermal thickness δth are set constant due to the

perfectly premixed conditions considered. This strategy allows to avoid

discontinuities in the heat release rate related to the different grid sizes

along to chamber. Although the flame propagation after the ignition

process involves the entire axial extension of the combustion chamber, the

refinement zones are necessary to limit the computational cost. In the

refined mesh, δth is properly discretized in all regions where the reaction

occurs, as suggested in [139]. With the coarse grid instead, toward the

outlet region the number of points inside the thermal thickness decreases

below the suggested value although the code architecture permits its

resolution. It is important to recall that in order to avoid ignition failure,

the thickening is initiated only when a specific condition, in terms of

product mass fraction, is respected, as described in Sec. 2.1.4.

The skeletal mechanism obtained by Boivin [137] (9 species and 12

reactions) is used to describe the system reactivity through the Arrhenius

kinetics modeling adopting a stiff chemistry solver to decouple the chemical

to the simulation time step [75]. The mixture-average approach is chosen

to account for the diffusive problem with the inclusion of the Soret effect

according to the summary reported in Tab 4.1.

The ignition of the mixture is performed with the Energy Deposition

model proposed by Lacaze [36] implemented in the software via UDF.

The deposited energy is equal to 10.8 mJ and corresponds to 30% of the
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energy supplied experimentally. In order to maintain the temperature

at the spark center below 3000 K, a characteristic spark size of 5.5 mm

and a duration of 100 µs are selected. This strategy allows to neglect the

first phase that plays a second role in the overall ignition process [23]. In

accordance with the experimental setup, the spark is placed at a distance

of 20 mm from the chamber axis and 3 mm from the back plate.

The simulations are carried out with a pressure-based solver and the

SIMPLEC algorithm is used for the pressure-velocity coupling. Second-

order upwind schemes are employed for the spatial discretization and the

temporal formulation is realized with a bounded second-order implicit

scheme. A constant time step of 1 · 10−5 s is used in the non-reactive case,

whereas in the reactive simulations, it is reduced to 5 · 10−6 s in order

to ensure a proper resolution of the chemistry. This allows to obtain a

Courant number Co<5 in regions of interest.

4.3 Results

In this section, the results of the simulations performed are examined.

Initially, the validation of the cold flow field is accomplished through a

qualitative and quantitative comparison with the experimental results.

Subsequently, the soft ignition simulations are analyzed, comparing the

numerical results obtained with different setups and using the experimental

data to investigate the ignition dynamic. The analysis investigates the

impact of the Soret effect as well as the influence of the spatial resolution.

Then, the stable flame condition is evaluated by comparing the flow field

and the flame structure with the available data. Finally, the permanent

flashback scenario is introduced pointing out the driving mechanisms that

promote the occurrence with respect the previous case without outlet

restriction.

4.3.1 Non-reactive flow field

This paragraph provides the results of the NR simulation in which the

main conditions are summarized in Tab. 4.3. As previously mentioned,
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since the non-reactive flow field has a fundamental influence on the ignition

dynamic and consequently on the flame stabilization process, its validation

is mandatory before addressing the complex reactive case.

NR Operating conditions

Mixture Air
Equivalence ratio 0

Inlet mass flow rate 2.01 g.s-1

Inlet temperature 298 K
Bluff body temperature Adiabatic

HW velocity 5 m.s-1

Mesh Coarse

Table 4.3: Main conditions of NR simulation.

In accordance with the geometry and the absence of any significant

sources of tangential or radial components, the axial velocity is predomi-

nant. To examine the flow field structure, it is useful to analyze Fig. 4.6,

which provides the time-averaged contour of the axial velocity component

for both experiments (left) and NR simulation (right). The range and the

colormap of the contours are chosen in order to highlight the recirculation

zones in blue and regions characterized by positive velocities in red. In

addition, black velocity streamlines are superimposed on the contours,

allowing for the identification of the different flow structures:

• The Outer Recirculation Zone is caused by the presence of the back

plate and the chamber walls. Since this zone is characterized by a

very low velocity, it is an ideal region for containing the ignition

device in these operating conditions.

• The Annular Jet (AJ) is the region characterized by the highest

axial velocities. Its interaction with the recirculation zones results

in the generation of two Shear Layers (SL). During the combustion

process, the SL promotes the stabilization of the flame, as it is

characterized by high velocity gradients and turbulence levels.

• The Inner Recirculation Zone is created by flow separation due
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to the presence of the bluff body. It is composed of two counter-

rotating recirculation zones, enclosed within the annular jet, with

an axial extension of approximately 25 mm. In reactive conditions

this area enhances the mixing between combustion products and the

reactant mixture, facilitating the maintenance of the combustion

process.

Figure 4.6: Experimental (left) and numerical (right) time-averaged axial
velocity flow field.

A preliminary qualitative comparison between the experimental and

numerical results can be obtained by examining Fig. 4.6 and the mean

strain rate κ contours presented in Fig. 4.7. Starting from Fig. 4.6, the

numerical prediction of the axial velocity exhibits an overall remarkable

agreement with the experimental results. The streamwise extension of

the IRZ is accurately reproduced and both the ORZ and the AJ are

consistent with what is observed experimentally, in terms of configuration

and intensity.

The strain rate is calculated as the derivative of the axial velocity with

respect to the radial coordinate of the combustion chamber (Eq. 4.1) and

it plays an important role in the ignition dynamic, as explained in [64]. In

particular, as illustrated in the next section, elevated strain rate regions

can cause local flame extinctions and consequently the impossibility of
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the flame to penetrate the SL.

κ =
∂Uz

∂r
(4.1)

With regards to the strain rate results (Fig. 4.7), it is possible to observe

a satisfactory agreement although a slight underestimation can be noted

at higher axial coordinates. As expected, higher values are detected

at the inner and outer shear layers, in which the velocity gradients are

predominant.

Figure 4.7: Experimental (left) and numerical (right) time-averaged
strain rate field.

In order to achieve a more accurate evaluation, it is opportune to

compare the time-averaged and RMS of the axial velocity profiles with

those obtained experimentally by employing the PIV technique. The

available profiles are measured at different locations above the chamber

back plate. The comparison in terms of time-averaged axial velocity

profiles (Fig. 4.8a) confirms the correct prediction of the mean flow field,

particularly at low axial coordinates (5 and 11 mm) where the results

are almost perfectly matched. The peak of the velocity in the AJ is well

captured, even if the jet opening and the intensity of the IRZ are slightly

overestimated.
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The RMS profiles of the axial velocity (Fig. 4.8b) reveal an underesti-

mation at all locations, although the trend is comparable and in line with

the experimental results.

(a) Time-averaged (b) RMS

Figure 4.8: Comparison between numerical and experimental data at
different streamwise locations in terms of time-averaged (left) and RMS

(right) of axial velocity.

As explained in section 4.2.2, the entire domain, including the two op-

posite inlet ducts, is considered in the computational grid. This approach

does not introduce any artificial turbulence into the domain, allowing it

to naturally generate in the plenum upstream of the grid. Therefore, the

underestimation of the turbulence level inside the combustion chamber

is probably related to the numerical dissipation. In fact, although the

grid size is kept constant at 400 µm for the entire axial extension of this

zone (approximately 250 mm), it may not be sufficient to retrieve the

proper value inside the chamber. Fig. 4.9 illustrates a contour of the

instantaneous axial velocity (left) and velocity magnitude (right) in the

region where the turbulence develops due to the opposite jets. During
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the passage through the domain, the downstream turbulence grid and the

converging duct contribute to uniform the flow field and thus, to reduce

the turbulence intensity. In this context, several LES simulations are per-

formed to investigate the impact of different levels of mesh refinement or

injection strategies. However, the aforementioned approach is selected as

it provides satisfactory values of turbulent fluctuations while maintaining

a reasonable computational cost.

(a) Axial velocity (b) Velocity magnitude

Figure 4.9: Instantaneous contours of axial velocity (left) and velocity
magnitude (right) on the midplane.

In conclusion, in order to evaluate the mesh quality, the index proposed

by Celik [140] is reported in Fig. 4.10. Inside the combustion chamber, it is

possible to easily identify the change in the mesh size and the consequent

decrease in the Celik index. However, it assumes values greater than 0.9 in

the entire domain, demonstrating that the dimension of the computational

grid is sufficient to resolve at least 80% of the turbulent kinetic energy.
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Figure 4.10: Contour of time-averaged Celik index on the midplane.
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4.3.2 Ignition dynamics

In this section, the results of the soft ignition simulations with the

primary objective of analyzing the ignition process and validating the nu-

merical setup by comparing the solutions with the available experimental

data, are presented. A summary of the main conditions of the simulations

performed is reported in Tab. 4.4.

R2 R3S R6Sr

Mixture H2-Air H2-Air H2-Air
Equivalence ratio 0.43 0.43 0.43

Inlet mass flow rate 1.716 g.s-1 1.716 g.s-1 1.716 g.s-1

Inlet temperature 298 K 298 K 298 K
Bluff body temperature 470 K 470 K 470 K

HW velocity 5 m.s-1 5 m.s-1 5 m.s-1

Soret effect × ✓ ✓
Mesh Coarse Coarse Refined

Table 4.4: Main conditions of the soft ignition simulations.

4.3.2.1 Flow dynamics at spark time

Prior to introducing the ignition dynamic and the comparison with

the experimental data, it is important to examine the cold flow fields

at the instant of the spark release (t = 0 ms), before the triggering of

reactions, in order to isolate the effect of thermal diffusion. In fact, when

the combustion process takes place, the Soret effect is enhanced by greater

temperature gradients and the occurrence of preferential diffusion effects

leads to a challenging identification. To clearly visualize the impact of

the Soret effect, it is useful to refer to Fig. 4.11, which provides the

instantaneous temperature and equivalence ratio fields for R2 (top row)

and R3S (bottom row). Although both simulations show a temperature

gradient in the IRZ due to the preheating of the bluff body, de-mixing

effects are only observed in R3S with the formation of rich and lean spots

with respect to the nominal value of 0.43. However, the impact of this

effect is limited, as evidenced by the narrow range of the ϕ contours,
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because the magnitude of the temperature gradients is small. Finally, it

is important to note that these effects mainly occur in the IRZ, while the

outer recirculation zone remains almost unaffected. On the contrary, in

R2 a uniform equivalence ratio field is present in the entire domain.

Figure 4.11: Instantaneous contours at t = 0 ms of temperature and
equivalence ratio for R2 (top row) and R3S (bottom row).

It is also necessary to consider the conditions under which the spark

occurs have a crucial impact on the development of the solution. In this

context, the instantaneous contour of the axial velocity, reported on the

left side Fig. 4.12, allows to visualize the overall conditions of the flow

field at the spark time for R2 and R3S. The spark location is indicated

by a dashed black circle.

The local state near the spark position can be analyzed by referring to

the right side of Fig. 4.12, in which the PDFs of the axial and radial velocity
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Figure 4.12: Instantaneous contours of axial velocity for R2 and R3S
(left). PDF of axial (top) and radial (bottom) velocity component (right).

components are represented. The plots are obtained by considering the

values of the velocity components on a sphere with a radius of 3 mm,

centered at the spark position and sampled for approximately 4 ms

before the ignition time. As expected, the two cases exhibit different

PDF distributions both in terms of axial and radial velocity even if the

variations are limited due to the low Reynolds number of the rig (Re ≈
7000).

4.3.2.2 From kernel to flame stabilization

The complete ignition sequence is visualized through a 3D flame

visualization in a top ad isometric view of an isosurface of HRR (108

W.m-3) colored by temperature for R2 case in Fig. 4.13. In order to

examine the ignition sequence, the instantaneous contours of the OH

mass fraction normalized with the maximum value are reported on a

longitudinal xz-plane and on a transversal xy-plane at a height of 9 mm

from the chamber back plate, respectively in Fig. 4.14 and Fig. 4.15. This
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Figure 4.13: 3D flame visualization using an isosurface of HRR (108

W.m-3) colored by temperature for R2.
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allows the visualization of the ignition sequence from the spark time (t =

0 ms) until the chamber is completely ignited (t ≈ 22 ms). It is important

to underline that only the contours relative to R2 are presented. In fact,

R3S is used for a direct comparison with the experimental data since it

considers the thermal diffusion effect and, therefore, is more representative

of the physical phenomena, as highlighted in the next section.

At t = 0 ms, the energy deposited and the favorable conditions in

terms of composition and flow field result in the formation of the kernel

that tends to grow and propagate in the ORZ. The preliminary spherical

growth is distorted due to the effects of the non-stationary flow field and

the interaction with the turbulent structures (t = 2 ms). In this initial

phase, the flame propagates mainly upward and in the tangential direction

inside the ORZ, as highlighted in both contours at t = 4 ms. This behavior

is attributed to the interaction with the highest strain region, which occurs

at the edge of the back plate, forcing the flame to cross the annular jet

and approach the IRZ from a further downstream location (t = 6 ms).

Therefore, once the flame penetrates the shear layers, it tends to propagate

and ignite the IRZ (t = 6-8 ms). This effect is more important at smaller

streamwise distances from the back plate since downstream the annular

jet tends to lose coherence and, as a result of the reduction of strain levels,

the flame can propagate in all directions. At the same time, the flame

continues to propagate in a symmetric circumferential direction as there

is no major tangential velocity component (e.g. a swirled component),

as can be observed from 8 to 12 ms in the transversal planes. Finally,

when a large part of the mixture in the chamber is ignited, the complete

anchorage to the back plate results in the stabilization of the combustion

process (from t = 12 to 22 ms).

4.3.2.3 Impact of Soret effects

In order to assess the impact of the Soret effects, the ignition dynamics

of R2 and R3S are compared. The time-series signal of the thermal power

of the rig, calculated in the numerical simulations as the volume integral

of the HRR per unit volume, is reported in Fig. 4.16 in which it is
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Figure 4.14: Instantaneous contours of the normalized OH mass fraction
on the midplane for different instants of time (R2).
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Figure 4.15: Instantaneous contours of the normalized OH mass fraction
on a transversal plane at an axial coordinate of 9 mm from the chamber

back plate, for different instants of time (R2).
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possible to observe that the complete ignition of the chamber is achieved

in approximately 22 ms. In fact, when the stable conditions are reached,

the power oscillates around the nominal value (≈ 5.7 kW), determined

by the product of the fuel mass flow rate and the lower heating value of

hydrogen. The time signal for R6Sr simulation, which is introduced in

the next section, is also included in the plot with the purpose of providing

an additional signal given the stochastic nature of the phenomenon. It is

possible to notice a slightly faster ignition, underlined by the shift of the

curves towards lower times and a higher maximum power when thermal

diffusion is included. These effects are attributed to the local increase in

fuel mass fraction at the flame front, which enhances the flame speed, as

explained in Sec. 2.2.3.

Figure 4.16: Thermal power as a function of time for R2, R3S and R6Sr
with the nominal thermal power represented by the black dashed line.

In order to provide a more comprehensive understanding of the afore-

mentioned considerations, it is useful to refer to Fig. 4.17, which illustrates

the instantaneous contours of the equivalence ratio for R2 (top row) and

R3S (bottom row). The selected instants of time are representative of

the ignition dynamic that is discussed in detail in the next section. In

reference to R2, the redistribution of the equivalence ratio due to the

preferential diffusion is evident. In particular, it is possible to observe the

mixture leaning upstream of the flame front, while a local enrichment is
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present on the burnt mixture side. Considering R3S, an increase in the

local equivalence ratio gradient is retrieved which is caused by thermal

diffusion, since the lighter species as hydrogen tend to diffuse towards

higher temperature zones.

(a) R2

(b) R3S

Figure 4.17: Instantaneous contours of equivalence ratio for R2 (top row)
and R3S (bottom row) at different instant of time.

As mentioned several times, the consequences of these phenomena lead

to temperature variations associated with the change in stoichiometry,

as shown in Fig. 4.18. Furthermore, the higher burning rate in the R3S

case can be observed at 7 ms. In fact, at the same instant of time, the

combustion process involves a larger part of the chamber and this is

related to the enhanced flame propagation speeds caused by the Soret
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effect.

(a) R2

(b) R3S

Figure 4.18: Instantaneous contours of temperature for R2 (top row) and
R3S (bottom row) at different instant of time.

4.3.2.4 Comparison with experimental data

In the previous section, a general description of the ignition dynamics

is provided, highlighting the main steps of the process. In this section,

a comparison with the experimental results is conducted by employing

the images achieved with the PIV technique coupled to the OH-PLIF,

during the ignition process. This approach enables the simultaneous

acquisition of information regarding the flame and the velocity flow field.

The availability of detailed experimental data allows for a comprehensive
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analysis of the four phases in which the ignition sequence for this case

can be mainly divided:

• Kernel growth in the ORZ

• Flame-jet interaction

• Flame development in the IRZ

• Flame-anchoring process.

As previously mentioned, the comparison with the experimental data is

conducted by referring to the results of the R3S simulation and in the

following, only this setup is considered. It is mandatory to recall that

the ignition process is a stochastic event and, in this study, only a single

run is analyzed for both CFD and experimental data. Therefore, the

comparison aims only to provide a qualitative assessment of the main

stages observed during the ignition.

Kernel growth in the ORZ

The kernel growth within the ORZ is described by referring to Fig. 4.19,

where the numerical and experimental results are reported in the first and

second rows, respectively. The flow field is identified by the vector plots,

which are coloured by the planar velocity magnitude ranging from 0 to

8 m.s-1, according to the experimental maps. In addition, white isolines

of zero axial velocity are superimposed to facilitate the identification of

the recirculation zones. The flame is identified by normalizing the OH

mass fraction with its maximum value. It is important to note that the

experimental data are not accessible in proximity to the back plate wall, as

a result of laser reflections that compromise the measurement. Moreover,

although the laser sheet is aligned with the spark plug in the combustion

chamber, the kernel may arise in a different tangential position. For these

reasons, the kernel is not fully represented in the experimental maps. The

spark occurs at t = 0 ms, leading to the formation of a spherical kernel

that can grow in the ORZ due to the low velocity and turbulence levels.

After approximately 1 ms from the spark, the kernel starts to interact
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with the SL of the annular jet.

(a) R3S

(b) EXP

Figure 4.19: Instantaneous contours of normalized OH mass fraction with
overlapped velocity vectors and white isolines of zero axial velocity.

Numerical results of R3S (top row) and experimental PIV/OH-PLIF data
(bottom row).

Flame-jet interaction

After the kernel growth, the flame-jet interaction dynamic is presented.

This phase occurs approximately between 1 and 4 ms, as reported in

Fig. 4.20, and it determines the duration of the entire process. In fact,

as evidenced in [147], one of the major distinctions between hydrogen

and methane dynamics is the different penetration length of the flame

in the annular jet. By comparing the numerical and the experimental

maps, it is possible to observe the lack of penetration near the edge of

the back plate. This is related to the presence of elevated velocity and

strain rate values in this region, causing the local flame propagation in

the axial and tangential direction. When the flame reaches downstream

regions characterized by lower strain rate values, it can penetrate the

annular jet. Despite the slight underestimation of turbulence and strain
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rate levels observed with respect to the cold flow, the consistency with

the experimental results is evident, both in terms of penetration depth

(approximately 20 mm) and flame shape.

(a) R3S

(b) EXP

Figure 4.20: Instantaneous contours of normalized OH mass fraction with
overlapped velocity vectors and white isolines of zero axial velocity.

Numerical results of R3S (top row) and experimental PIV/OH-PLIF data
(bottom row).

Flame development in the IRZ

As a consequence of the annular jet crossing, the flame approaches the

IRZ. With reference to Fig. 4.21, it is possible to observe that the penetra-

tion heights obtained with the numerical and experimental procedure are

almost equal, suggesting that the strain rate levels are comparable. In fact,

in this plane, the flame exhibits a predominantly longitudinal development

at the outer shear layer, for an axial distance of approximately 20 mm.

The reduction in the axial extension of the IRZ, evidenced by the white

isoline of zero axial velocity, is well retrieved from the simulation. The

combustion process in the IRZ occurs at around 5.4 ms and a slight delay

can be observed in the numerical simulation. Indeed, at 6.4 ms the flame
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is not still anchored to the bluff body, differently from the experimental

scenario. This time delay is probably related to the non-stationary phe-

nomena that contribute to the stochasticity of the ignition process.

(a) R3S

(b) EXP

Figure 4.21: Instantaneous contours of normalized OH mass fraction with
overlapped velocity vectors and white isolines of zero axial velocity.

Numerical results of R3S (top row) and experimental PIV/OH-PLIF data
(bottom row).

Flame-anchoring process

The last phase is the flame-anchoring process. In order to achieve the

stabilization condition, the flame must propagate and anchor on the entire

ORZ, as described in the previous section (Fig. 4.15 from 10 to 22 ms).

Unfortunately, since the experimental data on the specular plane are not

available, a direct comparison is not feasible in terms of PIV/OH-PLIF.

Therefore, in Fig. 4.22, the flame evolution from 8.5 to 10 ms is provided

in order to analyze the flame dynamic during the last part of the ignition

sequence. The numerical flame tip behavior is probably related to the

different directions of the velocity vectors in this region, compared to the

experimental ones. The agreement is confirmed in terms of length and
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shape of the flame. Both numerical and experimental cases reveal an OH

peak at the inner and outer shear layers, where the velocity gradients

and the strain rate are elevated. Furthermore, the intensity of OH in this

area is comparable, although the normalization procedure is performed in

relation to a different maximum value. It is also important to recall that

the adiabatic condition is applied to all solid walls, except for the bluff

body. In reality, the heat loss effects could locally quench the flame at

the back plate tip, where the maximum concentration of OH is instead

detected. To conclude, it is also interesting to note that both IRZ and

ORZ begin to increase in axial extension after the flame passes.

(a) R3S

(b) EXP

Figure 4.22: Instantaneous contours of normalized OH mass fraction with
overlapped velocity vectors and white isolines of zero axial velocity.

Numerical results of R3S (top row) and experimental PIV/OH-PLIF data
(bottom row).

4.3.2.5 Impact of spatial resolution

In the previous sections, in order to validate the numerical results with

the experimental data, a qualitative comparison is performed since the
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time snapshots of a single run are analyzed. Therefore, to demonstrate

the reliability of the numerical results, the pressure signals recorded in the

combustion chamber (M4) and in the duct (M1 and M2) are presented in

the top part of Fig. 4.23. The experimental data are obtained by averaging

a minimum of 10 tests, with the aim of verifying the repeatability of the

procedure, and are low-pass filtered at 200 Hz. For a proper comparison,

the same filtering processing is applied to the numerical results, which

conversely are representative of a single run each. At this stage, only the

R3S and R6Sr simulations are reported since both of them are carried

out with the inclusion Soret effect but on different mesh grids, which is

the last point to be evaluated. To clearly visualize the pressure behavior,

the filtered contours of the pressure at 200 Hz for R3S are reported in

the bottom part of Fig. 4.23.

Regarding the M4 signal, it can be noted that when the spark is

released (t = 0 ms), the pressure is almost constant. The increase in

temperature and the thermal expansion of the burnt mixture cause a rise

in the chamber pressure, inducing the gases to accelerate towards the

outlet. This results in a rapid drop in pressure until the negative peak is

reached (t ≈ 11 ms). Then, a stable condition is achieved and the pressure

oscillates around the initial value with a frequency of 170-180 Hz, as better

explained in the next section. With the R3S simulation the over pressure

is accurately replicated in terms of magnitude and time shift with respect

to the spark time. In fact, the rate of pressure increase/decrease is in good

agreement with the experimental data until approximately 10 ms. Then,

the negative pressure peak exhibits a lower intensity and a time delay

compared to the experimental results. Moreover, the same conclusions

can be drawn for M1 and M2 signals, in which a slight overestimation of

the pressure peaks is observed. For these reasons, the simulation R6Sr

is carried out where the grid refinements allow to better discretize the

exhaust gas acceleration, resulting in a major agreement with the time

signals at all locations. In any case, it is important to underline that both

grids can accurately predict the overall behavior of the flame. However,

for a more accurate reconstruction of pressure signals, the refined grid is
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Figure 4.23: (Top) Pressure signal measured at the chamber back plate
(M4) and with the two probes inside the duct (M1 and M2). Both

numerical (R3S and R6Sr) and experimental results are filtered at 200
Hz. (Bottom) Contours of filtered pressure at the same frequency on the

midplane for R3S.
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necessary. Therefore, subsequent analyses are referred to the refined grid.

Figure 4.24: Pressure signal measured at the chamber back plate (M4),
normalized thermal power and velocity at HW location for R6Sr.

Pressure and thermal power are filtered at 200 Hz. Velocity signal is
filtered at 600 Hz.

To conclude the investigation of the soft ignition case, the pressure

signal measured at the chamber back plate, the normalized thermal power

and the velocity and the HW location are reported in Fig. 4.24 for R6Sr.

A key aspect observed experimentally is the time lag between the pressure

and heat release rate peaks. In particular, as highlighted in [30], when

the time lag is greater than a critical value τc of approximately 1 ms,

the flashback scenario may not occur. This experimental evaluation is

numerically confirmed, as the time delay is τR6Sr ≈ 4 ms. Furthermore,

to bridge the experimental gap due to the lack of HW measurements for

fully hydrogen flames, the velocity time signal is also presented. Despite

its reduction after the spark, the velocity remains always positive reaching

a minimum value of 2.8 m.s-1 at approximately t = 5 ms. According to

the pressure signal, when stable conditions are reached the velocity starts

to oscillate around the nominal value with the same frequency.
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4.3.3 Stable flame results

In this section, the stable flame condition is analyzed. Starting from the

previous ignition simulations, when stable conditions in terms of pressure,

velocity and heat release rate are reached, an averaging procedure is

operated in order to obtain a statistical convergence solution, necessary

for the comparison with the experimental data. Initially, the flow field

is investigated. Subsequently, comparisons between the simulations are

presented and finally, the flame structure is examined by referring to the

experimental results.

4.3.3.1 Reactive flow field

The numerical time-averaged axial flow field for R6Sr is reported

in Fig. 4.25 (right) where it is compared with the experimental results

(left) obtained through the PIV technique. As expected, the decrease

in density caused by the combustion process leads to higher values than

those observed in the cold flow field (Sec. 4.3.1). However, the prediction

of the ORZ and the IRZ is consistent in terms of extension and velocity

magnitude and the overall agreement is remarkable.

Figure 4.25: Experimental (left) and numerical time-averaged axial flow
field for R6Sr (right).
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4.3.3.2 Flame structure

Experimental images of stable flame are obtained by the time-averaged

OH* chemiluminescence and OH-PLIF techniques. Starting with the

OH-PLIF, a comparison between numerical and experimental results is

presented in Fig. 4.26, since the OH species is included in the employed

reaction mechanism. The experimental contour shows horizontal bands

with different light intensities, related to the laser intensity distribution.

Since experimental and numerical images are normalized with respect to

their relative maximum values, only a qualitative comparison in terms of

mean flame shape is carried out. As previously mentioned, laser technology

prevents the acquisition of data in proximity to solid walls, explaining the

black band present in the experimental flame. The numerical prediction

of R6Sr exhibits OH peaks at the inner and outer shear layers, according

to the higher levels of stretch in these regions, where the flame is attached

at the back plate due to the adiabatic treatment imposed. However, the

heat losses generated by the finite wall temperature of the bluff body

cause a local quenching and the consequent lift-off of the flame on the

inner shear layer according to the experimental map. Furthermore, the

inclusion of the Soret effect determines a local peak of reactivity also in

these regions, confirming its local impact.

Figure 4.26: Time-averaged contours of OH mass fraction for R6Sr (left)
and mean flame images obtained with the OH-PLIF technique (right)

normalized with the relative maximum value.

A more accurate visualization of the flame structure can be achieved
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using the chemiluminescence technique since the OH* allows for a reliable

identification of the position of the flame front. Since the OH* species

is not included in the reaction mechanism used in the simulations, the

comparison is achieved in terms of Line-Of-Sight (LOS) of heat release

rate. This allows to obtain comparable results with the OH* distribution,

particularly in a perfectly premixed configuration, as explained in [64].

Even in this case, maps are normalized with the relative maximum. The

M-shaped flame is correctly predicted by the numerical simulation, also

in terms of length, suggesting that the turbulence levels entering the

chamber exhibit good agreement.

Figure 4.27: LOS of heat release rate for R6Sr (left) and mean flame
images obtained with the OH* chemiluminescence technique (right)

normalized with the relative maximum value.

As previously mentioned, during stable conditions the flame oscillates

in the axial direction due to the acoustic response of the test rig at

a frequency of 170-180 Hz. To further investigate this behavior the

flame images obtained in the experimental context through the OH-PLIF

technique (right) and the numerical contours of the normalized OH mass

fraction on a longitudinal plane for R6Sr (left) are reported in Fig. 4.28

for a complete oscillation period. It is possible to observe that at t = 20

ms the flame has a shorter length resulting in a reduction in the flame

front surface and therefore in the thermal power, in accordance with the

results shown in Fig. 4.16. Conversely, the flame surface and the thermal

power increase at approximately 23 ms, where the flame length is greater.
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The oscillations are accurately predicted in terms of shape and length

of the flame and in terms of frequency, confirming the reliability of the

numerical models employed.

Figure 4.28: Instantaneous contours of the normalized OH mass fraction
on the midplane for R6Sr (left) and instantaneous flame images obtained

with the OH-PLIF technique (right) for different instants of time.
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Figure 4.29: 3D flame visualization using an isosurface of HRR (108

W.m-3) colored by temperature for FB1Sr.
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4.3.4 Flashback dynamics

The second case with the Plate25 operating under the same condi-

tions (Ub = 5 m.s-1 and ϕ = 0.43) is here considered. Confirming the

experimental observations, a permanent flashback scenario is obtained

from the FB1Sr simulation, as reported in Fig. 4.29. To better investigate

the flashback dynamics, Fig. 4.30 shows contours of instantaneous heat

release rate at five relevant time snapshots. In fact, despite the small

back pressure introduced by the Plate25 (≈ 70 Pa), the ignition dynamics

change drastically [30]. In the first 2.2 ms the kernel grows as in the soft

ignition case. However, after this point, due to the local flow conditions,

the flame interacts with the boundary layer (t = 5.0 ms) as detailed in

the next section. Then, the flame propagates upstream inside the injector

until the pressure fluctuations, generated after the ignition, partially expel

it from the confined duct (t = 9.4 ÷ 14.6 ms). Finally, the flame reaches

a stable configuration anchored inside the injector as illustrated in the

last contour map at t = 31.3 ms.

Figure 4.30: Instantaneous contours of heat release rate for different
significant instants for FB1Sr.

To first validate the results, the velocity at the HW location, nor-
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Figure 4.31: Pressure signal measured at the chamber back plate (M4),
normalized thermal power and velocity at the HW location for FB1Sr

filtered at 600 Hz.

malized thermal power and chamber pressure (M4) with the relative

experimental data filtered at 600 Hz are shown in Fig. 4.31 for FB1Sr.

With respect to the previous case without the outlet restriction, the

pressure peak increases of an order of magnitude moving from 800 Pa

to 12000 Pa. Positive and negative peaks are respectively overestimated

and underestimated by the simulation although the timing is perfectly

captured. Indeed, the time lag τFB1Sr = 0.3 ms is below the critical value

τc, confirming the flashback occurrence. Contrarily, a different behavior

in terms of velocity at the HW location is observed with respect to R6Sr.

In particular, when the pressure inside the chamber increases, the velocity

becomes negative with a minimum of -20 m.s-1. Then, the partial blockage

of the duct due to the flame presence leads to a mass accumulation in

the upstream plenum. The mass flow rate is consequently discharged

resulting in an increase of the velocity to a maximum value of 30 m.s-1.

Finally, the dynamics of the system is restored and the velocity stabilizes

around the nominal value of Ub = 5 m.s-1.

4.3.4.1 Trigger of the flashback

In this section, the transient behavior that leads to flashback compared

to the soft ignition is investigated. During the first instants after the
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Figure 4.32: Instantaneous contours of velocity flow field for R6Sr and
FB1Sr at t = 5 ms. Black isolines of zero axial velocity and heat release

rate contours are superimposed.

release of the spark, the introduction of Plate25 at the outlet section

generates a strong adverse pressure gradient. In fact, the pressure drop

between the plenum and the combustion chamber increases from -60 Pa

to approximately -1250 Pa due to the outlet restriction.

To analyze the effect of the different adverse pressure gradient on the

ignition dynamics inside the injector, R6Sr and FB1Sr are compared at t

= 5 ms in Fig. 4.32.

Black isolines of zero axial velocity and heat release rate contours are

superimposed to instantaneous velocity contours and flow field streamlines,

permitting to highlight both recirculation and reaction zones. In the

R6Sr case, the pressure gradient generates only a slight reduction of

the velocity magnitude without inducing a boundary layer separation.

Furthermore, this implies higher radial velocity gradients at the inlet

of the combustion chamber with respect to FB1Sr resulting in elevated

strain rate values. Conversely, the stronger pressure gradient due to

Plate25 causes a boundary layer separation in the injector regions up to

the chamber inlet (right side of Fig. 4.32). The interaction between the

flame front and the recirculation zone at the wall promotes upstream flame
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propagation through the boundary layer. This phenomenon, coupled with

the response of the system, generates a reverse flow inside the injector

enabling the rise back of the flame approximately 70 mm upstream of the

burner.

4.3.4.2 Flashback dynamics inside the injector

In a second phase, despite its previously mentioned partial ejection,

the flame is unable to stabilize on the upper surface of the bluff body

since the two branches remain confined and anchored in the inner and

outer surfaces of the duct inside the injector, as shown in Fig. 4.33 at

t = 14.6 ms. Moreover, the presence of burnt gas pockets in the regions

upstream of the bluff body, which are convected inside the chamber by

the flow field, and the heat losses caused by a finite wall temperature,

further prevent the proper anchoring of the flame downstream the burner.

The reduction in the velocity occurring between t = 14.6 ms to t = 21.2

ms creates the conditions that indeed facilitate the propagation through

the injector.

It is interesting to highlight how only the inner branch of the flame is

able to propagate back into the duct. As briefly explained, this behavior

is related to the fact that the inner branch of the flame remains anchored

in a more upstream position with respect to the outer one. The upstream

propagation after t = 21.2 ms is in fact not caused by a bulk adverse

pressure gradient (almost negligible at t = 21.2 ms), instead, it can

be explained by referring to the boundary layer flashback mechanism

proposed by Eichler and Sattelmayer in [57].

In this process, observed on the inner surface of the duct, the thermal

expansion of burnt gases occurring at the flame front tip, determines a

deflection of the streamlines inducing the local flow separation further pro-

moting flame propagation. The mandatory requirement for the occurrence

of this phenomenon is that the flame front curvature is convex towards the

incoming fresh mixture, as highlighted in the zoomed contour in Fig. 4.33.

This flashback mechanism does not conversely occur on the outer surface

of the confined duct. In fact, the displacement of the streamlines caused
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Figure 4.33: Contours of velocity flow field for FB1Sr at different
instants of time. Black isolines of zero axial velocity and heat release rate

contours are superimposed.
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by the flame front anchored on the inner surface (located more upstream)

determines also a flow acceleration that promotes the reattachment of

the separated boundary layer on the outer surface preventing an effective

local flashback. This phenomenon is clearly shown in Fig. 4.33 at t = 21.2

ms. In the subsequent phases, the wrinkling of the flame surface induces

the connection of the two branches on a single flame front characterized

by a trailing edge convex towards the burnt mixture. Once this condition

is reached (t = 31.3 ms), a single V-shaped flame front is achieved which

is no longer attached and anchored on the outer surface. This stable

configuration allows all of the incoming fresh mixtures to be burned.

4.4 Final considerations

In this chapter, the full-ignition sequence from spark release to full

flame development, up to proper stabilization or permanent flashback, is

investigated with an LES-based numerical methodology. In this context,

the atmospheric test rig installed at the Norwegian University of Sci-

ence and Technology (NTNU) operating with a lean, perfectly premixed,

hydrogen-air flame that stabilizes on a conical bluff body is considered.

The experimental analysis carried out on the burner assesses the impact

of the chamber back pressure as well as the effects of the hydrogen content

in the ignition dynamics.

Initially, a non-reactive case with a pure air mixture is simulated with

the purpose of analyzing and validating the flow field structure. The

results are qualitatively and quantitatively compared with experimental

data obtained using the PIV technique. Despite slight underestimations,

the numerical results exhibit a remarkable agreement in terms of axial

velocity, RMS and strain rate levels.

Then, three ignition simulations, named R2, R3S and R6Sr, are

conducted under identical conditions, with the exception of the Soret

effect and the grid resolution. A detailed description of the ignition

sequence is provided by a comparison with the flame images obtained

through the coupled PIV/OH-PLIF techniques. According to the analysis,
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the inclusion of thermal diffusion (R3S) results in a more pronounced

redistribution of the equivalence ratio. This leads to the formation of

regions that are richer or leaner than those predicted by R2. Furthermore,

despite the overall behavior is consistent with the experimental data for

all the calculations, the local pressure signals are accurately predicted

only if refined sizing is maintained up to the combustion chamber exit

(R6Sr).

The numerical setup employed is further validated by considering stable

flame conditions. Time-averaged axial velocity component is evaluated and

a marginal overestimation is observed when compared to the experimental

PIV data. The structure of the flame is investigated by a comparative

analysis with the images obtained through the time-averaged OH-PLIF

and OH* chemiluminescence. Based on the evaluation conducted, it can

be concluded that the flame is correctly reproduced, both in terms of shape

and length. Additionally, an analysis of the self-sustained fluctuations

characterizing the flame reveals a frequency of 170-180 Hz, comparable to

the experimental one.

Finally, by introducing a perforated plate at the outlet, a permanent

flashback scenario is investigated and two different phases are identified.

First, the initial adverse pressure gradient leads to a boundary layer

separation that promotes the upstream propagation of the flame. Subse-

quently, when the nominal pressure gradient is restored, a boundary layer

flashback mechanism is observed on the inner surface of the duct. The

consequent deflection of the streamlines inside the confined duct induces

the reattachment of the separated flow and prevents the propagation of

the flame on the outer surface.

In conclusion, a methodology to explore the entire hydrogen ignition

sequence is validated and the observation inside the injector permits

to extend the experimental work and explain the underlying physical

mechanisms.



Conclusions

The present research work investigates the hydrogen combustion dy-

namics paying particular attention to the ignition process from spark

release to complete flame development through numerical high-fidelity

Large Eddy Simulation approaches. The high reactivity and the fast diffu-

sivity of hydrogen requires the assessment of numerical models, commonly

used and tested for hydrocarbon fuels, to ensure a reliable and accurate

prediction of the combustion process.

Particularly, when dealing with lean hydrogen-air mixtures, the inclu-

sion of these effects in CFD modeling becomes imperative. In this context,

the primitive variable approach employing a Thickened Flame Model

serves as a commendable compromise between accuracy and computa-

tional efficiency. In fact, due to the relatively straightforward chemical

kinetics of hydrogen compared to generic hydrocarbons, this approach

allows for the utilization of accurate reaction mechanisms with a reduced

number of species. Simultaneously, using a mixture-averaged approach

for calculating diffusive fluxes proves to be nearly as effective as a more

general and resource-expensive multicomponent approach. Furthermore,

it is noteworthy that Soret effects influence flame propagation speed.

These aspects are supported by a DNS investigation of laminar spherical

expanding flames.

Since all previous considerations refer to analyses conducted under

laminar conditions or through one-dimensional tools such as Cantera,

the turbulent combustion models presented in Chapter 2, including the

extended version of the FGM model, are tested on the burner experimen-
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tally investigated at the Technische Universität Berlin. The main features

of the examined flow field such as axial jet penetration and interaction

with recirculation zones are more faithfully reconstructed with the ex-

perimental data if the grid used has localized refinement zones at the jet

outlet. Therefore, in reactive analyses, the refined grid is used. Due to

the technically premixed conditions under which the combustor operates,

correct prediction of the mixing between air and fuel is critical for a proper

flame prediction. The tabulated chemistry approach (FGM), in which the

equations are solved under the unity-Lewis assumption, predicts a mixing

field perfectly consistent with the primitive variable model (TFM) only

within the mixing tube, where reactive processes do not take place. In

fact, once the intensity of species and temperature gradients increases as a

result of chemical reactions within the combustion chamber, the inclusion

of preferential and thermal diffusion effects is critical under these operat-

ing conditions. However, although the time-averaged field of equivalence

ratio between FGM and TFM is slightly different, locally there is a drastic

effect on the conditions under which the reactions occur. In fact, although

all models reconstruct the correct M-shape of the experimentally observed

flame under these operating conditions, only the TFM approach succeeds

in predicting the anchor point and the axial extension of the flame, re-

sulting in a proper estimation of the reactive velocity field. Conversely,

both the basic FGM approach and the extended version to account for

stretch and heat loss effects E-FGM predict an extremely higher reactivity,

resulting in a more compact flame and a significantly different thermal

field. Therefore, in order to correctly predict the aerothermal field of a

lean hydrogen flame, the primitive variable approach with a Thickened

Flame Model is necessary although the computational cost is about 65%

higher than an FGM approach (for the conditions tested).

Once the different modeling strategies for turbulent combustion are

assessed and analyzed, the second test case is investigated to study

the complete ignition transient of a lean hydrogen flame. The test rig

investigated operates under ambient conditions in terms of pressure and

temperature. Firstly, the validation of the cold flow field is conducted



Conclusions 157

using pure air. In this context, several sensitivities are performed to

identify optimal elements grid size and computational domain strategy as

a compromise between the accuracy of the results and the computational

effort. When the spark is released, the ignition process is analyzed until the

flame stabilization on the bluff body. The ignition sequence is accurately

predicted in terms of timing and flame evolution as confirmed by the

comparison with experimental data averaged over several tests, underlining

the reliability of the numerical simulations. Although the dynamics of

ignition and flame development do not show significant differences between

the simulations, this allows to conclude some points. The inclusion of the

Soret effect, which also causes slight de-mixing in the cold field as a result

of the bluff body thermostat, has a minor impact on ignition dynamics

and global behavior, whereas it plays an important role concerning local

flame phenomena and characteristics. However, to correctly capture the

dynamic response of the rig in terms of pressure behavior, it is necessary

to use a fine grid for the entire length of the combustion chamber.

Then, by introducing a perforated plate at the outlet, a permanent

flashback scenario is investigated. The simulation enables the study of the

dynamics inside the injector by reconstructing the pressure signal, first

identifying a separation at the injector outlet and then the boundary layer

flashback that occurs on the inner surface of the channel. Visualization of

the dynamics inside the injector, which is often inaccessible experimentally,

provides important design inputs.

The presented analysis focuses on the ignition dynamics up to the

complete stabilization of the flame on the burner. A numerical method-

ology is provided to capture the key mechanisms. Further analysis can

be conducted to verify if the numerical approach can capture the correct

experimentally observed trend for the same exhaust backpressure con-

dition and different operating conditions in terms of equivalence ratio.

Finally, it might be of interest to extend the analysis to more represen-

tative conditions in terms of the pressure and temperature at which the

ignition phase occurs and ultimately investigate the light-round phase on

a multisector burner.
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2019.

[24] Dale, JD, Smy, PR, and Clements, RM. “Laser ignited internal

combustion engine—an experimental study.” SAE Transactions,

pages 1539–1548, 1978.

[25] Maly, Rudolf and Vogel, Manfred. Initiation and propagation of

flame fronts in lean ch4-air mixtures by the three modes of the igni-



172 BIBLIOGRAPHY

tion spark. In Symposium (international) on combustion, volume 17,

pages 821–831. Elsevier, 1979.

[26] Collin-Bastiani, F, Marrero-Santiago, J, Riber, E, Cabot, Gilles,

Renou, B, and Cuenot, B. “A joint experimental and numerical

study of ignition in a spray burner.” Proceedings of the Combustion

Institute, 37(4):5047–5055, 2019.

[27] Marrero-Santiago, Javier, Collin-Bastiani, Felix, Riber, Eleonore,

Cabot, Gilles, Cuenot, Benedicte, and Renou, Bruno. “On the mech-

anisms of flame kernel extinction or survival during aeronautical

ignition sequences: experimental and numerical analysis.” Combus-

tion and Flame, 222:70–84, 2020.

[28] Jo, Seunghyun and Gore, Jay P. “Laser ignition energy for turbulent

premixed hydrogen air jets.” Combustion and Flame, 236:111767,

2022.

[29] Ahmed, Samer F. “The probabilistic nature of ignition of turbulent

highly-strained lean premixed methane-air flames for low-emission

engines.” Fuel, 134:97–106, 2014.

[30] Yahou, T., Dawson, J. R., and Schuller, T. “Impact of chamber back

pressure on the ignition dynamics of hydrogen enriched premixed

flames.” Proceedings of the Combustion Institute, 39:4641–4650, 1

2023.

[31] Palanti, L. On the modelling of liquid fuel ignition and atomization

in aero-engine combustors. Ph.D. Thesis, Università degli Studi di

Firenze, 2020.

[32] Sloane, Thompson M and Ronney, Paul D. “A comparison of

ignition phenomena modelled with detailed and simplified kinetics.”

Combustion science and technology, 88(1-2):1–13, 1993.

[33] Thiele, Maren, Selle, Stefan, Riedel, Uwe, Warnatz, Jürgen, and

Maas, Ulrich. “Numerical simulation of spark ignition including



BIBLIOGRAPHY 173

ionization.” Proceedings of the combustion institute, 28(1):1177–

1185, 2000.

[34] Miki, Kenji, Schulz, Joey, and Menon, Suresh. “Large-eddy simula-

tion of equilibrium plasma-assisted combustion in supersonic flow.”

Proceedings Of The Combustion Institute, 32(2):2413–2420, 2009.

[35] Collin-Bastiani, F, Vermorel, O, Lacour, C, Lecordier, B, and

Cuenot, B. “Dns of spark ignition using analytically reduced

chemistry including plasma kinetics.” Proc. Combust. Inst., 37

(4):5057–5064, 2019.

[36] Lacaze, G., Richardson, E., and Poinsot, T. “Large eddy simulation

of spark ignition in a turbulent methane jet.” Combustion and

Flame, 156:1993–2009, 10 2009.

[37] Falkenstein, Tobias, Kang, Seongwon, Cai, Liming, Bode, Mathis,

and Pitsch, Heinz. “Dns study of the global heat release rate

during early flame kernel development under engine conditions.”

Combustion and Flame, 213:455–466, 2020.

[38] Pouech, Paul, Duchaine, Florent, and Poinsot, Thierry. “Premixed

flame ignition in high-speed flows over a backward facing step.”

Combustion and Flame, 229:111398, 2021.

[39] Andreini, A, Amerighi, M, Palanti, L, and Facchini, B. “Large eddy

simulation based computational fluid dynamics investigation of the

ignition process in lean spray burner.” Journal of Engineering for

Gas Turbines and Power, 144(6):061016, 2022.

[40] Garzon, Ernesto Sandoval, Mehl, Cédric, and Colin, Olivier. “Mod-

eling of spark ignition in gaseous mixtures using adaptive mesh

refinement coupled to the thickened flame model.” Combustion and

Flame, 248:112507, 2023.
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