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A B S T R A C T 

We analyse the chemical properties of three z ∼ 8 galaxies behind the galaxy cluster SMACS J0723.3-7327, observed as part of 
the Early Release Observations programme of the James Webb Space Telescope . Exploiting [O III ] λ4363 auroral line detections 
in NIRSpec spectra, we robustly apply the direct T e method for the very first time at such high redshift, measuring metallicities 
ranging from extremely metal poor (12 + log(O/H) ≈ 7) to about one-third solar. We also discuss the excitation properties of 
these sources, and compare them with local strong-line metallicity calibrations. We find that none of the considered diagnostics 
match simultaneously the observed relations between metallicity and strong-line ratios for the three sources, implying that a 
proper re-assessment of the calibrations may be needed at these redshifts. On the mass–metallicity plane, the two galaxies at 
z ∼ 7.6 (log(M ∗/ M �) = 8 . 1 , 8 . 7) have metallicities that are consistent with the extrapolation of the mass–metallicity relation 

at z ∼2–3, while the least massive galaxy at z ∼ 8.5 (log(M ∗/ M �) = 7 . 8) shows instead a significantly lower metallicity. The 
three galaxies sho w dif ferent le vel of of fset relati ve to the Fundamental Metallicity Relation, with two of them (at z ∼ 7.6) being 

marginally consistent, while the z ∼ 8.5 source deviating significantly, being probably far from the smooth equilibrium between 

gas flows, star formation, and metal enrichment in place at later epochs. 

Key words: galaxies: abundances – galaxies: evolution – galaxies: general – galaxies: ISM. 
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 I N T RO D U C T I O N  

he study of the abundances of heavy elements (the ‘metallicity’) in 
he interstellar medium (ISM) of galaxies provides precious insights 
n the physical processes responsible for their formation, and on 
o w the relati ve importance of such processes has changed across
osmic time (e.g. Ma et al. 2016 ; Dav ́e et al. 2017 ; Torrey et al.
019 ; Langan, Ceverino & Finlator 2020 , see also the re vie w by
aiolino & Mannucci 2019 ). 
In the local Universe, the metallicity of the gas-phase is observed 

o correlate tightly with some of the primary galactic properties. 
pecifically, the metallicity depends on the stellar mass of the galaxy 
mass–metallicity relation, MZR; Tremonti et al. 2004 ) and has a 
econdary (inverse) dependence on the star formation rate (SFR; 
llison et al. 2008 ). This metallicity-M � –SFR relation has been 
alled the Fundamental Metallicity Relation (FMR; Mannucci et al. 
 E-mail: mc2041@cam.ac.uk 

M  

t  

e  

2022 The Author(s) 
ublished by Oxford University Press on behalf of Royal Astronomical Society 
010 ; Mannucci, Salvaterra & Campisi 2011 ; Curti et al. 2020a ), a
ignature of the smooth, long-lasting equilibrium between gas flows 
nd secular evolution (e.g. Bouch ́e et al. 2010 ; Lilly et al. 2013 ). 

In the past fifteen years, major efforts have been dedicated to
xplore the metallicity of high-redshift galaxies through massive 
pectroscopic surv e ys in the near-IR (e.g. Maiolino et al. 2008 ;
annucci et al. 2009 ; Zahid, K e wley & Bresolin 2011 ; Steidel

t al. 2014 ; Zahid et al. 2014 ; Erb et al. 2016 ; Strom et al. 2017 ;
urti et al. 2020b ; Sanders et al. 2021 , among many others). These
orks have established that the mass–metallicity relation is already 

n place up to z ∼ 3.3, and that it evolves with redshift, in the
ense that higher redshift galaxies appear metal deficient compared to 
alaxies of similar stellar mass at later epochs. Ho we ver, when taking
nto account the secondary dependence of the MZR on the SFR,
s described by the FMR framework, any evolution is apparently 
anceled out at least up to z ∼ 3.3 (e.g. Mannucci et al. 2010 ; Cresci,
annucci & Curti 2019 ; Sanders et al. 2021 ). This finding implies

hat galaxies up to z ∼ 3.3 follow, on average, the same smooth
volution as local galaxies, and that the evolution of the MZR is
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 consequence of z ∼ 2–3 galaxies having higher SFR (living at
he epoch of the peak of the cosmic star formation rate density;

adau & Dickinson 2014 ), therefore populating preferentially the
ow-metallicity region of the same, non-evolving FMR. Together
ith the existence of the main sequence of star formation (e.g.
oeske et al. 2007 ; Popesso et al. 2022 ; Sandles et al. 2022 ; and

eferences therein) this is an indication that secular rather than
tochastic processes dominate the evolution of galaxies at these
pochs. 

Pushing the exploration of galaxy metallicities to redshifts higher
han ∼3.3 has pro v en v ery challenging so far due to the intrinsic
echnical limitations of current astronomical facilities, as the primary
optical) nebular diagnostics required to measure the gas-phase
etallicity from galaxy spectra are redshifted outside the wavebands

bservable from the ground (but see Troncoso et al. 2014 ; Shapley
t al. 2017 ; Witstok et al. 2021 ). 

An additional problem is that metallicity determinations gen-
rally rely on adopting locally calibrated strong-line diagnostics,
s temperature-sensitive auroral lines are usually too faint to be
etected, preventing the use of the more robust and ‘direct’ electron-
emperature ( T e ) method. Ho we ver, it is not clear whether the strong-
ine calibrations derived in the local universe are valid for distant
alaxies, which have drastically different properties (Maiolino &
annucci 2019 ). To date, auroral lines have been observed only

n a small number of intermediate-redshift ( z ∼1–3) galaxies, and
onstitute mostly serendipitous, low-significance detections (e.g.
hristensen et al. 2012 ; Patr ́ıcio et al. 2018 ; Sanders et al. 2020 ). 
This observational landscape is set to be revolutionized by the

dvent of the James Webb Space Telescope ( JWST ) and its near-
R spectrograph NIRSpec (Ferruit et al. 2022 ; Jakobsen et al.
022 ), which has opened the capability of obtaining multi-object
pectroscopic observations in the near-IR from space (up to 5.3 μm),
ombining high multiplexing with a sensitivity much higher than any
urrent and past facility. 

The first JWST /NIRSpec spectra have been recently released
ithin the context of the Early Release Observations, and were
btained by targeting galaxies lensed by the cluster SMACS J0723.3-
327 (Ebeling, Edge & Henry 2001 ; Ebeling et al. 2007 , 2010 ;
ann & Ebeling 2012 ; Ebeling et al. 2013 ; Repp, Ebeling & Richard

016 ; Repp & Ebeling 2018 ), providing clear detections of nebular
ines in galaxies out to z = 8.5, which can be used to characterize
he chemical enrichment of the ISM at the Epoch of Reionization
EoR), and beyond. Most remarkably, some of these spectra present
lear detections of the [O III ] λ4363 auroral line, which can be used
o robustly measure the gas metallicity with the T e method for the
ery first time at such high redshifts. 

In this paper, we extract the direct metallicity of such galaxies at
 ∼ 8, which have individual detections of auroral lines, and test
hether they follow the same strong-line metallicity calibration as

ocal galaxies. In addition, we investigate whether these galaxies,
robing the EoR, follow the same metallicity scaling relations as
ower redshift galaxies or exhibit evidence for evolution. 

This paper is organized as follows. In Section 2 we describe
bservations, data processing, and data analysis. In particular, we
iscuss the different steps we have implemented to properly process
nd calibrate the data by using publicly available information. We
lso describe our emission lines fitting procedure, and how SED
tting was performed on NIRCAM photometry to derive different
hysical properties of these galaxies. In Section 3 , we discuss
he emission-line properties of our targets, in terms of Balmer
ecrements and dust attenuation, excitation-diagnostic diagrams,
nd metallicity properties as derived with the T e method. We also
NRAS 518, 425–438 (2023) 
ompare the observed line ratios and metallicity with some of the
ost widely adopted strong-line abundance diagnostics calibrated

n local galaxies. In Section 4 , we discuss the observed metallicity
roperties of these targets in the framework of the most relevant
etallicity scaling relations, i.e. the mass–metallicity and the fun-

amental metallicity relation. Finally, in Section 5 we report our
onclusions. 

Throughout this work, we assume a standard lambda cold dark
atter cosmology with H 0 = 70 km s −1 , �m = 0.3, and �� 

= 0.7. 

 OBSERVA  TI ONS,  DA  TA  PROCESSING,  A N D  

ATA  ANALYSI S  

.1 NIRSpec spectroscopy 

.1.1 NIRSpec observations 

e use publicly available data from the Early Release Observations
f the cluster SMACS J0723.3-7327 (Program ID: 2736, Pontoppi-
an et al. 2022 ). The NIRSpec observations consist of two pointings
ith the same Multi Shutter Array (MSA) configuration but different

cquisition stars (and different filters for the acquisition); in the
ollowing, we refer to these two observations as Obs 7 and Obs 8. 

NIRSpec observations were carried out by using the disperser-filter
ombinations G235M/F170LP and G395M/F290LP, which co v er the
avelength range between 1.66 and 5.16 μm and provide spectra with
 spectral resolution of R ∼ 1000. For each observation, three nodding
ositions of 20 groups and two integrations each were performed for
ach grating setup. The total exposure time of the two individual
ointings is the same and corresponds to 8840 s for each grating.
hile shutters were opened on 35 targets, in this paper we only

ocus on the three targets with the highest redshift: ID 4590 ( z =
.4953), ID 6355 ( z = 7.6643) and ID 10612 ( z = 7.6592). These
edshifts are based on emission-line velocities measured on the JWST
pectra (see Section 2.1.3 ). 

.1.2 NIRSpec data reduction 

e have retrieved the level 2 data (i.e. count rate maps) from the
AST archive, b ut we ha ve then reprocessed the data through

he GTO pipeline (NIRSpec/GTO collaboration, in preparation).
s most of the processing steps use the same algorithms that the
ipeline used to generate the MAST archive products (see fig. 11
nd section 4.3 of Ferruit et al. 2022 ), the resulting 2D spectra
re not very different from those provided by the standard MAST
ipeline; ho we ver, we perform our own optimized extraction aperture
nd bad/cosmic pixel flagging and masking. Most importantly, to
itigate the fact that many of the calibration reference files used by

he pipeline may still correspond to ground data or be model based, 1 

e have generated a correction to the response function by analysing
he observation of the spectrophotometric calibration star 2MASS
18083474 + 6927286, observed during commissioning, and publicly
vailable through programme JWST 1128. We note that this star has
een subsequently remo v ed from the list of primary calibrators for
WST , on account of its variability ( σ = 0.41 per cent; Gordon et al.
022 ); ho we ver, for our purposes, this adds a negligible amount of
ncertainty . Specifically , the resulting spectrum of the star processed
n the same way as the scientific targets was compared with its
ntrinsic spectrum from STScI (astronomical catalogue CALSPEC;

https://jwst-docs.stsci.edu/jwst-calibration-pipeline-caveats
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ohlin, Gordon & Tremblay 2014 ; Bohlin, Hubeny & Rauch 2020 )
o derive a more accurate flux calibration. 

Given that our sources are marginally resolved, we consider both 
he assumption of point-like source and extended source to correct for
ath-losses. Ho we ver, as the sources are fairly compact (especially 
ompared to the point spread function, PSF, at long wavelengths), 
e use the point-source assumption for our fiducial analysis. We 
ote that at long wavelengths (F290LP filter, with PSF comparable 
r larger than the shutter size), which are of greatest interest in this
aper, the relative flux correction does not strongly depend on which 
f the two cases is adopted, while providing an offset of ∼2 on
he absolute calibration; yet, we verified that adopting the extended- 
ource corrections does not significantly affect the main results of the 
aper. Background subtraction was performed through the standard 
echnique of subtracting the average of two nodding positions from 

he other position. 
We also inspect the exposures of the individual nods in order to

dentify artefacts that might have escaped automated flagging and 
ther potential issues. We note that the auroral lines are detected in
he individual exposures, hence confirming their detection at high 
onfidence level, with the exception of galaxy ID 4590 ( z = 8.5), for
hich no emission lines are detected in one of the nods of Obs 7.
y inspecting the 2D images before background subtraction, it was 

ound that, although not identified as faulty, shutter [3,27,167], on 
hich source ID 4590 was nodded, did not open in Obs 7. As a

onsequence, for source ID 4590, we use Obs 8 and only the two
oddings of Obs 7 for which the source is in open shutters. 
Stacking was performed with the GTO pipeline, taking into 

ccount the variances and quality arrays of both observations. The 
esulting spectra are shown in Fig. 1 . Note that these spectra are in
 λ (while the spectra provided by MAST archive are in F ν). These
pectra can be retrieved from a publicly accessible repository 2 

.1.3 Spectral fitting 

n our analysis, we use only data from the G395M/F290LP dis-
erser/filter combination, because it co v ers the entire rest-frame 
avelength range rele v ant to this work. We measure line fluxes using

PXF , the penalized pixel fitting algorithm of Cappellari ( 2017 ). We
ebin the spectra to a regular grid in linear velocity space, using the
riginal velocity sampling as uniform pixel size (102 km s −1 ). 3 To 
odel the continuum, we use a library of simple stellar-population 

SSP) spectra coupled with a 10th-order multiplicative Legendre 
olynomial. The SSP spectra are the high-resolution ( R = 10 000)
ynthetic spectra from the C3K library (Conroy et al. 2019 ) with

IST isochrones (Choi et al. 2016 ) and solar abundances. Note that
epeating our fit with a polynomial background does not change 
ur results. The emission lines and continuum are tied together 
o have the same velocity offset and velocity dispersion (while 
PXF also takes into account the variable spectral resolution). For 
O II ] λλ3727, 3729, we constrain the doublet ratio to its physical
ange; for [Ne III ] λλ3870, 3969, we fixed the ratio to 0.31. As a sanity
heck, for [O III ] λλ4959, 5007, we leave the ratio a free parameter
nd check that the reco v ered value is consistent within the errors
ith the theoretical expectation of 0.34 (e.g. Osterbrock & Ferland 
006 ). We perform two fits: after the initial fit, we reject spectral
ix els be yond four standard deviations from the best-fitting model, 
 Available at https:// doi.org/ 10.5281/ zenodo.6940561 . 
 We verified that e.g. the H δ/H β line ratios are on average unchanged when 
tting the data without rebinning. 

g
t
f
7

t

hen repeat the procedure with outliers masked to obtain the final
easurements. 
The resulting fitted lines are shown in Fig. 1 (with zoomed insets

or lines most rele v ant for this work) and the resulting line fluxes
elative to H β are given in Table 1 . The uncertainties are taken from
PXF (up-scaled by 

√ 

χ2 ), but we find them consistent with the values
btained from running one hundred Monte Carlo realizations of the 
est-fitting spectrum, with random Gaussian noise taken from the 
oise vector. 

.2 NIRCam imaging 

.2.1 NIRCam observations 

e use the deep NIRCam imaging data of SMACS J0723.3-7327 
rom the Early Release Observations (Programme ID 2736) in 
he F090W , F150W , F200W , F277W , F356W , and F444W fil-
ers, which co v er an observ ed wav elength range of λobs = 0.8–
 μm. We reduce the raw level-1 data products with the pub-
ic JWST pipeline (v1.6.1), 4 using the latest available calibration 
les (CRDS CTX = jwst 0927.pmap). An additional background 
ubtraction is performed on the final mosaiced images by using 
HOTUTILS to mask pixels identified with sources and then measuring 
he background with PHO TUTILS.BA CKGR OUND2D . 

We conduct aperture photometry on the final mosaics with a range
f aperture sizes, given the extended morphology of the three galaxies 
n this study and their close-by neighbours. Specifically, we use 
ircular apertures with radii from 0.2 to 0.4 arcsec. We perform an
perture correction with the help of WebbPSF (Perrin et al. 2015 ). 5 

e find that the final SFRs and stellar masses only weakly depend on
he aperture size. For simplicity, we therefore assume a fiducial size
f 0.3 arcsec. We estimated the uncertainties of these fluxes from the
rror maps of the mosaic images. 

.2.2 Spectral energy distribution fitting 

e perform SED modelling of the NIRCam photometry with the 
ayesian code BEAGLE (Che v allard & Charlot 2016 ) with the main
im to derive stellar masses and SFRs for our three galaxies. For
onsistency with the local MZR and FMR considered here (discussed 
n Section 4 ), we use a Chabrier ( 2003 ) stellar initial mass function
IMF). 6 For the star-formation history (SFH), we assume a delayed- 
xponential form. We find for all three galaxies stellar masses and
FRs of 10 8 −9 M � and 16 −65 M � yr −1 (Table 2 ). Furthermore, the

nferred stellar (and gas-phase 7 ) metallicities are significantly sub- 
olar (12 + log(O/H) = 7.25 ± 0.21, 7.53 ± 0.08, and 7.50 ± 0.12)
nd an o v erall low attenuation ( A V = 0.37 ± 0.04, 0.50 ± 0.03, and
.21 ± 0.03) for ID4590, ID6355, and ID10612, respectively. It is 
nteresting that we obtain broad-band metallicities fairly consistent 
ith the T e ones but for ID6355 (which is underestimated by a factor
f ∼5), confirming in particular the very low metallicity of ID4590
see Section 3.3 ). 
MNRAS 518, 425–438 (2023) 

alaxies. Ho we ver, it is not established what the correct IMF at such early 
imes should be and an IMF conversion only introduces a constant scaling 
actor. 
 In SED modelling, we assume that the stellar and gas-phase metallicity are 
he same. 

https://doi.org/10.5281/zenodo.6940561
https://github.com/spacetelescope/jwst
https://github.com/spacetelescope/webbpsf
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M

Figure 1. JWST /NIRSpec spectra of the three sources analysed in this work. Several Hydrogen, Helium, and metals emission lines are detected; the best-fitting 
models are highlighted in blue. The data and best-fitting continuum are traced by the solid grey and red lines, respectively; the dots are the residuals. The bottom 

panels show a zoom-in on the spectral region of three groups of lines; from left to right they are: the [O II ] λ3727, 29 doublet, H δ, H γ and [O III ]4363, and 
H β and [O III ] λ5007. The grey regions have been masked due to artefacts (either in the spectrum or in the noise) or sigma clipping; the wide gre y re gion at 
4450–4750 Å in the top panel of ID 4590 falls in the detector gap. 
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Within the BEAGLE framework, we also explore a constant SFH,
hich has ho we ver little effect on the inferred stellar masses and
FRs. Finally, we explore two other SED fitting codes, namely
AGPIPES (Carnall et al. 2018 ) and PROSPECTOR (Johnson et al.
021 ). We run PROSPECTOR with the same setup as in Tacchella
t al. ( 2022 ). With BAGPIPES , we e xplored three alternativ e SFHs:
ither constant, delayed exponential, or delayed exponential with
urst. Reassuringly, we find that the derived stellar masses and
NRAS 518, 425–438 (2023) 
FRs are consistent within 1 σ uncertainties between the different
odes, as well as with those obtained by Tacchella et al. ( 2022 ) via
 PROSPECTOR run including emission lines and assuming a bursty
rior on the SFH. Moreo v er, the stellar masses (converted to the
ame IMF) agree within 1 σ uncertainties with the results presented by
arnall et al. ( 2022 ). Ho we ver, a more thorough comparison between

hese different SED fitting codes goes beyond the scope of this
aper. 

art/stac2737_f1a.eps
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Figure 1. ( continued ) 

Table 1. Observed line intensities normalized to H β = 1 and errors on the ratio. The H β emission line fluxes (in physical units of 10 −18 erg s −1 cm 

−2 ) 
measured from the spectra are as follows: ID 4590 = 1.54 ± 0.06; ID 6355 = 2.11 ± 0.05; ID 10612 = 1.19 ± 0.04. 

Galaxy ID [O II ] λλ3727, 29 [Ne III ] λ3869 H ζ H ε H δ H γ [O III ] λ4363 [O III ] λ4959 [O III ] λ5007 

4590 0.15 ± 0.07 0.17 ± 0.03 0.13 ± 0.02 0.13 ± 0.02 0.16 ± 0.02 0.41 ± 0.03 0.14 ± 0.02 0.96 ± 0.05 3.08 ± 0.13 
6355 0.90 ± 0.10 0.45 ± 0.03 0.18 ± 0.02 0.18 ± 0.02 0.26 ± 0.02 0.46 ± 0.02 0.10 ± 0.02 2.66 ± 0.07 8.29 ± 0.21 
10612 0.26 ± 0.08 0.50 ± 0.04 0.19 ± 0.03 0.14 ± 0.03 0.17 ± 0.03 0.44 ± 0.03 0.18 ± 0.03 2.34 ± 0.09 7.11 ± 0.24 

Table 2. Derived galaxy properties. 

Galaxy ID 4590 6355 10612 

Redshift 8.496 7.665 7.658 

μa 3.74 ± 0.07 1.231 ± 0.002 1.339 ± 0.003 

log(M � /M �) b 7.75 ± 0.07 8.72 ± 0.04 8.08 ± 0.04 

log(SFR (M �yr −1 )) b 0.35 ± 0.07 1.47 ± 0.04 0.90 ± 0.04 

A V (nebular) c 0.68 + 0 . 34 
−0 . 25 0.0 + 0 . 1 0 . 0 0.40 + 0 . 46 

−0 . 27 

A V (stellar) d 0.37 ± 0.04 0.50 ± 0.03 0.21 ± 0.03 

T e ([O III ])(10 4 K) 2.77 ± 0.42 1.20 ± 0.07 1.75 ± 0.16 

12 + log(O/H) 6.99 ± 0.11 8.24 ± 0.07 7.73 ± 0.12 

Notes. a derived from the lens models presented in Mahler et al. ( 2022 ) 
b values are corrected for magnification (errors on μ are propagated) 
c inferred from ratios of Balmer lines 
d inferred from SED fitting 
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.2.3 Ma gnification factor s 

he galaxies analysed in this paper are background galaxies of the 
MACS J0723.3-7327 lensing cluster with publicly available lens 
odels. In this work, we exploit the models recently provided by 
ahler et al. ( 2022 ), which combine ancillary HST with no v el

WST /NIRCAM data to better constrain the cluster mass distribution. 
agnification maps are derived for each target redshift, and the 

verage value from within a 1 arcsec-wide box around the central 
oordinates of each galaxy is assumed as the fiducial magnification 
actor. The associated uncertainty is computed from the standard 
eviation of one hundred realizations of the magnification maps 
btained through Monte Carlo simulations by perturbing the input 
odel parameters. These results in the magnification factors listed 

n Table 2 . 
Additional models for this cluster have been recently published by 

ascale et al. ( 2022 ) and Caminha et al. ( 2022 ). A full assessment
f the systematics introduced by the adoption of different lensing 
odels is far beyond the scope of this work. Ho we ver we remark

hat, for the highest magnification galaxy ID4590, the different values 
btained by the available models can impact the stellar mass and SFR
etermination for this source up to a factor of 30 − 50 per cent . 

 LI NE  R AT I O S  A N D  A BU N DA N C E S  AT  z ∼ 8  

.1 Balmer decrements and dust attenuation 

ig. 2 shows a comparison between the observed and theoretical 
ux es relativ e to H β for different Balmer emission lines, namely H ζ ,
 ε, H δ, and H γ . The theoretical values of the corresponding Balmer
ecrements computed using PYNEB (Luridiana, Morisset & Shaw 

012 , 2015 ), assuming Case B recombination, an electronic tem-
erature T e = 1 . 5 × 10 4 K and an electron density N e = 300 cm 

−3 

i.e. H ζ/H β ≈ 0 . 105, H ε/H β ≈ 0 . 159, H δ/H β ≈ 0 . 259, H γ/H β ≈
MNRAS 518, 425–438 (2023) 
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M

Figure 2. Flux ratios between different Balmer lines and the H β as observed 
in all galaxies’ spectra. The theoretical values expected from atomic physics 
(assuming the case B recombination at T = 1.5 × 10 4 K and N e = 300 cm 

−3 ) 
are marked by the blue lines. All observed ratios are consistent with little 
dust attenuation. The grey shaded areas mark regions with unreliable ratios: 
non-physical H ζ /H β ratio might be driven by H ζ flux being contaminated by 
He I emission, whereas residuals in the background subtraction may affect 
the H δ emission in ID4590 and ID10612. 
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 . 468), are marked by the horizontal blue lines. Under realistic
ssumptions, these ratios are fairly insensitive to the precise physical
onditions of the ISM. For example, varying the temperature between
 e = 0.5 × 10 4 K and T e = 3 × 10 4 K and the density between
 e = 10 cm 

−3 and N e = 10 000 cm 

−3 would make these ratios
hange by at most ∼3.5 per cent. 

We note that while a poorly corrected stellar absorption could
otentially bias the Balmer ratios, the continuum is nearly undetected
n the spectra of these three galaxies. Moreo v er these are extremely
oung galaxies that are not expected to have significant Balmer
bsorption based on the level of continuum detection. While Balmer-
ine absorption is expected to be weaker for H β than for H γ and H δ

t least, even assuming an equivalent width of 4 Å for H β absorption
nd 0 Å for the other Balmer lines would lead to a correction of less
han 5 per cent. 

The Balmer ratios shown in Fig. 2 are consistent with the
heoretical value, or slightly lower. The exceptions are H ζ for
alaxies ID10612 and ID6355, ho we v er, H ζ is v ery faint and
ossibly contaminated by He I . The other exception is H δ, which
s significantly lower than the theoretical value for galaxies ID4590
nd ID10612, while is well in agreement with the theoretical value
or ID6355; ho we ver, the former two galaxies are those with the
owest S/N and, in addition, some background residual problems
eem to be present at these wavelengths for these galaxies. We note
hat, as already reported by Schaerer et al. ( 2022 ), the use of the level
 products from the MAST archive would result in Balmer ratios
uch higher than the theoretical values, confirming the presence

f residual issues in the data processing and/or flux calibration
uggested both in the JWST documentation 8 and by the significant
evels of spectrophotometric correction we had to introduce (see
ection 2.1.2 ). 
We simultaneously fit the ratios of H γ/H β and H ε/H β to infer

he dust attenuation by assuming the SMC curve from Gordon et al.
 2003 ) with R V = 2.505; as mentioned, H δ/H β appears strongly
nderestimated in both ID4590 and ID10612 compared to the other
NRAS 518, 425–438 (2023) 

 see ht tps://jwst -docs.st sci.edu/jwst - calibration- pipeline- caveats 9
wo Balmer decrements at fixed attenuation, possibly due to poor
ontinuum subtraction, hence we consider this ratio only for ID6355.
he inferred values of nebular A V for the three sources are reported

n Table 2 . The use of the locally derived Gordon et al. ( 2003 )
MC curve may be arguable for such distant galaxies, ho we ver it
s been shown to be adequate for z ∼ 2 low-metallicity galaxies
Shi v aei et al. 2020 ). Moreo v er, since the [O III ] λ4363 emission line
s close in wavelength to the H γ line and [O III ] λ5007 is close to
 β, and considering that the attenuation is mostly driven by H γ/H β,

he choice of the attenuation curve has a minor effect on the dust-
orrected value of the [O III ]4363/[O III ]5007 line ratio (and hence
n the inferred temperature and metallicity). 
We compare the nebular attenuation to the attenuation of the

ontinuum derived from the BEAGLE SED fitting, once scaling stellar
o nebular attenuation by a factor of 2.11, 9 following Shivaei et al.
 2020 ). We find agreement within the uncertainties for ID4590 and
D10612, whereas a significantly higher attenuation from the SED
tting in ID6355. 

.2 Excitation diagnostics 

t the redshifts of our targets H α and adjacent nebular lines are
hifted outside the NIRSpec band, so they cannot be used to construct
he classical BPT diagnostic diagrams (Baldwin, Phillips & Terlevich
981 ). Ho we ver, interesting information about the excitation proper-
ies of these sources can be inferred from the [O III ] λ5007/H β versus
O II ] λ3727, 29/H β diagram. This diagram is shown in the left-hand
anel of Fig. 3 , where the shaded region marks the distribution of
ocal galaxies in the MPA-JHU catalogue from the Sloan Digital Sky
urv e y (Brinchmann et al. 2004 ; Tremonti et al. 2004 ) and other
urv e ys at z ∼ 1–3 (Troncoso et al. 2014 ; Onodera et al. 2016 ;
anders et al. 2021 ; Hayden-P a wson et al. 2022 ). The dashed line

ndicates the local dividing line between star-forming galaxies and
ctive galactic nuclei (AGNs) identified by Lamareille ( 2010 ). 

Intermediate-redshift star-forming galaxies are characterized by a
arge scatter, but they also tend to be shifted towards higher values
f [O III ]/H β. This is an effect similar to that seen in the classical
PT diagram (see the discussion in Maiolino & Mannucci 2019 ),
hich has been attributed to a combination of higher ionization
arameter and harder radiation field associated with α-enhanced
tellar populations (e.g. Strom et al. 2018 ; Topping et al. 2020 , but
ee also Curti et al. 2022 ). Therefore, finding that the two galaxies at z

7.6 are located abo v e Lamareille ( 2010 )’s line does not necessarily
mply that these are AGNs, but that they follow the same trend as
ntermediate-redshift galaxies. 

Galaxy ID4590 at z ∼ 8.5 is located in a region of the diagram
oorly populated by both local and intermediate-redshift galaxies,
ith log([O III ]/H β) ∼ 0.5 and log([O II ]/H β) ∼ -0.75. According

o the photoionization models presented in Nakajima & Maiolino
 2022 ), and shown in Fig. 4 , this region is populated by young,
etal-poor galaxies. Ho we ver, we also note that the presence of an
GN with low metallicity ( Z ∼ 10 −3 ) cannot be completely ruled
ut by these models. 
The right-hand panel of Fig. 3 shows instead the excitation dia-

ram O 32 = [O III ] λ5007/[O II ] λ3727, 29 versus R 23 = ([O III ] λ4959,
007 + [O II ] λ3727, 29)/H β, where the same local and intermediate-
edshift galaxies are shown as in the left-hand panel. This diagram can
e considered as a proxy of ionization parameter (primarily traced by
 32 ; D ́ıaz et al. 2000 ) versus metallicity (primary traced by R 23 , e.g.
 we note the exact determination of this factor is quite uncertain 

art/stac2737_f2.eps
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Figure 3. [O III ]/H β versus [O II ]/H β diagram (left-hand panel) and [O III ]/[O II ] versus R 23 diagram (right-hand panel) for local SDSS galaxies (grey contours 
marking the 70 per cent and 90 per cent of the distribution), galaxies at z ∼1–3 from the literature, and the JWST sample at z ∼ 8. 

Figure 4. [O III ]/H β versus [O II ]/H β diagram illustrating the photoioniza- 
tion models for low metallicity PopII, PopIII, and AGNs from Nakajima & 

Maiolino 2022 . Different symbols mark different population of objects (as 
explained in the legend), while different colours belong to different values of 
the gas-phase metallicity. The line ratios observed in our z ∼ 8 galaxies are 
marked with red symbols. 
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agao, Maiolino & Marconi 2006 ). Ho we ver, high O 32 v alues are
ometimes also considered as indicative of density-bounded clouds, 
ossibly associated with high escape fractions ( f esc ) of Lyman- 
ontinuum (LyC) photons (Nakajima & Ouchi 2014 ; Barrow et al. 
020 ; Nakajima et al. 2020 ). All three galaxies at z > 7 considered
ere hav e v ery high values of O 32 . Especially, ID10612 at z = 7.6
nd ID4590 at z = 8.5 have extremely high values of O 32 that are
arely seen even in galaxies at z ∼2–3, if not in extreme [O III ] λ5007
mitters with very high equi v alent widths (Tang et al. 2019 ). The
act that these galaxies have such high values of O 32 can potentially
ndicate very high ionization parameters and/or large LyC escape 
ractions (Chisholm et al. 2022 ). Based on Ly α emitters (LAEs)
robed by different low- and intermediate-redshift galaxy surv e ys 
ith similar line ratios and metallicities to our JWST sample we can
ro vide (following e.g. Izoto v et al. 2018b ; Nakajima et al. 2020 )
 rough estimate of the f esc in our galaxies. In particular, the O 32 

alue for ID6355 ( log O 32 = 0 . 96) is consistent with LyC leakers
ith f esc � 0.1, whereas ID4590 and ID10612 sho w O 32 v alues

 log O 32 = 1 . 18; 1.36, respectively) comparable with f esc from ∼0.1
p to ∼0.5. We stress ho we ver that the relationship between O 32 and
 esc is quite scattered, and that a large O 32 may be a necessary but
ot sufficient condition for the presence of relevant LyC emission 
Izotov, Thuan & Guse v a 2017 ). 

.3 Oxygen abundance determination 

e exploit the highly significant detection of the [O III ] λ4363 auroral
ine in JWST /NIRSpec spectra of the three galaxies studied here
o measure the oxygen abundance (a proxy of the total gas-phase
etallicity) by means of the electron-temperature ( T e ) method. More

pecifically, [O III ] λ4363 is detected at 8.6 σ , 7.3 σ , and 6.4 σ in the
pectra of ID4590, ID10612, and ID6355, respectively. 

For the purposes of temperature and abundance computation, 
e model each galaxy as a single H II region constituted by two

onization zones: the high-ionization one, traced by the O 

++ ion; and
he low-ionization one, traced by the O 

+ ion. We have direct access
o the temperature of the high-ionization zone (t3) from the ratio
etween the [O III ] λ4363 and [O III ] λ5007 emission lines. 

We implement the iterative procedure described in Nicholls et al. 
 2013 ) to infer t3 from this auroral-to-nebular diagnostic line ratio,
dopting the atomic data from Palay et al. ( 2012 ), and assuming
n electron density N e = 300 cm 

−3 (a value typically measured in
he ISM of z ∼ 2–3 galaxies, e.g. Sanders et al. 2016 ); different
alues of N e would not impact significantly our results, as the
O III ] λ4363/[O III ] λ5007 ratio depends only mildly on gas density.
he derived t3 temperatures for our galaxies are reported in Table 2 .
he temperatures derived for ID10612 and ID6355 ( ∼17 600 K
nd ∼12 200 K) are consistent with the typical values of low- and
ntermediate-metallicity H II regions, whereas the ID4590 source at 
 ∼ 8.5 is characterized by a much higher temperature ( ∼28 600 K),
ossibly driven by low metallicity and high ionization parameter, 
nd similar to what observed in local extremely metal-poor galaxies 
e.g. Izotov et al. 2018a ; Izotov, Thuan & Guse v a 2021 ). 

Since we do not have access to temperature diagnostics for the
ow-ionization species (i.e. no auroral line emission is detected from 

 

+ or S 

+ species in the spectra), here we adopt the temperature–
emperature relation from Pilyugin et al. ( 2009 ) to infer the tem-
erature of the low-ionization zone (t2): t 2 = 2640 + 0.835 × t 3.
hile the applicability of such relation at z ∼ 8 is questionable,

dopting a different locally calibrated t2–t3 relation does not sig- 
ificantly impact the total oxygen abundance determination since 
MNRAS 518, 425–438 (2023) 
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n these low-metallicity environments the O 

++ abundance is largely
ominant o v er O 

+ (Andrews & Martini 2013 ; Curti et al. 2017 ). For
omparison, adopting the t2–t3 relation from Garnett ( 1990 ) impacts
he final metallicity calculation by less than 1 per cent. 

Finally, we compute the ionic abundances of O 

+ and O 

++ using
he getIonAbundance routine of PYNEB (v 1.1.10, Luridiana et al.
012 , 2015 , adopting the atomic data from Palay et al. 2012 ),
hich provides the abundance of ionic species given the electron

emperature (of the corresponding ionization zone), the gas density,
nd the flux of a strong emission line (e.g. [O III ] λ5007 for O 

++ ,
O II ] λ3727, 29 for O 

+ ) relative to H β, and assuming the same
tomic data from Palay et al. ( 2012 ). Here, we assume that the
otal oxygen abundance is the sum of the abundances of the singly
nd doubly ionized oxygen species, i.e. O/H = O 

+ /H + O 

++ /H,
eglecting contributions from higher ionization states. 
The derived electron temperatures and oxygen abundances for our

alaxy sample are reported in Table 2 ; uncertainties on both quan-
ities are computed through Monte Carlo simulations by randomly
erturbing (assuming a Gaussian noise distribution) one hundred
imes all measured line fluxes by their measurement errors 10 (includ-
ng the uncertainty from reddening correction), randomly varying
he density between 100 and 1000 cm 

−3 , and repeating the full
emperature and abundance calculation for each iteration, taking the
tandard deviation of the distribution of temperatures and abundances
btained as the representative uncertainties on the measured values.
one the less, we note that these values probably underestimate

he true uncertainties, because the systemic contributions are not
onsidered. In particular, temperature stratification in H II regions can
ignificantly halter the derived metallicity (Stasinska 2002 ; K e wley,
icholls & Sutherland 2019 ). 
As briefly mentioned abo v e, the high t3 measured in ID4590 places

his object at the limit of what has ever been observed in the local
niverse for star-forming galaxies. Such high temperature might also

eveal the presence of a much harder ionizing continuum associated
ith AGN activity (Dors et al. 2021 ; Riffel et al. 2021 ; but see also
atz et al. 2022 for different possible interpretations), which is indeed
ot ruled out also by photoionization models, as already shown
y comparing the observed line ratios with the predictions of the
akajima & Maiolino ( 2022 ) models in Fig. 4 . Although we fa v our

he scenario of star-forming galaxy with low metallicity and high
onization parameter, for comparison we verified that the analytic
pproach presented in Dors et al. ( 2021 , equations 9 and 10), tuned
or deriving T e -based metallicities in AGNs, provides a comparable
stimate of the total oxygen abundance, finding temperatures and
etallicities consistent within the uncertainties with our fiducial T e -
ethod. We simply note that, in case of the presence of an AGN, the
etallicity of ID4590 might be underestimated by not accounting

or the abundance of the O 

+++ species, and that the stellar mass
nd SFR determination would require further care in decomposing
he stellar from the AGN contribution to the photometry. Ho we ver,
e also note that obscuration from the dusty tori in type II AGNs

ould weaken the [O III ] λ4363 emission (e.g. Nagao, Murayama &
aniguchi 2001 ). 
It is also interesting to note that the galaxy with the lowest
etallicity, ID4590, is also the one with the highest dust attenuation.
hile one should not o v erinterpret this result, as the uncertainty on

ttenuation is large, this is something that is observed in some local
warf, low metallicity galaxies (e.g. SBS 0335-052), which can have
NRAS 518, 425–438 (2023) 

0 we verified that errors from the PPXF fitting procedure are consistent with 
hose inferred from bootstrapping 

1

x

arge dust masses and high dust attenuation. At a given gas mass,
ompactness and geometrical effect can strongly contribute to the
igher dust attenuation; moreo v er, high gas density can foster the
apid growth of dust in the ISM (Schneider, Hunt & Valiante 2016 ). 

Finally, we note that, in a recent paper, Schaerer et al. ( 2022 )
nalyses the same three galaxies, obtaining different results in terms
f gas temperature and metallicity. They notice non-physical Balmer
ecrements in their spectra, and apply a power -law, wa velength-
ependent correction. They also infer un-physically high temperature
or ID4590. As discussed in the previous sections, we obtain
easonable Balmer decrements, without introducing any a posteriori
djustment, and we can reliably measure the temperature in ID4590,
hich gives results consistent with the ISM properties of extremely
etal-poor galaxies. We believe that these differences can be ascribed

o our additional processing of the data, as discussed in detail
n Section 2.1.2 . We note that similar issues have been reported,
iscussed, and addressed with different prescriptions also by other
ecent works (Arellano-C ́ordova et al. 2022 ; Brinchmann et al. 2022 ;
hoads et al. 2022 ; Taylor et al. 2022 ; Trump et al. 2022 ). 

.4 Comparison with strong-line metallicity calibrations 

etallicity diagnostics based on strong nebular emission-line ratios
re widely adopted by the astronomical community to infer the
hemical abundances of large samples of galaxies, for which auroral
ines are often not detected. Several authors have calibrated such
iagnostics by exploiting samples of local star-forming galaxies and
 II regions with T e -based metallicity determinations (e.g. Pettini &
agel 2004 ; Maiolino et al. 2008 ; Marino et al. 2013 ; Pilyugin &
rebel 2016 ; Curti et al. 2017 ; Bian et al. 2018 ; Sanders et al. 2021 ).
o we ver, an e volution in the ISM conditions of high-redshift galaxies

ompared to the local Universe might impact the intrinsic dependence
f strong-line ratios on gas-phase metallicity, potentially hampering
heir use as abundance diagnostics at high redshift and thus biasing
he assessment and interpretation of the chemical evolution history
f galaxies. 
Here, we exploit the T e -based abundances delivered by

WST /NIRSpec spectra to test the rest-frame optical, strong-line
etallicity calibrations for the first time at z ∼ 8. In Fig. 5 , the
 e -based log(O/H) measurements of the three galaxies in our sample
re plotted against some of the most widely adopted strong-line
etallicity diagnostics, specifically: R3 = [O III ] λ5007/H β,
2 = [O II ] λ3727, 29/H β, R 23 = ([O III ] λλ4959,
007 + [O II ] λ3727, 29)/H β, O32 = [O III ] λ5007/[O II ] λ3727, 29,
nd Ne3O2 = [Ne III ] λ3869/[O II ] λ3727, 29. 

Different calibration curves (in the form of polynomial relations
etween metallicity and strong-line ratios) are shown for these diag-
ostics in each panel, namely from Maiolino et al. ( 2008 ) Curti et al.
 2020a ), Sanders et al. ( 2021 ), Bian et al. ( 2018 ), and Nakajima et al.
 2022 ). In brief, Curti et al. ( 2020a ) complemented the Curti et al.
 2017 ) calibrations based on T e metallicity measurements performed
n stacked spectra of SDSS galaxies in the [O II ] λ3727, 29/H β versus
O III ] λ5007/H β diagram; here, we also include a new calibration of
he Ne3O2 diagnostic based on the same methodology and combined
ample of stacks and individual SDSS galaxies with [O III ] λ4363
etections described in Curti et al. ( 2017 ), and which was not
ublished before. 11 Sanders et al. ( 2021 ) combined the measurements
erformed by Andrews & Martini ( 2013 ) in stellar mass ( M � )–SFR
1 The calibration is presented in the usual form [log(R) = 

∑ n 
i= 0 a i x i ], where 

 = 12 + log(O/H)-8.69 (solar metallicity from Allende Prieto, Lambert & 



Direct metallicities with JWST at z ∼ 8 433 

Figure 5. The relationships between T e metallicity and strong-line ratios for the JWST galaxy sample are compared with some widely adopted abundance 
calibrations, namely from Maiolino et al. ( 2008 ), Bian, K e wley & Dopita ( 2018 ), Curti et al. ( 2017 , 2020a ), Sanders et al. ( 2021 ), and Nakajima et al. ( 2022 ). All 
these calibration relations are built from samples of local star-forming galaxies with T e -based measurements, but are based on slightly different assumptions (see 
the text for more details). The solid lines represent the relationships in the metallicity calibration range as provided by the authors, whereas dashed lines mark 
extrapolations of the polynomial fit outside that range. The shaded areas encompass the region between the calibrations based on the low- and high-EW(H β) 
subsamples of metal-poor galaxies as presented in Nakajima et al. ( 2022 ). 
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tacks of SDSS galaxies with a sample of low-metallicity dwarfs 
rom Berg et al. ( 2012 ), whereas Maiolino et al. ( 2008 ) combined a
ample of galaxies with auroral line detections at low metallicity from 

agao et al. ( 2006 ) with predictions from photoionization models in
he high-metallicity regime. Nakajima et al. ( 2022 ) instead extended 
he calibrations based on the Curti et al. ( 2017 ) SDSS stacks to the
ow-metallicity regime leveraging T e -measurements in extremely 

etal-poor galaxies from the EMPRESS surv e y (Kojima et al. 2020 );
n particular, in Fig. 5 we show the calibrations best-fit obtained 
y Nakajima et al. ( 2022 ) from the full galaxy sample with the
olid line, whereas the shaded areas encompass the region between 
he calibrations based on the subsamples of metal-poor galaxies 
haracterized by high- and low-EW(H β) (i.e. EW(H β) > 200 Å
nd < 100 Å, respectively). Finally, Bian et al. ( 2018 ) built a set
f calibrations on a sample of local analogues of high-redshift 
alaxies (for which auroral lines are detected in stacked spectra), 
elected to match the location of observed z ∼ 2 sources in the
N II ]–BPTdiagram (Shapley et al. 2015 ; Strom et al. 2017 ); such
alibrations, though still based on local galaxies, are thus specifically 
uilt for being applied to high-redshift galaxy spectra. 

The two z ∼ 7.6 sources, ID10612 and ID6533, present a higher 
evel of nebular excitation than lower redshift calibration samples, 
lacing them abo v e the upper plateau of R23, R3, and O32 curves,
nd below the expected R2 value at given metallicity, in the Curti
splund 2001 ), and the best-fitting coefficients are: c 0 = −1.632; c 1 = 

2.061; c 2 = −0.461. 

p
1

c
W
e

t al. ( 2020a ), Maiolino et al. ( 2008 ), Nakajima et al. ( 2022 ), and
anders et al. ( 2021 ) calibrations, whereas the Bian et al. ( 2018 )
urves better cover that region of the line ratios parameter space. The
xtremely metal-poor z ∼ 8.5 ID4590 source, instead, is located in 
 region outside the validity range of most calibrations under study;
one the less, it exhibits line ratios properties resembling those of
xtremely metal-poor galaxies in the local Universe, and especially 
aiolino et al. ( 2008 ) and Nakajima et al. ( 2022 ) calibrations, as
ell as some of the extrapolations of Curti et al. ( 2020a ) and Sanders

t al. ( 2021 ) curves (shown as dashed lines 12 ), provide a reasonable
atch to most of the line ratios observed in this galaxy. 
Some of the observed deviations are actually still within the scatter

f the calibration relations (typically ranging between 0.1 and 0.2 dex
n a given line ratio at fixed metallicity, depending on the diagnostic
nd the calibration sample). In Table 3 , we compare the observed
nd predicted (given the measured metallicity) line ratios for each 
onsidered strong-line diagnostics (i.e. the vertical offset from the 
alibration relation), and report the significance of the deviation (in 
nits of σ ) taking into account both measurements uncertainties and 
he intrinsic dispersion of each individual calibration. 13 In many 
ases, the measurements clearly fail to simultaneously match all the 
MNRAS 518, 425–438 (2023) 

hysical behaviours outside their fitting range 
3 Since Bian et al. (2018 ) do not provide an estimate of the dispersion of the 
alibrations, we assume a typical dispersion of 0.15 dex for all diagnostics. 
e further note that in some cases, e.g. the Ne 3 O 2 calibration from Nakajima 

t al. ( 2022 ), a very large intrinsic dispersion of the calibration may artificially 
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M

Table 3. Significance of the deviation (in units of σ ) of the observed 
line ratios in the JWST z ∼8 galaxy sample from the predictions of each 
of the strong-line calibrations presented in Fig. 5 . Both the measurements 
uncertainties on the line ratios and the intrinsic dispersion of the calibrations 
( σ cal , reported here as provided by the various authors) are taken into account. 

Galaxy ID R2 R3 O32 R23 Ne3O2 

Maiolino et al. ( 2008 ) 
σ cal 0.10 0.10 0.20 0.06 0.06 

4590 1.68 3.03 0.08 1.77 0.39 
6355 2.31 1.88 4.39 0.96 3.16 
10612 2.20 0.86 2.97 0.41 3.18 

Curti et al. ( 2017 , 2020a ) 
σ cal 0.11 0.09 0.15 0.06 0.12 

4590 14.94 3.22 2.54 0.59 1.97 
6355 2.99 2.62 3.80 1.80 3.82 
10612 1.89 1.80 2.11 0.64 2.04 

Bian et al. ( 2018 ) 
σ 1 

cal – – – – –

4590 – 0.35 5.23 1.34 4.7 
6355 – 1.50 3.71 0.95 2.52 
10612 – 0.01 0.57 0.004 0.91 

Sanders et al. ( 2021 ) 
σ cal 0.13 0.10 0.19 0.08 0.20 

4590 3.10 2.31 1.98 1.37 0.92 
6355 3.65 2.86 4.05 1.77 2.64 
10612 3.29 3.86 4.32 1.49 4.28 

Nakajima et al. ( 2022 ) 
σ cal 0.27 0.16 0.39 0.10 0.42 

4590 0.95 2.54 1.62 1.18 0.95 
6355 1.26 1.75 1.72 1.38 0.18 
10612 1.29 0.74 1.32 0.53 1.58 

Note . 1 F or Bian et al. ( 2018 ) we assume a dispersion of 0.15 dex on each 
calibration. 
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Figure 6. Mass–metallicity relation (MZR) for the JWST sample. The MZR 

for SDSS galaxies from Curti et al. ( 2020a ) and its best-fit are shown by the 
grey contours and black curve, respectively. The best-fit to stacked spectra of 
MOSDEF galaxies from Sanders et al. ( 2021 ) (based on the Bian et al. 2018 
calibrations tuned for high-z) are shown as representative for the MZR at z ∼
2.3 and z ∼ 3.3. Moreo v er, the MZR at z ∼ 8 predicted by TNG (Nelson et al. 
2019 ), EAGLE (Schaye et al. 2015 ), FIRE (Ma et al. 2016 ) (extrapolated to 
z = 8), and SERRA (Pallottini et al. 2022 ) simulations are shown as dashed 
purple, orange, bro wn (light bro wn for re-scaled relation to match both local 
and z = 2–3 observations) and blue lines, respectively, with the shaded areas 
marking the region between the 16th and 84th percentiles of the predicted 
relation. 
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elations, prompting for a self-consistent revision of the calibrations
t such early epochs which could be applied to galaxy spectra at
ifferent redshifts and/or observed in different filters, hence probing
ifferent emission lines. 

 COSMIC  E VO L U T I O N  O F  T H E  

ETA LLICITY  SCALING  R E L AT I O N S  

.1 The mass–metallicity relation 

n this section, we investigate the evolution in the metallicity scaling
elations of galaxies as probed by the T e -based O/H measurements
nabled by JWST /NIRSpec at z ∼ 8. In Fig. 6 , we plot the three
alaxies analysed in this paper on the mass–metallicity plane, along
ith the local relation inferred for the SDSS sample by Curti et al.

 2020a ) from T e -based calibrations (contours in grey, best-fitting
ZR in black). Compared to the MZR in the local Universe probed

y SDSS g alaxies, g alaxies at z ∼ 8 appear metal deficient at fixed
tellar mass, in agreement with the expected redshift evolution of
he MZR (see Maiolino & Mannucci 2019 , and references therein).

ore specifically, ID6355 is offset by 0.18 dex from the z ∼ 0
ZR, whereas ID10612 is offset by 0.52 dex. We also compare

hese observations at z ∼ 8 with the MZR at z ∼ 2 and z ∼ 3.3, here
NRAS 518, 425–438 (2023) 

ower the significance of the computed deviation, which is therefore not a good 
epresentation of the calibration accuracy. 

c  

(  

m  

t  
arametrized by a linear regression fit performed on stacked spectra
rom the MOSDEF surv e y as presented in Sanders et al. ( 2021 ).
hese authors adopt the Bian et al. ( 2018 ) T e -empirical calibrations
ased on local analogues of high-z galaxies in order to reduce the
otential biases affecting the use of local strong-line metallicity
iagnostics at high redshift. Extrapolating the Sanders et al. ( 2021 )
elation to the low-mass range, we find that the metallicity of ID6355
s broadly consistent with the z ∼ 2.2 MZR, whereas ID10612 is
ffset by 0.12 dex from the z ∼ 3.3 MZR extrapolation. Naively,
his could be interpreted as a signature of little or no evolution of
he low-mass end of the MZR (either in slope or normalization)
etween z ∼ 3.3 and z ∼ 7.6, possibly implying a mild cosmic
volution in both the gas fraction (and consequent metal dilution)
nd the metal-loading factor of star-formation-dri ven outflo ws o v er
1.2 Gyr (Sanders et al. 2021 ). 
In contrast, we find that galaxy ID4560 is more than 1 dex offset

rom the z ∼0 MZR, and deviates strongly ( ∼0.8 dex) also from the
xtrapolation of the MZR at z ∼3.3. Rather than very rapid redshift
volution of the MZR, this could indicate that ID4560 is in a very
arly evolutionary stage, in the process of rapidly building up its
etals and approaching the MZR within a timeframe of just a few

ens Myr (e.g. fig. 11 in Maiolino et al. 2008 ). Alternatively, this
nding could indicate that the slope of the MZR becomes steeper at
ery low masses (not probed by the z ∼2.2–3.3 surveys). 

.2 The fundamental metallicity relation 

n this section, we explore whether these galaxies at z ∼ 8 are
onsistent with the fundamental metallicity relation (FMR), which
as discussed in the introduction) describes the correlation between
etallicity, stellar mass, and SFR, observational consequence of

he interplay between gas accretion, star formation, and outflows
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Figure 7. Deviations in the observed log(O/H) from the predictions of 
the local fundamental metallicity relation (FMR; from Curti et al. 2020a , 
equation 5), plotted as a function of redshift (look back time is reported 
on the top axis). High-redshift galaxies with T e -based measurements from 

JWST /NIRSpec are shown as red symbols. The average (and standard 
de viation) of fset computed for different data sets complied from the literature 
at different redshifts are also shown for comparison. All metallicities from the 
literature samples are self-consistently re-computed adopting the T e -based 
(Curti et al. 2020a ) calibrations at z < 1 and (Bian et al. 2018 ) at z > 1. At z ∼8, 
galaxies appear offset from the predictions of the local FMR (though with 
dif ferent le vels of significance), suggesting that they are far from the smooth 
equilibrium between chemical enrichment and gas flows that sets the average 
scaling relations in local galaxies (and up to z ∼3). 
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hich go v ern the secular evolution of galaxies, and which was found
ot to evolve (or marginally evolve), out to z ∼3. Fig. 7 shows the
eviation of the measured galaxy metallicities from the predictions 
f the FMR, as parametrized by equation (5) of Curti et al. ( 2020a ).
ifferent samples with available rest-frame optical spectroscopy 

ompiled from the literature at various redshifts are included in 
he attempt to trace the cosmic evolution of this scaling relation 
cross almost the entire history of the Universe. Specifically, these 
alaxies are compiled from Cresci et al. ( 2012 ; zCOSMOS at z ∼0.3–
.6), Hayden-P a wson et al. ( 2022 ; KLEVER at z ∼2.2), Sanders
t al. ( 2021 ; MOSDEF at z ∼2.3–3.3), Onodera et al. ( 2016 ; z ∼3.3),
nd Troncoso et al. ( 2014 ; AMAZE at z ∼3.3). The metallicities of
alaxies at z > 1 have been consistently re-computed adopting the 
ian et al. ( 2018 ) T e -based strong-line calibrations (to account for
otential evolution in the diagnostics), whereas we adopt the Curti 
t al. ( 2020a ) calibrations for SDSS and zCOSMOS galaxies. For
omparison, adopting instead the Curti et al. ( 2020a ) calibrations 
or all galaxy samples produces, on average, a ∼0.1 dex lower 
etallicity in z ∼2 −3 galaxies. The various symbols in Fig. 7 mark,

or each considered literature data set, the average offset in O/H 

and standard deviation as errorbars) from the FMR predictions for 
ndividual galaxies within the sample. The red symbols mark instead 
ndividual T e -based measurements for the JWST galaxy sample at z 

8; the errorbars on such datapoints are obtained by co-adding in 
uadrature the uncertainty on the log(O/H) measurement from the 
 e method and the uncertainty on the metallicity predicted by the 
MR, e v aluated from the standard deviation of the distribution of
etallicities obtained by varying one hundred times the input M � 

nd SFR of galaxies within their errors. 
The two galaxies at z ∼ 7.6 show offsets of about ∼0.2 dex
significant at ∼2 σ ) from the FMR, though with different signs,
uggesting different evolutionary stages. However, we also note 
hat considering additional sources of uncertainty, like the errors 
ssociated to the parametrization of the functional form of the FMR
nd its extrapolation to the average M � and SFR of the JWST sample
i.e. ∼0.25 dex uncertainty, cfr. fig. 11 in Curti et al. 2020a ), or the
ystematics introduced by the existence of temperatures stratification 
iasing the T e -derived metallicity (Kewley et al. 2019 ), would make
he two z ∼7.6 galaxies broadly consistent with the FMR predictions.

The situation is readily different for the z ∼ 8.5 source ID4590,
hich is observed to be much more metal-poor than the other

w o. This galaxy f alls at the very lo w-mass, lo w-metallicity end
f the MZR in Fig. 6 and is also offset by ∼0.9 dex from the
etallicity expected by the FMR given its M � and SFR, a deviation

ignificant at ∼6 σ ( > 3 σ even accounting for uncertainties on the
MR extrapolation). Considering that only ∼100 Myr separate the 

wo epochs (i.e. z ∼ 7.6 and z ∼ 8.5), this suggests that this
bject might be observed very far from the equilibrium between 
hemical enrichment and gas flows, and it is likely experiencing 
n initial, steeply rising phase of enrichment (see discussion in 
revious section) while being swamped by accretion of pristine gas. 
n agreement with the emission-line properties already discussed in 
erms of the metallicity calibration plots, the properties of this object
esemble those of extremely metal-poor galaxies observed in the 
ocal Universe, which indeed have been long considered as potential 
nalogues of galaxies in the epoch of reionization (e.g. Izotov et al.
018a ; Izotov et al. 2019 ; Izotov, Thuan & Guse v a 2021 ). 
Ov erall, we hav e observ ed three galaxies at z ∼8 showing a large

catter in metallicity, probably as a consequence of their early 
volutionary stage, questioning whether the FMR scaling relation 
bserved at lower redshifts, and associated with a more smooth 
nd secular evolution, is already in place at these cosmic epochs.
o we ver, much larger and statistically robust samples are required

n order to dra w an y strong conclusion on the evolution of such
caling relation at these redshifts. 

.3 Comparison with theoretical predictions 

inally, in Fig. 6 we also compare our observations with the
redictions of the MZR at z ∼ 8 extracted from different suites
f cosmological box and zoom-in simulations, namely IllustrisTNG 

Marinacci et al. 2018 ; Naiman et al. 2018 ; Nelson et al. 2018 , 2019 ;
illepich et al. 2018 ; Springel et al. 2018 ), EAGLE (Crain et al. 2015 ;
chaye et al. 2015 ; McAlpine et al. 2016 ), FIRE (Ma et al. 2016 ), and
ERRA (Pallottini et al. 2022 ). In both EAGLE and IllustrisTNG we
ake use of the publicly available subhalo catalogues at z = 8 from

he highest resolution runs in ∼ 100 3 cMpc 3 cosmological boxes with 
ducial subgrid physics prescriptions. In order to calculate gas phase 
etallicities in IllustrisTNG and EAGLE, we adopt the approach 

f Torrey et al. ( 2019 ), considering central galaxies and assuming
hat oxygen comprises 35 per cent of the SFR-weighted metal mass
raction within twice the stellar half-mass radius (IllustrisTNG) and 
5 per cent of the metal mass fraction in star-forming gas particles in a
ound halo (EAGLE). FIRE simulations instead define the gas-phase 
etallicity as the mass-weighted metallicity of all gas particles that 

elong to the ISM (defined by a temperature below 10 4 K, Ma et al.
016 , whereas in SERRA the metallicity is tracked as the sum of all
eavy elements and gas, and stellar metallicity are coupled (Pallottini 
t al. 2022 ). Both FIRE and SERRA assume solar abundance ratios
Asplund et al. 2009 ). 
MNRAS 518, 425–438 (2023) 
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In Fig. 6 we find that both EAGLE and IllustrisTNG are in
easonably good agreement with the observations of the two z ∼ 7.6
alaxies with T e measurements. In order to contextualize this result
n the absolute metallicity scale, we have verified that our physical
ssumptions on oxygen yield provides good matches to both the
arametrization of the MZR of Curti et al. ( 2020a ) at z ∼ 0.08 and of
anders et al. ( 2021 ) at z = 2–3, which are based on T e -calibrated
trong-line diagnostics. This comparison hence suggests that both
uites may capture some of the primary chemical enrichment in
lace in the early Universe, despite the lack of observational data
vailable for model calibration at high redshift. 

The redshift-evolution of the MZR predicted by FIRE simulations
Ma et al. 2016 ) (originally tracing galaxies from z = 0–6 and here
xtrapolated to z ∼8) shows instead a much lower normalization,
uggesting a strong evolution between z ∼ 3.3 and z ∼ 8, and getting
loser to what we observe in ID4590. Ho we ver, in contrast to what
s found for EAGLE and IllustrisTNG, we find that the FIRE-based

ZR parametrization from Ma et al. ( 2016 ) predicts 0.22 dex and
.24 dex lower metallicities than observed in MOSDEF galaxies at z

2.3 and z ∼ 3.3 from Sanders et al. ( 2021 ), respectively, whereas
.15 dex higher normalization compared to the SDSS-MZR at z ∼
.08 from Curti et al. ( 2020a ). We attempt to correct for such redshift-
ependent offset by fitting an exponential function of the form [A
 

−z/z 0 + C] 14 to the measured � log(O/H) in FIRE simulations at
he three redshifts ( z ∼ 0.08, z ∼ 2.3, z ∼ 3.3), and use it to predict
 normalization offset at z ∼ 8 of � log(O/H) =−0.25 dex. In Fig. 6 ,
e also show such re-scaled z ∼8 extrapolation of the FIRE-MZR as

he light-brown dashed line, which gets closer to what observed in
D10612. In contrast, the high-resolution (25 pc at z = 8) SERRA
uite of cosmological zoom-in simulations predict a flatter MZR
t z ∼ 8 with much larger dispersion, suggesting such a scaling
elation is not yet in place at these cosmic epochs. We note that the
ERRA simulations follow galaxies only down to z ∼ 6, hence no
irect comparison with lower redshift observations can be performed.
eedless to say, more metallicity determinations at such early epochs

nd more dedicated simulations of high-redshift galaxy populations
re needed to constrain the theoretical predictions on the evolution
f the MZR at very high-z relative to its shape at lower redshift. 

 C O N C L U S I O N S  

e have analysed the properties of the three z ∼ 8 gravitationally
ensed galaxies observed in the framework of the JWST Early Release
bservations. These galaxies were selected based solely on their

edshift z > 7. We have used sensitive NIRSpec spectra probing the
est-frame optical emission in these sources. Through a careful
rocessing and inspection of the spectra, we could study the ISM
roperties in these galaxies, and apply the robust T e -method to
nfer the gas-phase oxygen abundance for the first time at such
igh redshift. Our main findings for these three galaxies at z ∼8
re summarized as follows: 

(i) The Balmer lines are consistent with some, low level of dust
xtinction (Fig. 2 ). This finding is also consistent with the analysis
f the continuum SED. 
(ii) The excitation diagnostic ratios, such as [O III ]/H β, [O II ]/H β,

nd [O III ]/[O II ] are in the tail of the distribution observed in
alaxies at z ∼2–3 (Fig. 3 ). Remarkably, some of them have very low
O II ]/H β and very high [O III ]]/[[O II ]. These are consistent with the
NRAS 518, 425–438 (2023) 

4 best-fitting parameters: A = 0.43; z 0 = 0.85; C = −0.25 

 

t  

a  
xpectation of photoionization models for metal-poor galaxies and/or
alaxies with high escape fraction of ionizing, Lyman continuum
hotons. 
(iii) We robustly detect the [O III ] λ4363 auroral line in all three

alaxies, with ratios relative to the strong [O III ] λλ4959,5007 doublet
hat are large relative to local galaxies (0.01–0.04). 

(iv) The inferred gas temperatures range from 1.2 10 4 K to
.8 10 4 K, with the T e -based metallicities ranging from extremely
etal poor (12 + log(O/H) ∼7) to about one third solar. 
(v) None of the local strong-line metallicity calibrations seem

o provide a good prediction of the observed metallicities at z ∼8
imultaneously across all diagnostics and for all galaxies (Fig. 5 ).
ifferent calibrations seem to perform better for some galaxies or

or some diagnostic ratios, suggesting that a systemic re-calibration
f the strong-line diagnostics is needed for these early epochs. 
(vi) The two most ‘massive’ galaxies of the sample at z ∼7.6

log(M � /M �) = 8.1–8.7) are scattered around the mass–metallicity
elation at z ∼2–3 (Fig. 6 ), potentially suggestive of little evolution of
he MZR from z ∼2–3 to z ∼8. On the contrary, the least massive and

ost metal-poor galaxy (log(M � /M �) = 7.7, 12 + log(O/H) = 6.99)
eviates significantly from the relation at lower redshifts, suggesting
hat this galaxy is in a phase of rapid evolution or that the MZR has
 much steeper slope at such lo w masses. Dif ferent cosmological
imulations can reproduce some of the galaxies on the MZR, but
one of them seem capable of simultaneously matching all of them. 
(vii) The three galaxies are widely scattered relative to the FMR,

ith two of them marginally consistent and one (ID4590 at z ∼8.5)
trongly deviating (Fig. 7 ). This finding suggest that galaxies at such
arly epochs are undergoing rapidly evolving mechanisms, and not
et settled on the local scaling relations that are instead associated
ith smooth, secular evolutionary processes. In any case, much larger

amples are required in order to draw strong conclusions on the
volution of such scaling relations. 

In conclusion, these first data sets already highlight the giant leap
n the redshift parameter space brought to the field by the advent of
est-frame optical spectroscopy enabled by JWST , which is about to
pen a window on new modes of galaxy formation and evolution,
elping us to disco v er objects with properties radically different
han all the other known galaxies. Several forthcoming observational
rogrammes will target the ‘redshift desert’ between z ∼3–8 (and
eyond), allowing us to obtain a complete and coherent picture of
he evolution of the chemical properties of galaxies across the entire
osmic history. 

None the less, we also stress that assessing the applicability of the
trong-line metallicity diagnostics at high redshift remains an open
roblem, which requires both more a carefully selected sample of
alaxies and deeper observations to detect auroral lines o v er a wider
ange of metallicities. While the observations discussed in this paper
rovide a pre vie w of the possibilities opened by JWST in this sense,
 variety of programmes scheduled in Cycle 1 primarily designed to
ddress this science topic (e.g. Curti et al. 2021 ; Shapley et al. 2021 ;
trom et al. 2021 ) will soon provide a more robust re-calibration of

he strong-line metallicity diagnostics for the high-redshift Universe.
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