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Abstract. In this work, a re-design of the Moodledata module functionalities is presented to 

share learning objects between e-learning content platforms, e.g., Moodle and G-Lorep, in a 

linkable object format. The e-learning courses content of the Drupal-based Content 

Management System G-Lorep for academic learning is exchanged designing an object 

incorporating metadata to support the reuse and the classification in its context. In such an 

Artificial Intelligence environment, the exchange of Linkable Learning Objects can be used for 

dialogue between Learning Systems to obtain information, especially with the use of semantic 

or structural similarity measures to enhance the existent Taxonomy Assistant for advanced 

automated classification. 
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1   Introduction 

In recent years, e-learning systems became part of the Artificial Intelligence 

revolution, [1] where machines and intelligent systems can interchange information 

through an Internet connection. Before this concept, the Linked Data Networks 

already connected information objects, where the World Wide Web became the path 

through the creation of a global information space comprising linked documents. [2–

4] 
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G-Lorep (Grid Learning Object Repository) [5, 6] is a federation of distributed 

repositories containing Learning Objects (LO)s from various academic sources, 

developed as a Learning Managing System (LMS) at the Department of Mathematics 

and Computer Science of the University of Perugia, where it can boast an excellent 

operativity of about twenty years. The implementation of G-Lorep involved the 

Department of Chemistry, Biology, and Biotechnologies of the University of Perugia, 

as well as other European universities, e.g., Genoa and Thessaloniki. G-Lorep is also 

useful to support the student for the preparation to tests, including specialized ones 

such as the EChemTest® e-test, providing increasingly improved LOs, thanks to the 

cooperative effort of the multidisciplinary team of management members. [8] 

Regarding sharing LO Metadata (LOM), G-Lorep leverages different Moodle [7] 

modules, e.g. Moodledata, [8] to share a LOM between a Content Management 

System (CMS) and a Learning Management System, such as G-Lorep (managed by 

Drupal) and Moodle, where the same design can be applied with different modules to 

any other CMS and LMS. 

 

2   The G-LOREP-MOODLE connections 

In previous works [3, 10-11] we integrated the Moodledata module into Drupal, 

allowing the platform manager (i.e., the user with administrator permissions) to 

search and download files on the Moodle server, and to upload and classify them on 

Drupal as LOMs.  

Regarding the continuous update of Drupal, we achieved two main objectives: 

 

a) adapt the module to the new versions of Drupal; 

b) extend the module by adding new features: 

 

• Download files from Moodle. 

• Create a new Linkable Learning Object (LLO) from the downloaded 

data. 

• Upload the LLO to Drupal in G-Lorep (see Fig.1).  

 

 

The module customization, for the Moodledata upload, mainly includes three files 

with extensions ".module", ".install", ".info". 

A README.txt file provides a brief installation guide for the module, integrated by 

the online help. 

 

 



2.1 Design and Environment Setting  

As a first step, some features must be set to use the Moodledata module. The Drupal 

side sees two necessary modules for moodledata to be installed and set:   

 

• Collabrep, to manage the information transmission in the G-Lorep 

federation. 

• Linkable Object (LO), to manage the node and check user permissions, 

where a LO can be defined as a Learning Object or a Software Attachment. 

 

Such modules can be set in the Modules section of Drupal Administration settings.  

 

 
 

Fig. 1: The  Upload-Creation-Download 

 

2.2 Setting the Drupal web-service  

As in the case of download from Moodle to Drupal, [8] also for the case of 

downloading from Drupal files to be uploaded in Moodle, we need to manage a web 

service in Drupal. The Moodledata menu is used to access the module's features, 

which contains a short description of the information objects to access. The first is the 

Settings invoice, to set the Moodle access, with the following fields:  

 

• Domain address of the Moodle installation. 

• Username, to access the Moodle account. 

• Login Password. 



A connection to the web-service is attempted upon successful accomplishment of 

such operations,, and the access token is requested and kept for all the queries of the 

session. The module is now available to authenticated G-Lorep users.  

2.3 G-LOREP moodledata download and storage 

As easily understandable, the primary functions of the module regard the appropriate 

managing of the file downloads from G-Lorep. 

A file can be searched specifying a string including the full file name or its parts. An 

Advanced Search is available to refine a search combining additional parameters, e.g., 

course name, file author, and the timestamp of the last editing. The functions are: 

 

1. Search (clicking on the Search button): files matching the search criteria set 

are included in a table with the following fields: 

• select item: a checkbox for file selection; 

• course name: the course containing the file; 

• filename: the file name.  

2. Download (Download selected items feature): the selected files are 

downloaded and stored in a temporary cache in G-Lorep. This intermediate 

step between download and upload is transparent to the user, for better 

management of the process in order to prevent and avoid human errors. 

3. Metadata addition: the most exciting part of this work is the critical update 

and re-design of the module, replacing the database connection with the use 

of Moodle web-services to include a metadata exchange. Such semantic 

addition is to facilitate information retrieval of LLOs, exploited adding 

automatically content and context-related metadata using the G-Lorep 

taxonomy. LMSs like Moodle allow to add courses to categories, such as in a 

CMS, and this feature perfectly fits the feature of classification metadata 

exploited through the G-Lorep Taxonomy Assistant, which will be presented 

in section 3. 

4. Save: the user saves the files shown after a final check. An individual file 

loaded individually will maintain the name given when loading, while a 

collection of files will gain the name of both the folder and the file. 

 

In addition to the file name, the other fields in the table are: 

 

• author: file author; 

• format: file type; 

• description: a string describing the file, or folder given by the Moodle user 

during loading. 

• last modified: the last editing timestamp date. 



2.4 Moodledata Upload in Moodle 

Another primary function of the module provides the possibility to upload to Moodle 

the Drupal files downloaded in the moodledata table. Fig. 2 shows the G-Lorep 

linkable object ready to be shared. 

The evolution of G-Lorep providing the automation of the upload is a continuous 

work in progress. The saved LLO, for now, can be uploaded using the import function 

of Moodle. 

It should be noted that additional metadata, e.g., the files list and the taxonomy 

metadata do not appear in the interface of the LLO (see Fig. 2) because it shows only 

the editable content. The additional metadata are attached to the Linkable Object and 

can be visible from the G-Lorep course page, or directly in Moodle after the 

importing step. 

 

 

 
 

 

Fig. 2: The G-LOREP moodledata object (LLO interface) 
 



3  G-LOREP Taxonomy metadata 

3.1 Metadata storage in G-LOREP through the Drupal API Field 

The realization of the LO module makes use of the innovations introduced since the 

7.x version of the Drupal CMS by the Field API, to customize fields attachable to 

Drupal entities regarding storage, editing, loading, and view. 

To this aim, two data structures are defined: 

 

• Field: defines the format of data to attach to the entity. 

• Instance: allows instantiating the data type.  

 

In particular, in order to implement the LLO module, we chose the body and files 

Field APIs, respectively dealing with the description of the node and the information 

about the files attached to the LLO. The main advantage of Field APIs is the metadata 

management because Drupal itself takes care of the database management. For 

instance, about taxonomy metadata, the mentioned fields, stored in the file_managed 

table of the Drupal database, can be attached to the Linkable Object automatically. 

The changes are propagated by merely creating the object with the attached metadata, 

which will be stored in the shared database; a future call to the server that executes 

the download routine will get all the metadata within the object. At the creation step, 

the categories are visible to the user and can be selected. An assistant helps the user to 

select the best category (see fig. 3). The same happens for the synonyms used for 

tagging the object. [10–12] 

 

3.2 The G-LOREP Taxonomy Assistant 

The classification of educational objects (e.g., LLOs) is contributory to the 

organization of knowledge units in the realm context, allowing efficient reuse and 

information retrieval through automatic labeling and management. This enhancement 

is based on appropriate tree classifications (e.g., hierarchies, taxonomies) or graph 

classifications (e.g., ontologies) linking related entities. Recently, several proposals to 

manage semantic information through web-based queries shown impressive 

performances with fewer problems than ontologies. [11-12, 16-29] 

In our work in G-Lorep, we adopted the Drupal Taxonomy Assistant (TA), [9] where 

future works will include web-based similarity measures. TA is a module able to 

interact with the LLO, via the Linkable Object and the dis_cat modules. TA analyses 

the content of the text and the LO description and automatically proposes the best 

category, then selectable and editable by the user.  



 

 

 
 

Fig.3: User input and categories suggested by the TA 

 

 

The TA algorithm is based on pattern-matching between keywords and the terms of 

its thesaurus. The editability of the suggested category might introduce human typing 

mistakes, but its excellent productivity feature is to allow a fast creation of a brand-

new thesaurus whenever needed, e.g., when the actual meaning of a word appears in 

different places with different connotations, and some additions could be 

implemented in the classification phase. Moreover, in this way the updating phase of 

the thesaurus is much more comfortable, maintaining it updated as it is used. 

In the G-Lorep TA, categories are organized as a forest graph, where each tree 

epitomizes a science area (e.g., Computer Science, Mathematics, Physics, Chemistry, 

Biology) filled with sub-categories: the most detailed appear as tree leaves and the 



most general ones as roots. Such a scheme is compliant with various classification 

structures, in particular with the Dewey Decimal Classification (DDC), [13, 14], 

which G-LOREP flowchart is sketched in Fig. 4. Out of the input information, the TA 

builds the classification step applying the following text filtering: 

 

1. lower case conversion; 

2. deletion of non-essential characters (e.g., punctuation marks, parentheses, 

apostrophes); 

3.  check and deletion of stopwords, i.e., words of slight interest, usually not 

considered particularly meaningful by search engines [15, 16] (e.g., name 

articles, pronouns, adverbs, and other words whose interest is lowered by 

frequent usage). 

 

The goal of this filtering process is to obtain a set of keywords, deprived of 

superfluous terms, for querying the database. [9] In order to increase the likelihood of 

significant correspondences, a stemming mechanism based on standard syntax 

guidelines (e.g., for singular/plural extensions) enriches the TA. Each category is then 

associated with a thesaurus set of terms: synonyms are considered not only as single 

words but also as sets because they can include expressions. [20] 

The fraction given by the number X of keywords found in the description of the LO 

and the total number N of keywords defining the synonym is called coverage. [21–23] 

Coverage is used to compare the user keywords with synonyms sets contained in the 

taxonomy. For the records obtained from the query, each synonym is also split to 

subclasses of defined length windows, whose presence in the database is finally 

counted. The count is taken as a measure of the inherence, considered as the 

similarity between the synonyms and the user text, [23–26] expressing the adequacy 

of a category assignment in the Learning Object context. [27–30] 

 

3.3 Synonym inherence as an effectiveness index 

The inherence of a synonym Hs with a LO is the extent of pertinence P of the agreed 

synonym in the description of a LO. Hence, Hs can be taken as an effectiveness 

measure, with some assumptions: 

a) let the value of Hs be as high as the number N of words composing the 

synonym;  

b) let the value of Hs for partial coverage depending on the recurrence of a word 

among those composing the synonym (a coverage of “1 out of 3” must result 

in a Hs value higher than the one associated with coverage of “1 out of 4”). 

 



                                                           

 

 
 

 

Fig. 4: The TA algorithm scheme 
 

 

To give a precise algebraic formulation of Hs we give the following definitions: 

 

• Ri is the number of occurrences of the words in synonym i; 

• Si is the number of words composing synonym i; 

• K is the total number of valid keywords; 



• Ui = Ri/Si is the ratio between the number of occurrences of the words Ri found 

in the synonym i and the number of words Si found in it; 

• Pi = Si/K is the ratio between the words observed in the synonym i and the total 

number of considered keywords K (that is called either pertinence or relevance). 

The simple formulation of Hs was initially taken to be the power-like formula:  

   (1) 

where the result of (1) will be 1 if there is a “1 out of N” coverage, and N for a 

complete coverage “N out of N”. The Hs value is the same in both cases. Since 

such value is in conflict with the b) requirement, 

its behaviour can be fixed multiplying the Hs function by Ui: 

 

    (2) 
 

3.4 Inherence of categories 

The meaning of repeated partial occurrences in synonyms within a category can be 

calibrated to obtain the most appropriate efficacy measures: 

 

• Relative inherence of a category (Hr): the sum of all the synonym inherences 

Hs of the category. 

• Absolute inherence of a category (Ha): the sum of the relative inherences Hr 

associated with all the categories in the root/node path, weighted by the 

related level d. 

 

 

The relative inherence Hr can be expressed as:  

 

 

        (4) 

 

 

 

 



Expanding the formula through the substitution of Hs we obtain:  

 

    (5) 

 

 Fig. 5: The Hr  values plotted as a function of the number # of repetitions (or occurrences) for 

different numbers of words composing the synonym 

 

 

 

To obtain an algebraic construction of Ha we express the following positions: 

 

• d is the depth of the node,  

• Ri,d  is the number of matching words in the synonymous i at 

level d, 

• Si,d is the number of words constituting synonym i at level d,  

• Ui,d = Ri,d /Si,d is the ratio between the number of occurrences 

and the number of words constituting the synonymous i at level d.

 

 



Voice control 

We can, finally, work out the absolute inherence of a category obtained by adding the 

relative inherence value of each ancestor category i lying on the path from the root to 

the considered category multiplied by the level d to which the category belongs (see 

Fig.5): 

 

          (6) 

 

4 Searching LO with a semantics-based AI 

Recently, Artificial Intelligence (AI) has been introduced to e-learning systems. In our 

environment, the exchange of Linkable Learning Objects can be used for dialogue 

between Learning Systems to obtain information, especially with the use of semantic 

or structural similarity measures to enhance the existent Taxonomy Assistant for 

advanced automated classification. 

The G-LOREP platform and Moodle, being open-source, are particularly suitable to 

be enhanced with AI-based tools, e.g., an intelligent assistant to support information 

exchange. A feasible solution is to develop an assistant based on existing devices, 

e.g., Google Home, Amazon Alexia, Microsoft Cortana, which offer a set of APIs for 

voice control. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  
 

 

Fig. 6 AI-based LLO exchange 
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In such a web-based environment, web-based similarity measures, which rely on 

search engines (e.g., Google, Bing) to obtain frequency values used for semantic 

proximity calculation, [27, 31, 32] can be easily integrated into an AI to obtain a set 

of LLOs to exchange among learning systems. Fig.6 depicts the scheme of an AI-

based LLO search and exchange. 

 

5 Conclusions and future work 

Updating an integrated module on Drupal allows downloading files managed within 

the G-LOREP federation and share them in the form of Linkable Learning Objects to 

Moodle or a Linked Data network. The future development of the module will 

involve a plug-in to automate the procedures for activating the moodledata service on 

the Moodle side. 

We also described the use of the Taxonomy assistant (TA) automatically proposing a 

set of classification elements to the user in the delicate procedure of cataloging an 

LLO. TA proposes to the user the correct place for a LO in the taxonomy tree. Future 

activities will address the use of the taxonomy to link the Linkable Object for a 

Linked Data network. Another improvement will come from the integration in the G-

Lorep TA of web-based similarity calculations, such as the PMING distance [31, 33] 

or of other structural or semantic similarity [32] measures to improve the taxonomy 

prediction [34–36] or the term selection, as proposed and partially explained in [37]. 

In such an Artificial Intelligence environment, the exchange of Linkable Learning 

Objects can be used for dialogue between Learning Systems or between a Learning 

AI and a human user for advanced human-machine communication. [29, 30, 31] 
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