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Abstract. Visual retrieval systems face significant challenges when updating
models with improved representations due to misalignment between the old and
new representations. The costly and resource-intensive backfilling process involves
recalculating feature vectors for images in the gallery set whenever a new model is
introduced. To address this, prior research has explored backward-compatible train-
ing methods that enable direct comparisons between new and old representations
without backfilling. Despite these advancements, achieving a balance between
backward compatibility and the performance of independently trained models
remains an open problem. In this paper, we address it by expanding the representa-
tion space with additional dimensions and learning an orthogonal transformation
to achieve compatibility with old models and, at the same time, integrate new
information. This transformation preserves the original feature space’s geometry,
ensuring that our model aligns with previous versions while also learning new data.
Our Orthogonal Compatible Aligned (OCA) approach eliminates the need for re-
indexing during model updates and ensures that features can be compared directly
across different model updates without additional mapping functions. Experimen-
tal results on CIFAR-100 and ImageNet-1k demonstrate that our method not only
maintains compatibility with previous models but also achieves state-of-the-art
accuracy, outperforming several existing methods. Code at: GitHub repository.

Keywords: Deep Learning - Representation Learning - Compatible Representa-
tion Learning - Orthogonal Transformation

1 Introduction

Visual retrieval systems operate by matching images from a stored dataset (the gallery
set) to input images (the query set). This process involves using a trained representation
model to encode all gallery images into feature representations. When queries are
available, the system retrieves the most similar gallery representations.

With advancements in the expressive power of representation models, updating the
gallery with newer models is necessary to obtain improved performance [18]. This
is particularly challenging when the new model is trained independently of the old
one, or they have different network architectures, resulting in completely different
and incompatible representations. Consequently, recomputing the feature vectors for
all images in the gallery set, a process known as backfilling or re-indexing, becomes
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essential. However, this can be prohibitively expensive or even infeasible for real-world
galleries containing vast numbers of images.

Recent research addresses the challenge of avoiding the backfilling of the gallery set
by learning model representations that can be directly compared without reprocessing
the gallery data with an improved model. These representations are referred to as com-
patible [1,3,12,14,18,23,25]. The seminal work by [18] proposed learning compatible
representations using an influence loss into the training objective of the new model,
which aligns the new representation with the previous one. However, training the new
model using this loss reduces its performance compared to training the same model
independently [14]. To overcome this issue, subsequent studies [12,23,24] have proposed
different loss functions, but these efforts have met with limited success. In another line of
research, [14,20] have explored learning a lightweight transformation between old and
new model representations, aiming to fully leverage the improvements provided by the
independently trained version of the new model. However, learning these transformations
still demands additional training time and a resource-intensive process of mapping all
the data in the gallery with these transformation functions. More recently, the conflict
between backward compatibility and new model performance has been addressed by [25].
This approach expands the representation space with additional dimensions, allowing
the old portion of the feature space to align with the old model while incorporating new
knowledge using the independently trained version of the new model in the remaining
feature dimensions. In their method, the backbone generates a representation optimized
to align with a newly trained independent model’s representation through a matching and
classification loss. A subset of this representation undergoes a learnable basis transfor-
mation, preserving information from the new representation. The new representation is
then projected into a compact embedding space and merged with part of the transformed
new representation. A second basis transformation is applied to this merged space to
match the old model’s representation. The part of the transformed new representation
that is not merged captures additional information that may be incompatible with the old
model but is useful for improving representation quality.

In this paper, we address the dual challenges of learning backward-compatible
representations while maintaining performance comparable to the independently trained
version of the new model. To achieve this, we expand the feature space of the new
model by adding extra dimensions relative to the old model. New information can
be integrated into this representation space without necessitating a new independently
trained model by learning an orthogonal transformation function (Fig. 1). This orthogonal
transformation preserves the geometry of the compatible learned feature space, ensuring
that the new model aligns with the old one. Meanwhile, in the additional dimensions
not affected by the compatible training, the model incorporates new information. At
inference time, the orthogonal transformation is discarded, and visual search is performed
with features extracted from the original feature space prior to the transformation. This
approach ensures that features generated with our method can be directly compared
across multiple model updates without the need for composing mapping functions when
comparing non-sequential representations.
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Fig.1: Overview of our method. The DNN backbone generates representations in a feature
space hnew. This feature space is divided into two different parts: hutc is the learned compatible
representation space according to Lack, while h. is an extra feature space used to learn new
information from new data without negatively affecting the old feature space configuration.
hnew = [bet|he] is then transformed with 7', into h, and then used for classification using Lcg.

Our experimental results on CIFAR-100 and ImageNet-1k show that, using the
proposed approach, the new representation is compatible with the old one while achieving
the state-of-the-art accuracy against several compared methods.

In summary, the contributions of this paper are:

— We introduce a method that expands the feature space of models to allow the
integration of new information without losing backward compatibility or degrading
performance.

— We employ an orthogonal transformation that preserves the geometry of the original
feature space, ensuring that new models align with older versions for consistent
results.

— We demonstrate the effectiveness of our approach through experiments on CIFAR-100
and ImageNet-1k, achieving state-of-the-art accuracy and proving compatibility
across model updates.

2 Related Works

Compatible training aims to learn representations that can be used interchangeably when
updating a model. The objective is to establish a unified representation space where it is
possible to directly compare representations from various models. Methods in this area
can be categorized into direct comparison between old and new representations [ 18,23,
241 or mapping-based approaches [5, 12, 15,20]. Direct compatibility can be obtained
typically involving the usage of auxiliary loss functions. This is introduced to align
representation with the old classifier prototypes [18] or to refine the prototype neighbor
structure with a fully-connected graph [24]. Mapping-based methods differ in how they
learn the transformation function used to compare updated and old representations. In
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particular, [12] also allows for direct comparison by simply imposing the transformation
module to be the identity.

Nonetheless, certain notable drawbacks associated with these methodologies persist.
Relying on an auxiliary loss hinders the new model’s ability to achieve comparable
performance with the independently trained version of the new model, while the mapping-
based approaches require additional training to learn the mapping function after the
training of the new models and then a lightweight backfilling process [14] to extract
compute the mapping of the existing gallery features. In addition to this, when the
model is subjected to multiple updates, to compare non-sequential representations the
solution is to concatenate multiple mapping functions, which again increases the re-
processing cost. The research in [25] shows that a trade-off exists within the concept of
backward-compatibility, as delineated in [18], and the performance that the new model
has. To address this issue, they expand the feature space of the new model to retain new
information in an extra space while aligning it to the old one. This work has connections
with [1, 3]. This work theoretically and empirically showed that the stationarity of
the representations (i.e., remaining aligned across several model updates) is crucial
to achieving compatibility. To achieve stationarity, the feature space of the model is
pre-allocated since the beginning of training according to a simplex configuration [13]
to accommodate current data while keeping some free space for future classes.

Several other works have delineated new definitions of compatibility [4,8,17,21,23]
or studied compatibility under a continual learning scenario [2,6,9, 19]. In this paper,
we follow the definition given by [18] and we update the model retraining from scratch
the model every time new data is available using also the whole old data, i.e., therefore
avoiding the catastrophic forgetting issue [11, 16].

3 Methodology

3.1 Backward-Compatible Training

Let ¢o1q be the initial representation model trained using cross-entropy loss on an initial
labeled training set Dojq = {x;, yi}ic;’lf, where x; is a generic image with label y;. After
training, @14 is used to extract features from a gallery G = {x;, y7}ZC:1 and a query set
Q = {x, yl}lczl with C' being an arbitrary number of classes. In the following, we
refer to the set of features from the gallery and the query set obtained with ¢o1q as ¢g1d
and %Qm’ respectively. When a new set of images X becomes available, ¢,y 1s trained
using Dpew = Dolg U X. The newly added data X can have a similar distribution to the
previous data D,q or a completely different one. In this paper, we assume the worst-case
scenario where X belongs to a different and non-overlapping set of classes than D,q,
such that Dyew = {X;, ¥i =5, Backward-compatible training aims to learn ¢yey in a
way that allows direct comparison of the features of the query set extracted with the new
model ¢2,,, with the features of the gallery set obtained with the old model ¢Z,,, thus
avoiding the need to reprocess the gallery set with the new model ¢9

new*

According to [18,20], the following definition of compatibility between representa-
tion models holds:
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Definition 1 (Backward Compatibility [18]) Two representation models ¢1q and ¢rnew
are compatible if ¥V x;,x; samples from the distribution of interest, with i # j, holds
that:

d(olda(X:), Prew (x;)) < d(Pora (%), Pola(x;)) (la)
with y; = y;

d(ola(x:), Prew(x;)) = d(Pora (%), Pola(x;)) (1b)
with y; # y;

where y;, y; are the corresponding labels of x;,x; and d(-, -) is a distance function.

An intuitive interpretation of Def. 1 is that the new model should perform as well as,
or better than, the old model in grouping data of the same class. This implies that the
distances between new and old feature points of the same class should be less than or
equal to those between the old feature vectors (Eq. 1a). Simultaneously, the new model
should be better or at least equal to the old model in discriminating data belonging to
different classes. Consequently, distances between new and old feature points of different
classes should be greater than or equal to those between the old feature vectors (Eq. 1b).

However, it is important to note that Def. 1 is not practical for real-world applications
as it requires evaluating the pairwise distances between all data points. This require-
ment makes the criterion computationally intensive and challenging to implement at
scale. Therefore, as suggested by [18], Def. 1 is relaxed into the following Empirical
Compatibility Criterion:

M (¢, 05a) > M (634, 95a) @)

where M is a performance metric.

3.2 Backward-Compatibility via Representations Alignment and Orthogonal
Transformation

In this section, we present how we train the new model ¢y, to learn a representation
that is backward-compatible with ¢,q according to Def. 1, while improving the dis-
crimination capability of the new model using the new incoming data. Fig. 1 shows an
overview of our approach that is motivated in the following.

Theoretical [3] and empirical investigations [1, 2, 12, 18, 20] have shown that to
achieve compatibility between ¢ and ¢.1q, the new representation space should be
aligned as closely as possible to the old one. To this end, we align the representation
space of ¢peyw With the old one by minimizing the distance between the features and
the class prototypes of the old classifier, which is kept fixed during the learning of the
new model. An old class prototype Wo(f’d) is obtained by averaging all features extracted
from the old network for each image of the class y. In particular, we optimize the
influence loss via cross-entropy loss Lcg(Wold, ¢new (X)) between features extracted
with the new model ¢, and the old classifier prototypes W4 as in [18]. Motivated
by [22], which shows that cross-entropy optimization does not achieve optimal alignment
between learnable features and fixed class prototypes, we enforce feature stationarity by
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optimizing the cosine distance (£ ) between the newly learned representations and their
corresponding fixed old classifier prototypes, thereby directly enhancing the alignment
property of the cross-entropy loss. To achieve backward-compatibility, we optimize the
following Aligning Compatible Embedding (ACE) loss:

Lace = A1 - ECE(Wolda Dnew (X)) + XLy (3)
where \; and )\ are two weighting factors, L is the cross-entropy loss defined as

Chew (4)
new - W
Lee=— > > wilog (Zcfip(d) —— ) 4)

(x,y)€EB i=1 j=1 eXp(d)new(x) : W(Eljd))

and L is defined as

@)

(eg)eB [ bnew ()W)l

on the mini-batch B. However, there is an inherent trade-off [25] between training
backward-compatible representations, which avoid the need for backfilling, and achiev-
ing the performance of a model trained directly on D,.y. This is because the new
backward-compatible feature space hy, is constrained to align with the old one, which
prevents the model from learning a new feature space structure that could accommodate
all the new information from the latest data. Due to this, there is a drop in performance
as the new model cannot properly assimilate the new knowledge from the incoming data.
To address this issue while preserving the compatibility of the representations, we extend
the feature space with extra dimensions h, alongside the aligned compatible embeddings
hbet- These additional dimensions h, are not optimized by the ACE loss since they are
used to accommodate new data.

As demonstrated by [25], directly training the new model on the expanded feature
space Anew = [Abes|he] can lead to incompatible representations. This is because training
in a higher-dimensional space tends to alter the geometric structure of the previous
space, even if hp¢ is constrained to align with the old one. Consequently, we apply an
orthogonal transformation to /ey, resulting in h, , which lies in a representation space
with the same dimensionality and geometric configuration as Aye. . This transformation is
achieved through a learnable orthogonal transformation layer 7', , which is used to obtain
the new orthogonal feature space h, = T, (hpew). We define the weight of the linear
transformation 7', as (), making 7', a learnable orthogonal transformation that ensures
T[T, = I, where I is as the identity matrix. To constraint a fully-connected layer to
learn such a transformation, we use a matrix A, where A is any skew-symmetric matrix
(so that AT = —A) with learnable parameters randomly initialized. The orthogonal
matrix @ is then obtained using the exponential map @ = e”. Applying the orthogonal
transformation 7', to any representation preserves all geometrical information and
maintains the quality of the representations, as it holds that:

hi hj = T.(h;) To(hy)

where h; and h; are two generic learned representations.
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Fig. 2: Overview of our method at inference time. The DNN backbone model produces repre-
sentations within a feature space hnew. This space is divided into two parts: At is the compatible
representation space. Its representations are used to perform visual search directly with the old
gallery features without using the orthogonal transformation function that we discard after training.
Representations hnew = [hbet|he] are instead used to match with the updated gallery to be as
close as possible to the performance of the independently trained version of the new model.

The transformed embeddings h, are finally optimized through the learned classifier
W to learn incoming information from the new data. The orthogonal transformation,
due to its orthogonal column constraint imposed by 7, T, = I, ensures that the angles
and norms of the input space are preserved, thereby maintaining the previous geometry
in the learned feature space hyey, especially for the compatible learned subspace hypct.
This constrains the model to learn new information in the additional space h, without
disrupting the geometric structure of hp¢. The orthogonal transformation layer ensures
that the geometry of the compatible learned feature space hpc remains unchanged. The
cross-entropy loss, computed using the new classifier W, refines the new knowledge in
the extra embedding dimensions /.

The overall loss used in our approach is thus:

L= ‘CCE(Wa d)new (x)) + L:ACE 6)

It is worth noticing that, after learning, we use only A, at inference time to perform
image search/retrieval as shown in Fig. 2, while T, , h, , and the new classifier W are
discarded as they are used only to learn additional knowledge from the new data D,y -

4 Experimental Results

In this section, we present our experimental results that (1) evaluate our approach along-
side established backward compatible representation learning techniques according to
the criteria outlined in Eq. 2, (2) examine our approach’s capacity to address incremental
scenarios in data, or what [18] identified as open classes (for example, where the pre-
vious model was trained on 500 ImageNet classes while the updated model uses 1000
ImageNet classes)
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4.1 Datasets
In this paper, we make use of the following datasets:

— CIFAR-100 [10]: It is a small image classification dataset of 100 classes divided
into 50000 images of the training set and 10000 of the test set. We will refer to
CIFAR-50 as the partition consisting of all the samples from the first 50 classes.

— ImageNet-1k [7]: It is a large-scale image recognition dataset proposed for the
ILSVRC 2012 challenge. It has 1000 image classes with about 1k images per class.
We follow the same partitioning as in [14]. We consider the images from the first
500 classes as ImageNet-500.

4.2 Evaluation Metrics

Mean Average Precision (mAP): The mAP is a standard metric in compatibility,
where precision and recall evaluations are summarized by calculating the area under
the precision-recall curve. The average precision within the recall interval [0.0, 1.0] is
computed.

Cumulative Matching Characteristics (CMC): CMC refers to the top-k accuracy,
where gallery representations are ranked based on their similarity to the query represen-
tation. A match is correct if a representation of the same class appears within the first k
gallery entries. We report CMC-1 (top-1 accuracy) for all models.

We construct a distance matrix between all the representations obtained from the query
and gallery sets under consideration. We use the cosine similarity between two feature
vectors as the measure of distance. On top of this matrix, we evaluate the mAP and CMC-
1 metrics. During the retrieval process, for a method that utilizes additional dimensions,
it is relatively simple to differentiate between the gallery samples featuring the old
representations and those displaying the concatenated representations, thanks to the
difference in size. We zero-pad the old representations stored in the gallery during
comparison with the new representations.

4.3 Compared Methods

We compare our method OCA against the following approaches:

— Independent: ¢ is trained from scratch with new data, without taking into

consideration any backward compatibility method.

— BCT [18]: It is a widely adopted baseline in recent studies [14]. BCT employs a
classification loss regularized by an "influence loss" during the training process to
ensure backward compatibility. In BCT, denoted W as the trainable classifier of
¢BTC and W4 as the fixed old classifier obtained by the old representation ¢4,

new

the loss function comprises two terms:
Lpct (9, W, x) = Leg(W, |x) + ALce(Woia, ¢[%),

where )\ is a hyperparameter that weights the influence loss.
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Table 1: Results of the mean Average Precision (mAP) and Cumulative Matching Characteristics
(CMC) metrics from trials carried out on CIFAR-50 and CIFAR-100 datasets. These experiments
utilized the Resnet50-128 architecture in both old and new models. The / symbol distinguishes the
model that processes the query (left of /) from the model that processes the gallery set (right of /).

Method Case mAP@1.0 CMC-1
Initial Model bold/ Pold 23.32 31.32
Prew/ Pold 01.29 01.02
Independent Prow | Phew 45.35 56.75
b/ Pold 25.14 36.73
BT o /P 43.89 54.76
BT?
new old 26.05 38.64
BT? [25] Doy /Gold
Pnow [ Pnow 50.36 61.77
P [ Potd 26.35 41.37
ocA Do | PO 52.06 62.02

— BT? [25]: It employs an embedding dimension expansion of 32, utilizing a combina-
tion of cosine similarity loss and BCT influence loss for matching ¢,14. Additionally,
it enhances the learned representation by matching ¢!, with an additional cosine

similarity loss. The supplementary feature space is learned through two trainable

changes of basis to prevent the introduction of information that may disrupt the

compatible learned information.

4.4 Implementations Details

All baselines and our method employ ResNet50 models with an initial embedding size
of 128 as backbone, trained using the Adam optimizer, with a learning rate of 0.001
and a batch size of 128 over 100 epochs. For our method, we expand the embedding
dimension by 32 and set A; = 10 and Ay = 5.

4.5 Experimental Results

CIFAR-50 to CIFAR-100. For this experiment, the ¢,q model is trained using the
CIFAR-50 dataset, while the ¢y, model is trained on the complete CIFAR-100 dataset.
We conduct retrieval tasks for metric evaluation on the CIFAR-100 validation set, which
serves as both the gallery and query sets.

ImageNet-500 to ImageNet-1k. The initial model ¢4 is trained with the ImageNet-500
dataset, followed by training of ¢, using the complete ImageNet-1k dataset. In our
retrieval process evaluation, we use the ImageNet-1k validation set for both gallery and
query purposes.

The results are shown in Table 1 and 2 for CIFAR-100 and ImageNet-1k, respec-
tively. We observe that Independent training is the only method that fails to achieve
compatibility with the gallery extracted by ¢,q because it does not implement any
compatible learning strategy. In contrast, BCT achieves compatibility of ¢2ST with

new
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Table 2: Results of the mean Average Precision (mAP) and Cumulative Match Characteristic
(CMC) metrics from trials carried out on ImageNet-500 and ImageNet-1k datasets. These ex-
periments utilized the Resnet50-128 architecture in both old and new models. The / symbol
distinguishes the model that processes the gallery (left of /) from the model that processes the
query set (right of /).

Method Case mAP@1.0 CMC-1

Initial Model bod/Pola 32.33 4353
Prew/ Pold 00.14 00.12

Independent ¢£1 o/ ¢£ o 5553 69.11
P [ Pola 35.81 48.56

I
BCTIE] Do | Dhcs- 54.44 67.57
2

BT? [25] ¢>§9TV2V /qboldz 36.55 50.21
Driow | Phrew 55.65 67.75
Drene -/ Pora 36.71 50.73

0cA Droni | Braew” 56.82 69.73

the old gallery representations, but it shows a reduction in both performance metrics
compared to Independent training when evaluating new query representations against
new gallery representations, which aligns with the findings in [25]. BT? improves com-
patibility performance compared to BCT, thanks to an additional embedding dimension
and the increased number of parameters provided by the two orthogonal matrices for
the basis changes and a previously trained Independent model. Our method achieves
the best results on both datasets, demonstrating its potential. Compared to BT?, we add
fewer parameters to the model because our Orthogonal Transformation layer and the
auxiliary classifier are used only during training and are then completely removed. This
allows us to leverage all the new information without hurting compatibility and increases
model generalization, achieving also better performance than an Independent model
when evaluating new query representations against new gallery representations.

4.6 Ablation Studies

In the following, we present ablation studies on the influence of the dimensionality
of the extra space h, and each component of our method on compatible training on
the CIFAR-100 dataset. Table 3 shows the results of our method compared to the BT?
strategy in handling the additional representation space h. We observe that our method
does not suffer from increased dimensionality of h., achieving consistent results across
different sizes. Furthermore, we notice that increasing the dimensionality of the extra
space allows the model to assimilate more new information, thereby achieving better
results on both metrics when using new representations for both query and gallery sets.
Instead, BT? struggles to learn compatible representations as the size of h, increases.
This is related to their model’s change of basis architecture and the cosine loss that tries
to match the geometrical structure of an independently trained model. This demonstrates
the stability of our method in managing the new extra space compared to BT2.
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Table 3: Ablation on the influence of the extra space h. dimentionality to the compatible training.
Results of the mean Average Precision (mAP) and Cumulative Match Characteristic (CMC)
metrics from trials carried out on CIFAR-50 and CIFAR-100 datasets. These experiments utilized
the Resnet50-128 architecture in both old and new models. The / symbol distinguishes the model
that processes the gallery (left of /) from the model that processes the query set (right of /).

Ext. Dim. Method Case mAP@1.0 CMC-1
Initial Model ¢>Iold bola 23.32 31.32
Dnew/ Pold 01.29 01.02
Independent Prow / Dhew 45.35 56.75
2

rew /Do 25.58 34.79

BT? [25] ¢BT2 /$aid
+1 Prow / Pnow 44.42 59.84
OCA hevw /Dol 27.09 43.95
SSVA/ Dot 50.87 61.04
BT2 [25] new /¢];r¥i2 26.05 38.64
+32 new /¢Ilew 50.36 61.77
OCA nbA/(ﬁold 26.35 41.37
Se%‘*/ Dot 52.06 62.02
o [ Bo 22.60 24.17

BT? [25] ];TQ b/ bolg
+64 Dnow / Prew 50.36 62.87
OCA ;)e(;vA/Qbold 26.76 42.26
P CA/ PO 51.69 61.03
Pree [ do 12.43 08.98

BT? [25] BT2 /¢B”11S12
+128 Prew [ Pnew 48.64 62.37
OCA s [ Bord 26.19 20.65
Dromi | Drovas” 52.12 61.82

We present in Table 4 the results of our method with each component turned on and
off. The results show that adding the cosine distance loss £, to the BCT head improves
performance by directly inducing alignment of the newly learned representations with
the old class representation prototypes. The orthogonality in the transformation 7'+
also helps the model avoid disruption of compatible representations and inject new
knowledge into the extra space, compared to a linear layer without orthogonality. When
used together, the orthogonality of 7', and £, lead to state-of-the-art performance on
the CIFAR-100 dataset.

5 Conclusion

This paper introduced an approach to manage the challenges associated with updating
models in visual retrieval systems, particularly the need for backward compatibility
and the high costs of backfilling. By expanding the feature space and applying an
orthogonal transformation, our method allows for the integration of new information
while maintaining compatibility with older models.
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Table 4: Ablation study on the effect of orthogonality in 7', and the cosine loss £ in our method
within a compatible learning setting. Results of the mean Average Precision (mAP) and Cumulative
Match Characteristic (CMC) metrics are obtained from trials conducted on the CIFAR-50 and
CIFAR-100 datasets. These experiments utilized the Resnet50-128 architecture for both the old
and new models.

Method Case mAP@1.0 CMC-1
Initial Model Pold/ Pold 23.32 31.32
Independent gfgl ::/V//qf}:) :, 2;?2 2é2§
OCA wio Ty, wio L, ¢%§V§A/¢%§A i;;i ggﬁé
OCA wlo T\, ;é%@{;?% §§j§§ 2(1):151;
OCA wio £/ gggﬁ}%’% ??:(1)2 2(1);3
oca SR T o

Our approach has demonstrated the potential to reduce operational complexities and
costs traditionally involved with model updates, particularly in large-scale image datasets.
The effectiveness of this method was assessed using the CIFAR-100 and ImageNet-1k
datasets, where it was found to maintain compatibility and improve accuracy compared
to existing methods.
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