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Abstract: In recent years, the number of people with disabilities has increased hugely, especially
in low- and middle-income countries. At the same time, robotics has made significant advances in
the medical field, and many research groups have begun to develop low-cost wearable solutions.
The Mechatronics and Dynamic Modelling Lab of the Department of Industrial Engineering at the
University of Florence has recently developed a new version of a wearable hand exoskeleton for
assistive purposes. In this paper, we will present a new regression method to predict the finger angle
position of the first joint from the value of the SEMG of the forearm and the previous position of the
finger itself. To acquire the dataset necessary to train the regressor a specific graphical user interface
was developed which was able to acquire sEMG data from a Myo armband and the finger position
from a Leap Motion Controller . Two long short-term memory (LSTM) models were compared, one
in its standard configuration and the other with a convolutional layer, yielding significantly better
performance for the second one, with an increase in R? coefficient from an average value of 0.746
to 0.825, leading to the conclusion that a convolutional layer could increase performance when few
sensors are available.

Keywords: finger motion; hand exoskeletons; electromyography; CNN-LSTM; regression analysis

1. Introduction

With the start of the “fourth industrial revolution”, also known as “industry 4.0”,
robots have become essential support for healthcare systems both in clinical environments
and on rehabilitation paths [1-4]. According to the most recent World Health Organization
(WHO) report, around 1.3 billion people—about 16% of the global population—experience
a significant disability [5]. Disabilities can result from several factors, some of them related
to the lifestyle of the subject, others derived from genetic neurodegenerative deformities
or neurodegenerative diseases, and still others after transient phenomena such as strokes.
Nonetheless, people living in low- and middle-income countries (LMIC) have poor access
to rehabilitation services, and in many of these countries, the density of rehabilitation-
trained practitioners is often below 10 per 1 million population [6]. Indeed, medical devices
and treatments are generally very expensive and, therefore, not accessible to the poorest.
Rehabilitation treatments also have non-negligible costs and are often dropped prematurely
by those unable to afford them. As a result of such considerations, creating a low-cost
rehabilitation device that is also easy to use for non-trained personnel is necessary to
provide more people with a quality of life equal to unimpaired persons.

In particular, one of the most important tools for human beings is the hand; for this
reason, various hand-assistance devices have been developed over the last few decades [7].
Despite being oriented toward the same application field, these devices differ in several
aspects, such as dimension, materials, weight, and control system. Concerning the last
reported feature, one of the most popular control system strategies is using surface elec-
tromyography (SEMG). The sEMG signals are an electrical indication of the neuromuscular
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actuation connected with a contracting muscle. Nevertheless, such kinds of signals are ex-
tremely complicated, influenced by the anatomical and physiological properties of muscles,
the control plan of the peripheral nervous system, and the attributes of the instrumentation
utilized to identify and watch them [8]. In recent years, different types of control were
tested, such as a brain—computer interface (BCI) [9] or bilateral control [10], but these meth-
ods, although performing very well, are not suitable for a wearable and portable version of
assistive devices that can help people during their daily activities. Devices to perform a
BCI take up entire rooms and are, therefore, not portable, while bilateral control does not
allow independent limb movement and, more importantly, presupposes the functioning of
the other limb. Conversely, one approach that allows for wearable and portable devices
while at the same time being able to identify user intent is based on sEMG signals. These
signals are generally sampled at forearm height and classified to recognize a set of gestures
that can be performed with the hand. Many studies regarding the classification of SEMG
signals have been published in various areas, including robotics [11], prosthetic arms [12],
sign language classification [13], and remote-controlled devices [14].

The main objective of the research activity into which this work fits is to develop
a portable exoskeleton for hand-impaired subjects, which may help them in their daily
activities. The design constraints that the device must meet are focused on making it easy to
use during daily activities but, above all, on safety. To be fully safe, a device must not allow
movement over the natural range of motion of each digit. The best way to ensure this is to
place mechanical stops preventing the structure from crossing such limits. Robustness and
ease of use are two necessary characteristics for such a device to be completely wearable.
For the mechanical part, it is necessary for the system to be compact, as it has to be worn on
the back of the subject’s hand, light in weight, so as not to fatigue the patient unnecessarily,
and easily scalable for different limb sizes among subjects, in order to reduce the costs of
single device production. Furthermore, to reduce costs and allow more people to access
this technology, the entire structure was designed to be 3D printed using plastic materials.
Promising mechanical results have already been reached [15-17] and with the most recent
version of the device (Figure 1) we have reached the possibility of controlling each finger
independently. This crucial change opens new challenges in the control strategy. Indeed,
the previous solution [18,19] allowed only full opening and closing of the hand through an
sEMG classifier.

Figure 1. Most recent exoskeleton prototype designed by the Mechatronics and Dynamic Modelling
Lab (MDM Lab).
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The exoskeleton is of the “rigid” type because it acts on the finger through a “rigid
kinematic chain” that can be customized according to the user’s anthropometric dimensions,
composed of three links which couple with the kinematic chain formed by the finger’s bones.
The kinematic chain actively implements the flexion/extension of the metacarpophalangeal
(MCP) joint while passively following its ab/adduction. Therefore, the exoskeleton has
10 degrees of freedom (DOFs), 5 actuated and 5 passive. Each finger of the exoskeleton
presents an electric motor (orange in Figure 1) connected to a gear transmission (green in
Figure 1) which acts directly on the rigid kinematic chain (purple and cyan in Figure 1).
The only point of contact between the kinematic chain is the end effector (cyan in Figure 1)
that pushes or pulls the finger to assist the user in the movements. The control loop is
closed thanks to an encoder (red in Figure 1) that measures the flexion/extension of the
MCP joint. Due to its mechanical architecture, the exoskeleton can also be categorized
as a “single-phalanx” because it has only one point of contact with the finger on the
medial phalanx.

In this paper, the authors present a new protocol for developing a finger angular posi-
tion regressor relying on sEMG signals taken on the forearm and finger angular positions
measured in the previous instants. To accomplish this, a graphical user interface (GUI) was
developed to facilitate the acquisition of the dataset needed to study and develop a deep
learning (DL) algorithm capable of predicting the user’s intention. In particular, we use the
sEMG data from a Myo armband and the finger position from the encoders placed on the
device. The next step will be to directly implement the regressor found with the GUI on the
exoskeleton control unit, making the system fully wearable.

The paper is organized as follows. First, in Section 2, a review of the state of the art
related to wearable assistive and rehabilitation devices is presented. In Section 3, the control
strategy idea description is reported, and then, in Section 3.3, we describe the acquisition
protocol carried out through the GUL Finally, in Sections 4 and 5, some results on different
DL models are discussed and compared with each other.

2. Related Work and Paper’s Contribution

Various approaches have been investigated in the field of hand exoskeletons designed
for rehabilitative or assistive purposes. Guo et al. [20] presented a soft robotic glove for post-
stroke hand function rehabilitation. This glove is a combination of an extendable joint and
a rigid part; each interphalangeal MCP joint is actuated by inflating and deflating through
a set of micro air pumps and two valves, so each hand can be controlled independently.
The control unit proposed in the article was driven by electroencephalography (EEG)
signals captured by 14 electrodes on the subject’s head in a predefined and fixed position.
Due to its inherent nature, such a system does not lend itself to being a portable system
because it requires at least a compressed air tank and a system of pipes and valves, nor
is it easy to use by a non-expert subject due to the constraints on sensor placement for
EEG signals. Tan et al. [21] instead present a hand-assisted rehabilitation robot based on
a master—slave control system. In this configuration, the user wears a glove equipped
with flex sensors that collect data. These data are used to estimate the fingers” angle and
position and passed to a specifically designed rehabilitation robot that can be mounted on
the patient’s impaired hand. This solution has proven to be an improvement concerning
traditional rehabilitation therapy but is unsuitable for daily use because it uses the signal
from one hand to control the other, making it impossible to perform different movements
with the hands. A portable and wearable version of a hand exoskeleton, called ReHand,
was designed by Wang et al. [22]. The ReHand exoskeleton is realized by two modules:
one to control the four long fingers and one only to control the thumb. The robot actuation
is realized by two DC motors, one for the long fingers and one for the thumb, and a gears
combination that generate a continuous force of 5 Nm on the long fingers and a force of
70.56 mNm that can help the user both in extension and flexion of all digits. The user
can control the exoskeleton through sEMG signals or voice commands. Although this
solution performs well, it does not apply to our case because it uses only two sEMG sensors
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which is not enough to discriminate all possible movements of the fingers. A new trend
in wearable robotics, particularly hand assistive and rehabilitation devices, is the use of
tendon-driven continuum structures. The high structural compliance of continuum robotic
structures can improve the working safety of the exoskeletons. Typically, these types of
devices are made of a sequence of rigid links connected by wires, the task of which is to
emulate human tendons. The actuation of the devices is, therefore, realized by pulling the
wires. A good example of this type of assistive device was designed by Delph et al. [23]
in 2013. This glove is actuated by five different Bowden cables, each connected to a servo
stored in a backpack on the back of the user. A more portable version of a soft robotic glove
is presented in [24], where the authors show an actuated glove designed to help people in
the grasping movement. The system is actuated by a single brushless motor actuating all
the eight DOFs of the glove to ensure portability.

sEMG signals are widely used for controlling hand exoskeletons as they allow mea-
surement of muscle activity in a non-invasive way, and different approaches have been
investigated over the past few decades. In a previous work, [18] proposed a new classifi-
cation method based on sEMG signals from only two sensors, respectively positioned at
the extensor and flexor muscle bands. This method allows three hand configurations to
be distinguished: rest, open, and closed. These are the fundamental gestures to replicate
without losing too much efficacy in activities of daily living (ADLs) assistance [25]. The
use of SEMG allows the control system to be not invasive and easy to use for everyone;
however, because of the high complexity of sEMG signals, it is almost impossible to create
a mathematical model that links these to their effect; indeed, approximately 20 types of
muscles are related to fingers’ activities, half of which are located in the hand itself (i.e.,
intrinsic hand muscles), while the other half are located in the forearm (i.e., extrinsic hand
muscles) [26].

For these reasons, the most popular approach is related to the use of machine learning
(ML) and artificial neural networks (ANNSs). There are two major types of supervised
ML problems, called classification and regression. In classification problems, the goal is
to predict a class label, which is a choice from a predefined list of possibilities, instead
in regression tasks, the goal is to predict a real number (or a floating-point number in
programming terms) [27]. Whether it is a classification or a regression problem, the basic
steps for implementing neural networks are the same. We start with a data acquisition
process, which may involve one or more sensors, after that usually a pre-processing of
the data is performed, which generally relies on a filtering operation designed to reduce
the noise or undesired frequency contributions, next, we can perform a feature extraction
consisting of obtaining some characteristics in the time or frequency domain, then, we
conclude with the training step where a loss function is minimized in an iterative process.
ML algorithms are particular structures able to improve their performance based on the
training data. Once we have collected our data, we divide them into three groups: one used
for training, one for validation, and the last one for testing. Concerning how to split the data
into training, validation, and test subsets, more procedures are possible; many previous
studies split the data into 80% training and 20% test [28], without an explicit validation
dataset, others prefer to split the data into 70% training, 15% validation, and 15% test [8],
and some others follow an equal split in 50% training and 50% test [29]. The decision on
the amount of data to be used for training, validation, and test processes should be guided
by the desire to reach a valid trade-off between training time, prediction performance, and
generalization with respect to new input data.

Mostly, investigated problems solved by sEMG signals and ML algorithms mainly concern
hand gesture recognition, so they are classification problems and not regression problems. For
example, Bisi et al. [14] use sSEMG signals from a Myo armband from Thalmic Lab (some
examples are available on GitHub https://github.com/balandinodidonato/MyoToolkit/ tree/
master, accessed on 17 April 2023) and a k-nearest neighbor (KNN) classifier to recognize six
different gestures and use them to control a simple differential drive robot. In particular, they
collect raw data from a Myo armband and use five sample windows to extract six different
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features: mean average value (MAV), simple square integral (SSI), root mean square (RMS), log
detector (LOG), and variance (VAR). After feature extraction, they obtain a vector of 48 values
for each time window, so they apply a principal component analysis (PCA) to reduce the
complexity of the problem. The final algorithm uses only RMS and MAV to identify the
six gestures with high accuracy (around 95.29%). Another widely used ML classification
algorithm is the support vector machine (SVM) algorithm which may be used to solve several
classification problems. SVM maps training examples to points in space so as to maximize
the width of the gap between the categories. New examples are then mapped into that same
space and predicted to belong to a category based on which side of the gap they fall [30]. For
example, in [31], the authors use a 150 ms sample window from which they extract only one
feature, MAV, to identify one gesture between fist, finger spread, wave-in, wave-out, pronation,
supination, rest, and average.

The latest trends in the development of hand exoskeleton systems (HESs) are moving
towards solutions that allow the movements of every single finger independently. This
demand arises from the need to make precision movements with the fingers that cannot
be performed except by independently actuating the fingers of the hand. For example,
grasping an item of cutlery or taking a book from a shelf. To achieve the ability to discrimi-
nate each muscle from another, and, thus, activate only part of the fingers, we need highly
dense information coming from the forearm muscles. A preliminary solution may be to
increase the number of electrodes by placing them in strategic spots in the area of interest.
For example, in [28], the authors use six different wireless SEMG sensors to record muscle
activity from the shoulder to forearm. Nevertheless, this solution does not apply well to our
problem since there remains the complication of knowing where to apply the electrodes to
obtain the correct signal. Indeed, our goal is to create a device that is completely usable by
everyone, even those without specific knowledge of human anatomy. To solve the electrode
placement problem, we can use dense arrays of SEMG sensors like in [32-35]. The high
number of electrodes and the proximity of one to another reduce the positioning error
when placing the array in the measuring zone but, at the same time, increase the cost and
complexity of the system while also making it more difficult to fit. From the state-of-the-art
analysis presented, it appears that a good compromise between these two approaches is to
use an armband-shaped device equipped with electromyographic sensors, such as a Myo
armband. The main advantages are that it is easy to wear and has sufficient sensor density.

Table 1 summarizes some of the main features of the state-of-the-art devices used in
assistance and rehabilitation (for the sake of brevity, just those that seemed of most interest
to our work are hereafter reported).

Table 1. Main features of some of the state-of-the-art devices for assistance or rehabilitation.

Reference I}Ci::;::j Im};ﬁ;:f:nt Control System ;FKS;;;

Guo et al. [20] All No BCI Rehabilitation

Tan et al. [21] All Thumb, others Master-Slave Rehabilitation
Wang et al. [22] All Thumb, others Z—Chs:il]zlicsfMG Assistive
Secciani et al. [36] Long fingers No 2-Channel sEMG Assistive
Esposito et al. [37] Long fingers No FMG ! Assistive
Yurkewich et al. [38] All No 8-Channel sEMG Assistive
Zhao et al. [39] All Thumb, others 1-Channel sSEMG Assistive
Sandison et al. [40] All All Ap;ellitl:‘:i on Assistive

Bouteraa et al. [41] All All 2-Channel sSEMG Rehabilitation

! Force myography.
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Another issue related to the training of ML algorithms is the generation of appropriate
labels to bind to the input data. A classic approach in classification problems is to estab-
lish an acquisition protocol where a predefined sequence of movements is performed at
specific time instants, so it is easy to bind input and output. For regression problems, this
method cannot be used since the outputs are real numbers, so they can assume infinite
values. Therefore, in the case of a regression problem, the output of the ML algorithms are
collected simultaneously from one or more sensors. For example, in [42], the authors use
an angle sensor to capture the knee angle and tie it to the sEMG signals of the quadriceps.
Fazil et al. [43] instead use motion capture to measure the wrist joint angles and link them
with sEMG data from below the elbow. Regarding the hand, a widely used device is the
Leap Motion Controller, a simple device realized by two near-infrared (NIR) cameras capa-
ble of detecting the major joints of the hand. In [13], for example, Leap data were used to
recognize the gesture and translate it to the equivalent Indonesian sign language meaning.
In this paper, we present a specially designed GUI that facilitates the data acquisition
process, including sEMG signals, from the Myo armband, and hand kinematic information
from the Leap. By using this interface, we collect a dataset and conduct a performance test
to determine if adding a convolutional layer to a DL algorithm improves its functionality
in a situation with a limited number of sensors.

3. Methods
3.1. Hardware

The Myo armband (Figure 2) is a commercial device developed and distributed by
Thalmic Labs in 2014. The Myo armband is partially adjustable in diameter thanks to its
rubber structure that, once positioned at the height of the largest section of the forearm
(more specifically at the height of the brachioradialis muscle), can monitor muscle activity
with eight pairs of SEMG sensors. The Myo armband is also equipped with a 9-axis inertial
measurement unit (IMU) which allows information on the device pose to be gathered. The
Myo armband results in a low-cost and high-performance device capable of acquiring
sEMG signals at 200 Hz and inertial data at 50 Hz sampling frequency. For the sake of
completeness, the SEMG signal bandwidth is 500 Hz, thus requiring a Nyquist sampling
rate of 1000 Hz; however, several previous studies have shown that the signals obtained
from the Myo armband are still valid [13,14,29,31,44].

» Logo LED
° ° » IMU

Expandable flex » . - » BLE transceiver
—> » Haptic feedback

« Status LED

Micro-USB charging port »

* EMG electrodes

10

Figure 2. The Myo armband and the gestures recognized by the standard classifier already imple-
mented in the device.

The data acquired by the Myo sensors are sent, via the Bluetooth low-energy (BLE)
module embedded into the bracelet, to other electronic devices. Finally, the Myo armband
is equipped with batteries, rechargeable via a USB connection, making it fully wearable.

The Leap Motion Controller (Figure 3) from Ultraleap (www.ultraleap.com, accessed
on 17 April 2023) is an optical hand-tracking module that captures the movement of users’
hands and fingers so they can interact naturally with digital content [45]. It is able to
determine the position of the hand and its various elements, such as fingers and joints.
Ultraleap provides different language libraries to communicate with the device, including
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a Python 2.7 software development kit that has been adapted to work in a Python 3-based
environment through the WebSocket interface already implemented by Ultraleap.

Figure 3. Leap Motion Controller with its range of visibility.

The Leap Motion Controller can provide a large variety of information related to
hand dynamics and kinematics. In particular, we are interested in the tips’ positions and
velocities, MCP, and proximal interphalangeal (PIP) joints” angular positions and velocities
of the hand palm. Additionally, with the angular position of the hand joints and the elapsed
time between two successive acquisitions, we can also calculate the angular velocity of the
joints. The angular position and velocity of each joint have to be expressed with respect
to the neighboring proximal joint (i.e., for MCP we use palm and for PIP we use MCP).
Once the WebSocket is started, simply connecting to the localhost domain at port 6437, we
can receive the information obtained from the device in the form of JSON messages, an
extremely powerful tool since they allow access to information by keywords rather than by
indexes. In addition to the hardware device, we also use the Ultraleap Visualizer software
(Figure 4) to have visual feedback on what the Leap actually sees during the acquisition
sequence. The Visualizer is a proprietary software able to replicate the real hand in a virtual
environment using the position of each hand’s joints; it displays a variety of tracking data
such as the device data rate and can enable/disable the visualization of the camera images.

Leap Motion Diagnostic Visualizer

ESC — Quit visualizer
¢ — Center view

s — Toggle fullscreen

=—Zoam in

— — Zoan out

g — Toggle grid

v — Cycle view oode

z —Toggle flipping z axis

h —Cycle frarerate, help info

| — Toggle tracking info, processing latency
] — Toggle Jony mode

i — Toggle trail interpolation

a — Toggle auto carera in orthographic view
t - Toggle tracking mode

y — Oycle fancy trails

n = Cycle additional hand information

- Toggle imoges (requires 'Allow Imoges' to be checked)
p — Toggle data pausing

o — Toggle drawing gestures

d — Toggle drawing mode

Space — Clear drawing

Left Arrow — Auto carera rotate left

Right Arrow — Auto carera rotate right

k — Toggle eranipulation points

Ledp Motion 2.3. 1431549
ress 'h' for help

Figure 4. Ultraleap Visualizer interface.

Using the Leap Motion Controller, we are no longer constrained to perform predefined
gestures by following on-screen instructions as is generally the case with data acquisition.
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Users can theoretically perform any movements they want as long as the hand remains in
the field of view of the instruments. However, a specified acquisition protocol is defined
to ensure that all the gestures of interest are performed. The user’s hand must stay in the
field of view of the Leap because the data received from the device represent the output
of the regression algorithm during the training process. If this information is missing,
the GUI stops the acquisition and warns the user. The Leap Motion Controller firmware
identifies each finger joint and in its correspondence, it poses a reference frame. With
simple goniometric calculations and compositions of the rotation matrix we can determine
the orientation of the joint’s frame with respect to the palm’s frame. The flexion/extension
angle of the first joint of the finger, i.e., the MCP joint, is generally represented as the angle
between a frame fixed on the hand’s palm and a frame fixed on the MCP joint. In particular,
with the frame placed by the Leap Motion Controller on the palm and the MCP, this angle
corresponds to the rotation angle along the x-axis.

3.2. Regressor Structure

ML algorithms are particular structures able to improve their performance based on
the training data. Once we have collected our data, we divide them into three groups: one
used for training, one for validation, and the last one for testing. Both for regression and
classification problems, the standard workflow before the training process is divided into
three steps: data acquisition, pre-processing, and feature extraction. The data acquisition
process will be described in detail in Section 3.3 of this paper when we describe the GUI
designed and used for this work. The pre-processing process usually acts as a filter to isolate
only the frequency band of interest. In particular, sSEMG signals are bio-electrical signals
with a low signal-to-noise ratio so the process of amplification and transmission is a critical
stage that could increase that ratio. So, the pre-processing filter action is necessary to reduce
the initial noise component. In the present application, all of these steps are performed
by the Myo armband firmware before sending the data through the BLE. Identification of
the region of muscle activation in the sEMG signal is typically based on features extracted
from the data both in the time domain and the frequency domain. The most used ones are
MAV [8,13,14,31], WL [8,13,31], zero crossing (ZC) [8,13,31], slope sign change (SSC) [31,35],
and RMS [8,13,14,31,33]. Since the chosen features will have to be computed online to
realize exoskeleton control, and considering that the maximum delay on control can be
300 ms so as not to annoy the user [46], it is necessary to choose features that are not
too computationally expensive. For the same reason, another important parameter is the
time window used to compute the features. Although the classic approach is overlapping
windows, different lengths from 100 ms [47] to 260 ms [48] have been investigated in other
works and considered for this one. It is necessary to optimize the length of the windows
from which to extrapolate the various features and use only those features that are useful
for the ANN algorithm. Given the low sampling rate of the Myo armband, a longer analysis
window provides more sEMG data to the control system and is expected to have greater
accuracy in deducing the user’s intent [49].

However, a longer window increases the delay of the control system, leading to possi-
ble annoyances (e.g., functional disturbances, interruptions, hesitations in fluent movement
generation, etc.) in the use of the system. While the maximum window length is 300 ms,
the minimum length not to obtain a too high variance and bias in the frequency domain
features is 125 ms [50]. According to these constraints, and considering an overlapping
windowing scenario (Figure 5), we decided to segment the data into 80-sample windows
(400 ms), at 200 Hz of the sampling rate of the Myo armband, with 30 samples (150 ms) of
overlapping. This way, the delay that was introduced between one control signal and the
next is equivalent to the time it takes to acquire 50 new samples (250 ms), leaving 50 ms to
the regressor algorithm to generate the command action and to the actual execution.

Different features were considered for this work and are summarized in Table 2.
However, to minimize the computational time of the controller, it is not possible, let alone
necessary, to compute all features. In fact, by several trials with different combinations of
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these features, we have found that the combination of RMS (F;) and IEMG (F;) proved to
be the best combination in our case study.

1
. ! !
i i !
H 80 samples | ' !
| St | ] 1
E i ' 1 Window Length
' | ' H
" 1 : I Overlap
| ! | H
| ! 1 : ﬁ Control action
30 samples ' !
fo——t 1
1 H 1 H
1 H | h
| H | H
i
|
\ 1
| 1 '
1
1
1
1
1
|

|

1
| T T T T T
0 250 400 500 650 900 t[ms]

Figure 5. Display of delays in a case of overlapping windows.

Table 2. Tested features.

Feature Equation
Root Mean Square (F;) % Zf\i 1 xi2
Mean Absolute Value (F) @
Mean Absolute Deviation (F3) izfil |x; — x|
Waveform Length (Fy) YN — x|
Zero Crossing (Fs) Y fee(xi xign)
Difference Absolute Standard Deviation (Fg) \/ % Zili *11 (xXit1 — x;)2
Integral EMG (F;) Z{il ||
Envelope (Fg) max{x}
Fast Fourier Transform (Fy) Zi\’:l Xk e~/ %kq, g=1..., N
Mean Value (Fy) % Z,zil Xi

1 if Xi X1 <0
0 if x;-x1>0

*fzc(xirxz#l) = {

Our HES is also equipped with five encoders, one for each finger, that measure the
fingers’ flexion angle. We, therefore, decided to use not only sEMG signals as inputs to
the neural network but also the average of the previous MCP angular positions on the
same time window as the sEMG. Providing both sEMG signals and previous finger poses
is equivalent to providing the neural network with information about the actual state
(position) of the system in addition to the sSEMG input. Figure 6 presents a simplified
diagram showing the input and output of the regressor.
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Figure 6. Model structure overviews and specific structures of the two models below.

Many recent works have shown that combining convolutional neural networks (CNNs)
and long short-term memory (LSTM) can increase the accuracy of the ANN algorithm [51-55].
LSTM is a particular type of recurrent neural network (RNN) specifically designed to
perform well both with short and long term data without running into the problem of
the gradient vanishing. In particular, LSTM is very strong in extrapolating the temporal
characteristics of the signal while CNNs are particularly capable of discerning spatial
properties, so, combining these two algorithms makes it possible to extrapolate both spatial
and temporal features. Spatial features allow us to determine which muscle was activated
while temporal characteristics provide information on how much and when that muscle
was activated, leading to a more complete understanding of the forearm’s muscle activity.

Considering that the model is to be implemented within an STM32 integrated, we
have made a very lightweight model consisting of relatively few layers and with a small
number of units within each. In particular, we propose a three-layer model:

1.  ConvLSTMID layer: this particular layer, present in TensorFlow V2, already imple-
ments a combination of a CNN and LSTM. It is similar to an LSTM layer, but the input
transformations and recurrent transformations are both convolutional.

2. LSTM layer: this implements a standard LSTM layer as presented by Hochreiter in
1997 with tanh as the activation function [56].

3. Dense layer: this is used to reduce the dimensionality of the previous layer’s output.

The proposed model was compared with a model that does not use a convolutional
layer in order to determine how much the former improves on the latter improves its
performance.

3.3. Graphical User Interface

The most sensitive part of using DL algorithms is the dataset acquisition for the
training process. The training dataset should be as large and heterogeneous as possible
so as to provide the neural network model with a sufficient generalizing capability and
behave well when new and never-seen-before data are presented to it. Given the crucial
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relevance of such an operation, the creation of an interface that can simplify this process
has arisen as necessary to make this innovative technology more accessible. The main task
of the developed GUI is to collect and label the dataset needed for the regressor training
without performing any feature extraction and training process. In the future, an update
is planned so that the controller training takes place directly within the interface itself so
that the user is provided with the final controller at the end of the acquisition protocol.
Nonetheless, in this first version, the interface was just used to facilitate the acquisition of
data needed to study which regression method was the most suitable for our problem. The
GUI can be seen as being composed of six independent sections, as we can see in Figure 7.

tics Team Myo&Leap Interface

Connect Myo RMS
Ping Myo Stop Acquisition Filtered MAV

Battery level: 100 Turn OFf Myo Envelope ) DASDV

Top length: 50 ==

Change User © wyostatus © Leapstatus % Hand status

V! View temporal features

‘Temporal progression \ / Polar Chart
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i i |
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Figure 7. GUI overview. (a) User’s name and surname. (b) 3D cube replicating the forearm’s pose.
(c) GUI commands and connection info. (d) Setting for the polar chart and the second function on the
temporal plot. (e) Real-time sEMG evolution in temporal view. (f) Gyroscope and accelerometer data.

In the top left of the GUI (division a) is placed a panel where the user is supposed
to insert their name and surname; this information is, thus, used to create a dedicated
folder where the data collected during the actual acquisition cycle are saved. The 3D
box in division (b) is meant to replicate the pose of a reference frame centered on the
correspondence of the Myo armband, providing visual feedback of the forearm pose.

Division (c) presents all the control commands required to enable connection with the
Myo armband, start and stop the data acquisition, and, at the end of the process, turn off
the Myo armband. Moreover, some status indicators are present to inform the user on the
connection status of the devices and whether the Leap Motion Controller is detecting at
least one hand. Through division (d), it is possible to choose which feature to display on the
polar graph and, as a second feature on the temporal graphs (in red), also to select the size
of the window from which to extrapolate the chosen feature. Division (e) is dedicated to
showing the real-time sEMG signals collected by the Myo armband. Two different display
modes are designed to make it straightforward for the user to understand the signals, and,
thus, be able to recognize whether there are any acquisition errors occurring: temporal
progression, more comprehensible for non-expert users, and polar representation, most
useful in the research field, providing spatial information of the sEMG signals. Lastly,
division (f) shows the accelerometer data related to the frame posed on the forearm and
cited before.

Is it important to mention that our GUI does not show any of the data captured by
the Leap, in fact, it is deliberately chosen to omit the display of data received by the Leap
and to use, as visual feedback for the user, the device’s own proprietary software called
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Visualizer. The acquisition cycle needs to follow a predetermined sequence in the operations
to be performed by the user. The first essential step is to enter an identifier (this could be
simply first and last name), then, search in the Bluetooth signal range for a Myo armband
device and connect to it. Automatically, it is also verified that a Leap device is connected to
the workstation. Once both Myo armband and Leap are identified and connected, the user
can start the acquisition cycle by pressing the dedicated button on the (c) section of the GUL
As long as sSEMG data from the Myo armband and hand data from Leap are collected, the
sEMG and IMU graphs are updated at 50 Hz (refresh rate of the most common monitors).
During the acquisition cycle, we continuously control whether the connection with the
devices is still held and whether the Leap Motion Controller can still individuate a hand
in its operational range. If one of those conditions is no longer met, the data acquired are
ignored until it is met again; in addition, the final file contains one row indicating that some
data were missing at that time. The data acquisition from the Myo armband and the Leap
occurs simultaneously at a frequency of 200 Hz, the maximum possible for the Myo. The
combined use of the Myo armband and Leap in this way for dataset construction does not
force the user to reproduce a predefined sequence of gestures. As long as the hand remains
within the range of the Leap, all kinematic information will be captured and linked to the
corresponding time windows of the SEMG data.

3.4. Test Methodology

The presented framework, composed of the Myo armband, the Leap, and a dedicated
GUI, was tested by following a data acquisition protocol involving performing a series of
hand openings, closings, and independent finger movements. In particular, we decided
to perform three complete opening and closing movements of all fingers, spaced out by a
rest phase, and three complete flexions and extensions of each finger in sequence from the
thumb to the small finger. The data were collected by the dedicated GUI and saved in a
CSV file, and then used a second time to train and test the neural network.

Two metrics were considered to evaluate the performance and be able to compare the
models: mean absolute percentage error (MAPE) (Equation (1)) and R? score (Equation (2)):

~

1 N-1

Yi—VYi
MAPE = N ZO BT 1)
R_1_ o (0 — i) )
Yo (7 — yi)?

where 7 is the mean of the observed value y and 7 is the vector of the predicted value.
The MAPE is an adimensional metric expressing how close predictions are to ground
truth values. The lower the value, the better the prediction. It easily permits comparing
among different models and makes it easy to understand if a prediction is good or not at a
glance [57-59]. The R? score, instead, is a fundamental metric that is used to evaluate the
performance of a regression-based ML model. It measures the amount of variance in the
predictions that can be predicted by the dataset [60]. The closer the score is to 1, the better
the predictions.

Because hand exoskeletons are extremely personal devices, they must be custom-
designed from both a mechanical and control point of view. For that reason, we use a
dataset generated by considering a single subject performing the acquisition protocol. As
can be guessed from the protocol itself, the dataset obtained does not appear to have a high
dimensionality. In fact, it is designed to be able to be performed quickly without creating
too much annoyance to the user and to allow for rapid re-training of the network over time.
We have estimated that the whole acquisition protocol can be performed in two minutes,
so the dataset will have around 24,000 samples.

We decided to use 75% of the dataset for training the model and the remaining 25% of
the dataset for testing the trained model. During the training process, at each iteration, we
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used 20% of the training data to validate the model by controlling the loss-function value
to establish whether the model started to overfit the training data.

4. Results

In Figure 8, the predictions performed with double LSTM layers are presented. In
blue, the predictions performed by the network are highlighted, i.e., the estimated angular
positions of the MCP joints, while in orange, the same quantities measured by the Leap and
considered as ground truth are plotted. It is essential to notice that the thumb finger has a
larger range of motion (ROM) in abduction compared to the long fingers. The prediction
of the thumb’s flexion angle is, therefore, more challenging and, at the same time, more
critical. The model with only LSTM layers is composed of a first LSTM layer with 128 units
followed by a second layer with 64 units; the output layer, instead, is composed of a dense
layer with a five-dimension vector as the output of the layer, and, thus, of the ANN.
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Figure 8. LSTM regressor. Comparison of predicted (in blue) and measured (in orange) finger angle
values. (a) Thumb, (b) middle finger, (c) index finger, (d) ring finger, (e) small finger.

Figure 9 shows the prediction outcome from the model with a ConvLSTMI1D layer
with 128 units and a kernel size of two, followed by a classic LSTM layer with 64 units. The
output layer is always realized by a dense layer that outputs a vector of five elements, one
for each finger. For these images, the same color notation as in the previous images is used,
wherein blue is the prediction and orange is the ground truth.
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Figure 9. CNN-LSTM regressor. Comparison of predicted (in blue) and measured (in orange) finger
angle values. (a) Thumb, (b) middle finger, (c) index finger, (d) ring finger, (e) small finger.

Finally, Table 3 summarizes the results for the LSTM and CNN-LSTM models.

Table 3. Metrics’ values for the presented models.

X Value

Model Type  Metric
Thumb Index Middle Ring Small
MAPE 7.6596 0.5882 2.7816 0.5975 1.1663

LSTM
R? 0.4360 0.8848 0.7692 0.9002 0.7419
MAPE 4.1307 0.4760 1.2120 0.3654 0.9568
CNN-LSTM

R? 0.6237 0.8660 0.8323 0.9436 0.8596

5. Discussion and Conclusions

As can be seen from the presented results in Section 4, the model with the CNN-LSTM
layer leads to a significant improvement, especially for the thumb. From a quantitative
perspective, by considering the MAPE values we can see an improvement for each finger,
with an average increase of 36.27%; on the other hand, for the R? score, we have an average
increase of 13.96%, with a just minimal decrease for the index finger (2.12%). By comparing
Figures 8a and 9a we can see how the model with the CNN-LSTM performs better in
predicting the angle of thumb flexion from the sEMG value and position data. Furthermore,
for the other fingers, we can easily see that the predictions are more accurate in the CNN-
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LSTM model with respect to the LSTM-only architecture. Table 4 summarizes the increase
in performance of the CNN-LSTM model for each finger.

Table 4. Performance increase for each finger from LSTM model to CNN-LSTM model.

Finger MAPE R?
Thumb 46.07% 43.05%
Index 19.07% —2.12%
Middle 56.42% 8.20%
Ring 38.85% 4.82%
Small 17.96% 15.86%

In conclusion, in this research activity we have proposed a new type of regressor for the
prediction of the finger flexion angles relying on sEMG data captured on the forearm. The
proposed algorithm uses just eight sample points for the sSEMG signals. A convolutional
layer was introduced in the regressor structure to deal with the low number of independent
sEMG signals. Consequently, the final structure of the algorithm presents a ConvLSTM1D
layer, an LSTM layer, and a final dense layer. To simplify the acquisition of the dataset a
specific GUI was designed. Such an interface can be simultaneously connected to a Myo
armband and a Leap Motion Controller, devices that are widely used in the research field
due to their low costs and ease of use, facilitating the data gathering procedure and making
it uniform. In fact, the realized GUI allows for a more straightforward process of acquiring,
among many things, sSEMGs and angular positions of the fingers. That dataset was then
used to train the designed regressor capable of predicting the angular position of the MCP
joint to be implemented on a hand exoskeleton with five degrees of freedom, one per finger.
The model with the convolutional layer was then compared with a similar model that
implements only the LSTM and the dense layer. The ANN model was tested offline and
turned out to perform better with respect to the model with just the LSTM model. We can,
thus, infer that adding a convolutional layer, which also considers the spatial pattern of
sEMG signals, does improve the prediction performance of the neural network in the case
of low-resolution sensors. In the case of a large number of sensors, in fact, it is possible
to discriminate which muscle is contracting even by sEMG signals alone, due to having a
denser quantization of space.

Although the obtained results are very encouraging, there is still some research work
to be done. Indeed, this paper presents a preliminary work aimed at becoming aware of
what strategies may be effective in the context of hand exoskeleton control, but, for the sake
of completeness, it is important to mention that some key steps still need to be achieved
before the work can be applied to a commercial device. Firstly, the algorithm was not
tested online with the exoskeleton. Secondly, the sEMG signals generated by impaired
subjects, which are extremely different in terms of strength, structure, and intensity, shall be
analyzed and tested with the proposed regression procedure. Additionally, a further major
point to investigate is the behavior of the overall system consisting of the Myo armband
and the exoskeleton. In fact, the encoder measurements might differ in precision and
accuracy from the angular position measurements provided by the Leap device. Finally, the
human-machine interface (HMI) pattern will be studied: in effect, the behavior of subjects
wearing the exoskeleton might evolve over time as they becomes more and more aware of
the whole system and are, thus, able to generate signals more easily recognizable by the
regression model itself.
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Abbreviations

The following abbreviations are used in this manuscript:

WHO  World Health Organization
LMIC  Low- and middle-income countries)
sEMG  Surface electromyography
BCI Brain—computer interface
MCP Metacarpophalangeal

DOF Degree of freedom

GUI Graphical user interface

DL Deep learning

EEG Electroencephalography
ADL Activities of daily living

ML Machine learning

ANN  Artificial neural network
KNN  k-nearest neighbor

MAV  Mean absolute value

SSI Simple square integral

RMS Root mean square

LOG Log detector

VAR Variance

PCA Principal component analysis
SVM Support vector machine

HES Hand exoskeleton system
NIR Near-infrared

IMU Inertial measurement unit
BLE Bluetooth low energy

WL Waveform length

pIP Proximal interphalangeal

zC Zero crossing

SSC Slope sign change

CNN  Convolutional neural network
LSTM  Long short-term memory
RNN Recurrent neural network
MAPE Mean absolute percentage error
ROM  Range of motion

HMI Human-machine interface
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