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Abstract

In multi-level quantum systems, coherent superposition states can unexpectedly arise from

interactions with the continuum of modes associated with incoherent processes, such as

spontaneous emission and incoherent pumping. This type of coherence, known as noise-

induced Fano coherence, represents a novel observation that has not yet been documented.

In this thesis, I investigate a V-type three-level quantum system driven by incoherent

radiation, examining both isotropic and unpolarized as well as anisotropic and polarized

�elds. The study identi�es conditions for achieving quasi-stationary and stationary Fano

coherence between the excited levels of the system within an overdamped dynamical regime.

An optimization analysis of the main parameters, as the frequency splitting ∆ between the

excited levels, the intensity n̄ of the incoherent radiation and the alignment parameter p

between transition dipole moments, provides a suitable scenario for the detection of Fano

coherence.

The V-type system is then implemented in the hyper�ne structure of hot 87Rb atoms

inside a vapor cell and a proof-of-principle experiment is designed and conducted. The exper-

imental setup employs angle-resolved �uorescence measurements to detect Fano coherence

through spatial anisotropy in the emitted �uorescence around the vapor cell. Preliminary

results are promising and are consistent with theoretical predictions.

Additionally, the thesis explores the quantum thermodynamics of noise-induced Fano

coherence to certify the presence of genuinely quantum traits underlying its generation.

This includes analyzing the conditions under which the Kirkwood-Dirac quasiprobability

distribution of the stochastic energy changes exhibits negativity, indicating non-classical

traits. The study also demonstrates the existence of nonequilibrium regimes where, the

generation of coherence leads to a signi�cant excess of energy compared to the initial state,

provided that the system begins in a superposition of energy eigenstates.

Understanding how Fano coherence arises in multi-level systems through incoherent op-

tical processes is crucial for its potential applications in enhancing the e�ciency of quantum

heat engines, photosynthetic light-harvesting complexes, and photovoltaics. The associated

excess energy could be exploited as extractable work by external loads or storage systems,

thereby o�ering signi�cant technological advancements.
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Introduction

The phenomenon of quantum coherence within multi-level atomic systems has garnered

signi�cant attention over an extensive period of time and continues to do so. It forms the

foundation for numerous quantum phenomena, enabling the manipulation of atomic degrees

of freedom through optical methods, and thus facilitating a comprehensive inquiry into their

intricate internal structure. In 1950, A. Kastler published a landmark paper introducing

one of the �rst techniques for manipulating atoms with light, namely optical pumping [1�3].

This technique is distinguished by the resonant exchange of angular momentum between

atoms and circularly polarized light. The result is the polarization of atomic spins, yielding

not just a well-de�ned distribution of steady-state populations, but also coherences between

levels.

Laser techniques have been then employed towards the detection of a variety of quantum

coherence phenomena in atomic systems, as the Hanle e�ect [4], the level-crossing e�ect [5]

or the quantum beating e�ect [6], theoretically derived few years earlier in the context of

atomic �uorescence emission. These phenomena involve exciting a multi-level atomic system

into a coherent superposition of states using laser �elds. Quantum coherence can emerge, as

in the quantum beating e�ect, when two atomic excited levels, closely spaced in frequency,

decay to a common ground level. The indistinguishability of the two decay paths leads

to an interference e�ect re�ected in the time-evolution of �uorescence, which exhibits an

exponential decay modulated by a periodic oscillation, known as quantum beat. When the

emitted �uorescence can be distinctly attributed to one of the excited levels, the quantum

beats vanish, highlighting the interference nature of this phenomenon, similar to the Young's

double-slit experiment [7, 8].

Quantum coherence also plays a crucial role in atomic absorption processes. For instance,

when two laser �elds interact with two optical atomic transitions from di�erent ground levels

to a common excited level, quantum interference in absorption can occur. The interference

leads to a phenomenon known as coherent population trapping (CPT) [9�11]. In CPT, the

coherent superposition of atomic states prevents the system from interacting with one of the

coherent �elds, e�ectively trapping the population in a dark state, that does not absorb light.

Consequently, the atomic medium becomes electromagnetically-induced transparent [12, 13].

In these scenarios the state of the system changes coherently being driven by a coherent

�eld.

Since the 1990s, there has been a growing interest in generating quantum coherence in

multi-level atomic systems using alternative mechanism, remarkably by means of incoherent

sources, such as a broadband laser or a thermal radiation, as well as interactions with the
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Introduction 2

surrounding environment [14, 15]. In this case, this sources are distinguished by a continuum

of modes, as opposed to a single coherent mode of a laser beam. For instance, during

the process of spontaneous emission, a multi-level system can interact with the vacuum's

continuum modes. In a V-type three level system with closely spaced emission pathways,

this interaction can result in quantum interference and population inversion [16]. A Λ-

type three-level system can exhibit similar phenomena [17]. The coherence arising from the

interference of spontaneous emission can also lead to the formation of dark lines and narrower

linewidths in the emission spectrum [18�20] or even result in emission quenching [21].

Gaining control over the �uorescence spectrum can be challenging when relying solely

on the interference of two decay channels. However, introducing an additional incoherent

mechanism can signi�cantly enhance the �exibility of control parameters without compro-

mising the coherence of the quantum system, contrary to what one might expect [22, 23].

A good example is external pumping with a broadband radiation source, that excites two

nearly degenerate states in a three-level system. The bandwidth of the radiation must be

su�ciently broad to drive both transitions, meaning the frequency splitting between the ex-

cited levels must be narrower than the bandwidth. In this way, interference occurs between

the two excitation pathways, making it impossible to distinguish which excited level has

been populated.

Interestingly, the presence of such incoherent mechanisms in a V-type three-level sys-

tem, with nearly degenerate excited levels, results in the formation of quantum (Fano)

coherence between excited states via Fano interference. Fano interference emerges when

discrete atomic energy levels are coupled to a continuum of states [24, 25], which in this

case is represented by the continuum of modes associated with the broadband radiation or

the interaction with a thermal reservoir. The interference between transition amplitudes

leads to an in-phase superposition of the excited states, referred to as Fano coherence,

which can be either stationary or quasi-stationary [26�30]. This phenomenon has also been

demonstrated in other con�gurations, as in Λ-type systems [27, 31, 32]. Fano coherence

di�ers from that generated by coherent sources, where the coherence of the radiation is

directly �transferred� to the system via dipole interaction. Mathematically, Fano coherence

originates from the incoherent or dissipation terms in the master equation governing the

system's dynamics, whereas coherence from coherent sources arises from the Hamiltonian's

coherent terms.

The resilience of Fano coherence under the aforementioned �noisy� conditions, essential

for its generation, has particular signi�cance for systems in contact with thermal reservoirs,

such as quantum heat engines [33], or exposed to thermal radiation, as customary in photo-

conversion devices [34]. In particular, in the latter case, Svidzinsky et al. [34] theoretically

demonstrate that Fano interferences might enable the mitigation of spontaneous emission,

thereby reducing radiative recombination phenomena. The photo-conversion device (a pho-

tocell) is modeled with a V-type three-level system driven by incoherent light source, wherein

the excited states represent conduction band states decaying into a common valence band

state. Quantum coherence between the excited states of the system would theoretically lead

to an increase in the extractable current from the device. Consequently, this enhancement
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would boost the output power and conversion e�ciency. On the other hand, implementing

a Λ-type system can enhance photon absorption, as demonstrated by Scully et al. in [33].

In this quantum heat engine model, a rapid transfer of atoms from the ground levels to

the excited level enables an increase in extractable work. The boost in performance for

both applications�whether in photocells or quantum heat engines�can be realized if the

input light source is broad enough to excite both transitions, thereby producing interference

between them.

Despite extensive research conducted on the topic and evident technological applications,

an experiment proving the existence of Fano coherences produced by incoherent pumping

and spontaneous emission is still missing, according to my knowledge. Currently, the atomic

platform stands as the most suitable candidate for such measurements, given its capability

to �nely adjust the parameters that de�ne a V-type three-level system. In [29] and later in

[30], a proposal was outlined for an experiment using beams of Calcium atoms excited by a

broadband polarized laser within a uniform magnetic �eld. Moreover, in a magneto-optical

trap of Rubidium atoms, enhanced beat amplitudes due to the collective emission of light,

akin to Fano coherences originated by the interaction with the vacuum modes, have been

recently observed [35].

This thesis investigates the generation of quantum coherence in a V-type three-level

system with optical transitions driven by an incoherent radiation source. Speci�cally, the

study focuses on a system with nearly degenerate upper levels, aligning with previous re-

search [28�30], yet deviating from [23, 34]. This framework indeed aims to replicate a more

realistic system, akin to those achievable in atomic platforms. However, I maintain the same

formalism for modelling the dynamics, namely a quantum Markovian master equation in

the Schrödinger picture. The �ndings are then applied to a V-type system implemented in

the hyper�ne structure of 87Rb atoms, for which a proof-of-principle experiment is designed

and realized. The optical setup enables the �rst detection of noise-induced Fano coherence

in a V-type three-level system under incoherent driving.

Furthermore, special attention is given to the energetic aspects underlying the gener-

ation of Fano coherence in the system. A quantum thermodynamic analysis is conducted

using Kirkwood-Dirac quasiprobability distribution of the stochastic energy changes within

the discrete system. The analysis aims to certify that the generation of Fano coherences

has genuinely quantum traits, despite its �noisy� nature. To adress this, the loss of pos-

itivity (i.e., negative real parts or even non-null imaginary parts) of the Kirkwood-Dirac

quasiprobabilities is observed. The latter are evaluated at both the initial and �nal stages

of the transformation that results in Fano coherence. An optimization analysis is performed

to enhance the non-positivity of certain quasiprobabilities by adjusting both the initial

quantum state and the parameters governing the system's dynamics. This dual focus is cru-

cial: it helps identify the conditions under which Fano coherence emerges with pronounced

quantum traits, and it explores potential thermodynamic advantages. In fact, in quantum

systems subjected to a work protocol, the presence of negativity is a necessary condition

for enhanced work extraction [36�38]. Thus, this study also examines the extent to which

the process generating Fano coherence can be utilized for energy conversion purposes. The
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potential for exploiting the resulting excess energy as extractable work is considered, pro-

vided an appropriate load or storage system is designed. The thermodynamic e�ciency of

this process is also evaluated.

The thesis is structured as follows:

Chapter 1

This chapter introduces the fundamental mathematical tools used in deriving the Marko-

vian quantum master equation, that describes the dynamics of the V-type three-level system

exposed to a broadband radiation. Two distinct types of incoherent radiation are consid-

ered: isotropic unpolarized radiation and anisotropic polarized radiation. For each case, the

di�erential equations governing the time evolution of the elements of the system's density

operator are derived. The chapter concludes with simulations for both scenarios, illustrating

the solutions across various dynamical regimes, de�ned by the governing parameters.

Chapter 2

This chapter describes the key quantum thermodynamic quantities and the Kirkwood-Dirac

quasiprobabilities used to verify the quantum nature of the Fano coherence generated in

the V-type three-level system excited by isotropic unpolarized radiation. It includes an

optimization analysis aimed at maximizing the excess energy produced during the processes

that lead to the generation of Fano coherence. Additionally, the thermodynamic e�ciency

of the process is evaluated. This analysis is crucial for understanding not only the quantum

characteristics of the coherence, but also the potential for extracting useful work from the

system.

Chapter 3

This �nal chapter details the implementation of the V-type three-level system within the

hyper�ne structure of 87Rb atoms, excited by a broadband polarized laser. Theoretical

results are presented, identifying the optimal dynamical regime where Fano coherence is

maximized. The results guide the design of key experimental components to achieve the

desired dynamical parameters. The chapter includes a comprehensive description of the

experimental setup, alongside preliminary measurements and observations. The discussion

highlights how the experimental �ndings align with theoretical predictions and outlines

potential implications for future work.

Conclusion

The discussion of the key results are reported along with future developments of the research.



1 | Multi-level system driven by an

incoherent source

In the context of multi-level systems with optical transitions, coherent superpositions of

states can arise through interactions with a radiation �eld. In a V-type three-level system

with nearly degenerate excited levels, quantum coherence can non-trivially arise through

interactions with non-coherent radiation sources. These interactions can induce Fano-like

interference e�ects, either during absorption and spontaneous emission processes, as the

continuum of modes of the incoherent source drives the discrete quantum system [24, 25].

Hence the name �Fano coherence�. To accurately describe this quantum phenomenon, it is

essential to thoroughly investigate the interaction between light and matter, which can be

explored from various perspectives, each o�ering di�erent levels of detail and insight.

The �rst approach is represented by classical theory, which describes atoms as contin-

uum systems, with the model of classical harmonic oscillators, and the radiation as a wave,

with Maxwell's equation of electromagnetic �elds [39�41]. This approach, though simpler,

yields valuable insights into optical properties of materials. A more in-depth exploration

involves the use of the semi-classical theory, wherein atoms are treated as quantum sys-

tems with distinct, discrete energy levels, while the electromagnetic �eld retains a classical

representation. This theory, for example, accurately elucidates absorption and emission

processes, allowing for precise calculation of Einstein A and B coe�cients as well as their

interrelation [39�41]. Unlike the classical model, the semi-classical approach provides a

more comprehensive description of atomic behavior [41]. Finally, quantum mechanics ex-

tends its application beyond the atomic system to include the electromagnetic �eld in the

fully quantum-mechanical theory of light-matter interaction. This theory serves as a turning

point for a rigorous treatment of phenomena that can not be explained semi-classically, such

as the spontaneous emission in an atomic system [39, 40]. Nevertheless, the fully quantum-

mechanical treatment of the interaction con�rms the transition rates for absorption and

stimulated emission determined with the semi-classical theory. The latter theory is there-

fore only appropriate and reliable when the results obtained with it are in agreement with

the results determined with quantum theory [39].

In this chapter I describe the fundamental tools for a quantum-mechanical description

of the interaction between a V-type three-level system and an incoherent radiation, ex-

amining the role of the latter in the generation of Fano coherence within the multi-level

system. Through rigorous analysis, the quantum master equation describing the dynamic

of the system is derived and the time evolution of system's populations and coherences

5



1.1 Quantum mechanical theory of radiation and atomic systems 6

are shown. Section 1.1 lays the foundation for the study by introducing the key quantum

operators essential for modeling both the radiation �eld and the atomic system. The main

concepts of open quantum systems are then elucidated in Section 1.2. In Section 1.3, the

quantum master equation is derived for both isotropic unpolarized and anisotropic polar-

ized radiation cases, with detailed descriptions of all approximations used. Finally, Section

1.4 identi�es di�erent dynamical regimes for each type of radiation, illustrating how the

system's populations and coherences evolve in time.

1.1 Quantum mechanical theory of radiation and atomic sys-

tems

1.1.1 Quantization of the electromagnetic �eld

In a fully quantum mechanical approach to light-matter interaction, the classical electromag-

netic �eld vectors E and B transform into the quantum operators Ê and B̂, respectively.

This conversion typically begins by starting with the Maxwell's equations for free-space

electromagnetic �elds, i.e. [39, 40, 42]:

∇ ·E(r, t) = 0 (1.1)

∇ ·B(r, t) = 0 (1.2)

∇×E(r, t) = −∂B(r, t)

∂t
(1.3)

∇×B(r, t) =
1

c2
∂E(r, t)

∂t
, (1.4)

where c = µ0ε0 is the vacuum light speed with µ0 and ε0 denoting the magnetic permeabil-

ity and electric permittivity of vacuum, respectively. For free-space electromagnetic �elds

Maxwell's equations are gauge invariant, facilitating their reformulation in terms of a vector

potential A(r, t) in the Coulomb gauge [39, 42]:

B(r, t) = ∇×A(r, t) (1.5)

E(r, t) = −∂A(r, t)

∂t
, (1.6)

where the gauge condition is satis�ed if:

∇ ·A(r, t) = 0. (1.7)

The wave equation
1

c2
∂2A(r, t)

∂t2
−∇2A(r, t) = 0 (1.8)

is obtained by substituting equations (1.5) and (1.6) in equation (1.4). By imposing pe-

riodic boundary conditions in a cubic region of side L and volume V = L3, identi�ed as

the quantization cavity, the travelling wave solution A(r, t) can be expressed in a Fourier
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expansion of the �eld's modes:

A(r, t) =
∑
λ=1,2

∑
k

[
Ak,λ(t)Ak,λ(r) +A∗k,λ(t)A

∗
k,λ(r)

]
. (1.9)

The free-space solution is obtained by considering the space �lled with a �ctitious array of

quantization cavities. The summations cover all the possible discrete modes of the �eld,

each identi�ed by the wavevector k and the polarization index λ. The polarization index

is associated with the unit polarization vector ϵk,λ, which must satisfy the transversality

condition imposed by the Coulomb gauge:

ϵk,λ · k = 0 ∀k, λ. (1.10)

The above condition implies that the �elds are purely transverse, requiring two independent,

i.e. orthonormal, polarization vectors ϵk,1 and ϵk,2 to express an arbitrary polarization

direction for each wavevector k. The orthogonality of the vectors ϵk,1 and ϵk,2 can be

expressed using the Kronecker delta:

ϵk,λ · ϵk′,λ′ = δλ,λ′ ∀k. (1.11)

The terms Ak,λ(r) in equation (1.9) are the mode functions, that carry the spatial depen-

dence of the �eld; the time dependence is instead contained in the terms Ak,λ(t) which are

explicitly separated from the spatial dependencies. Both terms independently satisfy the

wave equation (1.8). The mode function associated to a given mode of wavevector k and

polarization ϵk,λ, appropriate to free-space, can be expressed as:

Ak,λ(r) =
1√
V
ϵk,λ e

ik·r, (1.12)

with the wavevector components subject to periodic boundary conditions:

kx,y,z =
2πnx,y,z

L
, (1.13)

where nx,y,z are integers.

Substituting equation (1.12) in equation (1.9), the contributions to A(r, t) from all

modes k, λ is rewritten as:

A(r, t) =
1√
V

∑
λ=1,2

∑
k

ϵk,λ

[
Ak,λ(t)e

ik·r +A∗k,λ(t)e
−ik·r

]
. (1.14)

As regards the temporal componentAk,λ(t), it satis�es the wave equation independently

of the spatial component, leading to:

d2Ak,λ(t)

dt2
+ ν2k,λAk,λ(t) = 0. (1.15)

The above equation represents a single harmonic oscillator with angular frequency νk,λ. The



1.1 Quantum mechanical theory of radiation and atomic systems 8

general solution of equation (1.15) is:

Ak,λ(t) = αk,λ(0)e
−iνk,λt + α∗k,λ(0)e

iνk,λt, (1.16)

where αk,λ(0) are complex amplitudes related to the initial conditions of the mode k, λ. The

classical amplitudes αk,λ(0) are replaced with âk,λ and â
†
k,λ, which are a pair of dimensionless

quantum operators, named the annihilation and creation operators, respectively. Equation

(1.16) becomes:

Âk,λ(t) = i

√
ℏ

2νk,λε0

[
âk,λe

−iνk,λt + â†k,λe
iνk,λt

]
, (1.17)

with a normalization pre-factor that incorporates the relevant physical quantities.

The physical interpretation of the annihilation and creation operators is elucidated by

introducing the Hamiltonian operator associated with the �eld, which is expressed as:

Ĥ =
∑
λ=1,2

∑
k

ℏνk,λ
(
â†k,λâk,λ +

1

2

)
. (1.18)

The Hamiltonian operator describes the electromagnetic energy in terms of the number

of photons in each mode k, λ, plus the term ℏνk,λ/2, that accounts for the energy of the

vacuum �uctuations. In quantum optics, it is a common practice to write the Hamiltonian

of the �eld by discarding the vacuum energy term. Indeed, this term does not a�ect the

relative energy levels of the system, since it represents an absolute value of energy. In the

dynamics of quantum systems, what matters are energy di�erences, and the vacuum energy

cancels out.

The eigenvalues of the operator Ĥ for the mode k, λ are the energy levels En,k,λ with

eigenstates |nk,λ⟩; the former represents the excitation energy of the electromagnetic �eld in

the mode k, λ as due to nk,λ photons in the state |nk,λ⟩. The eigenstates |nk,λ⟩ are named

photon-number states or Fock states, after the Soviet physicist Vladimir Fock, and they have

no analog in the classical treatment of the �eld. The annihilation and creation operators

modify the photon-number states as follows:

âk,λ|nk,λ⟩ =
√
nk,λ|nk,λ − 1⟩ (1.19)

â†k,λ|nk,λ⟩ =
√
nk,λ + 1|nk,λ + 1⟩. (1.20)

Here, the operator âk,λ decreases the number of photons in mode k, λ by one unit of energy

ℏνk,λ. Conversely, the operator â†k,λ increases the number of photons in mode k, λ by the

same unit. These actions justify the names �annihilation� and �creation� for these operators.

Thus, the annihilation operator removes one photon from the mode k, λ, while the creation

operator adds a photon to the mode k, λ. The number of photons in the mode k, λ is given

by the eigenvalues of the photon-number operator n̂k,λ de�ned as:

n̂k,λ = â†k,λâk,λ. (1.21)

The quantum expression of the vector potential A(r, t) is obtained by substituting equa-
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tion (1.17) in equation (1.14), obtaining:

Â(r, t) = i
∑
λ=1,2

∑
k

√
ℏ

2νk,λε0V
ϵk,λ

[
âk,λe

−iνkt+ik·r + â†k,λe
iνkt−ik·r

]
. (1.22)

In this way, the vector potential is rewritten in terms of the annihilation operator âk,λ and

the creation operator â†k,λ, which are crucial in the quantum treatment of radiation, enabling

the �eld to be described in terms of �discrete� photons. It is interesting to note that the

quantum nature of the �eld is introduced through the time dependent terms Âk,λ(t).

The electric and magnetic �eld quantum operators have then the following expression:

Ê(r, t) = i
∑
λ=1,2

∑
k

√
ℏνk,λ
2ε0V

ϵk,λ

[
âk,λe

−iνkt+ik·r − â†k,λe
iνkt−ik·r

]
(1.23)

B̂(r, t) = i
∑
λ=1,2

∑
k

√
ℏ

2νk,λε0V
k× ϵk,λ

[
âk,λe

−iνkt+ik·r − â†k,λe
iνkt−ik·r

]
. (1.24)

To fully characterize the interaction of light and matter within a quantum-mechanical

framework, it is essential to describe atoms quantum-mechanically as well. This is addressed

in the following section.

1.1.2 Atoms as quantum systems

The �rst postulate of quantum mechanics introduces the key elements of the theory: the

state vector, that describes the quantum system considered, and the Hilbert space, the

mathematical framework in which the system exists [43]. Quoting from [43]:

Postulate 1. Associated to any isolated physical system ψ is a complex vector space H, i.e.

Hilbert space, known as the state space of the system. The system is completely described

by its state vector |ψ⟩, which is a unit vector in the system's state space.

The state vector |ψ⟩ represents a pure state, containing all information about the system.

A more general approach involves the use of the density operator ρ, which enables the

description of both pure and mixed states, for system in which the state is not entirely

known [41, 43]. In case of a pure state |ψ⟩, the density operator is de�ned as:

ρ̂ ≡ |ψ⟩⟨ψ|. (1.25)

In this case, the density operator and the state vector contain the same information and

can therefore be used interchangeably. However, in cases where there is lack of information

� such as when the preparation of the system is not fully known or the system interacts

with an external system whose evolution is unknown, as in the case of interactions with the

surrounding environment � we are dealing with a mixed state. The system therefore can

be described by an ensemble of states {|ψi⟩} and the formalism of pure state can not be

applied. The density operator in this situation is de�ned as:

ρ̂ ≡
∑
i

pi|ψi⟩⟨ψi|. (1.26)
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The above de�nition indicates that, while it is not exactly known which of the ensemble

state |ψi⟩ the system is in, a probability pi can be assigned to each state.

The density operator ρ̂, whether it corresponds to a pure state |ψ⟩ or a statistical mixture

of states |ψi⟩, must satisfy certain fundamental properties:

1. the density operator is an hermitian operator, i.e. ρ̂ = ρ̂†;

2. the density operator has a unitary trace, ensuring proper normalization;

3. the density operator is positive semide�nite, meaning all its eigenvalues are real and

non-negative;

4. the density operator describing a pure state satis�es Tr(ρ̂2) = 1, while the density

operator describing a mixed state satis�es Tr(ρ̂2) < 1.

These properties guarantee that ρ̂ is a valid representation of a quantum state. Furthermore,

each element of the density operator conveys di�erent types of information. For instance, in

the case of a pure state, the diagonal elements ρjj , de�ned as ⟨j|ρ|j⟩, give the probability of

measuring the system in the state |j⟩. The diagonal elements are referred to as populations.

On the other hand, the o�-diagonal elements ρjl = ⟨j|ρ|l⟩, referred as coherences, arise when

the system is in a coherent superposition of states |j⟩ and |l⟩. The above terminology also

applies to mixed states.

In a fully quantum description of light-matter interaction, atoms are modeled as systems

with a discrete set of energy levels. Each level corresponds to a distinct quantum state

that the atom can occupy, known as the eigenstates of the atom's Hamiltonian Ĥat. The

eigenstates are represented by state vectors |j⟩, which form an orthonormal basis {|j⟩}, and
the atom's state at any given time can be expressed as a superposition of these basis vectors,

i.e.:

|ψ(t)⟩ =
∑
j

cj(t)|j⟩. (1.27)

Terms cj(t) are complex coe�cients representing the probability amplitude for the atom to

be in the state |j⟩ at time t. Each state |j⟩ is associated with a speci�c energy level Ej ,

which is determined by solving the relevant Schrödinger equation. Therefore, in the basis

{|j⟩}, the Hamiltonian of the atom can be expressed as:

Ĥat =
∑
j

Ej |j⟩⟨j|. (1.28)

When an atom interacts with an external electromagnetic �eld, the physical quantity

that describes the strength of the interaction is the dipole moment operator µ̂. Assuming

that the wavelength of the �eld is signi�cantly lager than the size of the atom, then the

dipole approximation applies and the dipole moment operator is de�ned as:

µ̂ ≡ −er =
∑
lj
l ̸=j

µlj |l⟩⟨j|, (1.29)
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where µlj ≡ ⟨l|er|j⟩ is the transition dipole matrix element, that characterizes strength

and direction of the dipole transition only between di�erent states |l⟩ and |j⟩. Here, e

denotes the fundamental charge and r is the atomic electron position vector. In equation

(1.29), the elements where l = j are omitted. The dipole operator induces transitions states

|j⟩ ↔ |l⟩, where a change in the atom's space charge distribution is involved. Furthermore,

it is possible to choose the phase of the dipole matrix element µlj = ⟨l|er|j⟩ to be real, in

which case it is possible to write µlj = µ∗jl [41].

Further key operators are the atom transition operators, or the atom lowering and raising

operators σ̂+ and σ̂−, respectively, de�ned as:

σ̂+lj ≡ |l⟩⟨j| (1.30)

σ̂−lj ≡
(
σ̂+lj

)†
= |j⟩⟨l|. (1.31)

If |l⟩ is an excited state and |j⟩ a ground state, then σ̂+lj represents a transition from the

ground state to the excited state (raising), and σ̂−lj represents a transition from the excited

state to the ground state (lowering).

For a multi-level atom, ρ̂ captures both the probabilities of the atom occupying each

energy state (populations) and the phase relationships between di�erent states (coherences),

which enables the modeling of processes like spontaneous emission, stimulated emission

and absorption, occurring during the interaction between a resonant radiation and atomic

transitions.

1.2 Open quantum system theory

When addressing systems that interact with their surrounding environment, it is necessary

to introduce the concepts of open quantum systems. In thermodynamics, an open system

is de�ned as a system that exchanges energy and/or matter with its environment. This

de�nition extends into the quantum realm, where the open quantum system interacts with

a reservoir or a bath, through to the exchange of energy and information. Unlike isolated

quantum systems, which evolve unitarily according to the Schrödinger equation, open quan-

tum systems experiences dissipation, resulting in the loss of information from the system

to its environment. This interaction leads to non-unitary dynamics, necessitating a more

comprehensive approach [44]. One of the central challenges in open quantum systems is un-

derstanding how environmental interactions a�ect coherence and populations of an atomic

system. These interactions often lead to phenomena such as decoherence and relaxation.

The former physically describes the loss of information related to the relative phase between

the system state components; the latter occurs when the system reaches thermal equilibrium

with the environment.

The density operator ρ̂ is a key tool, enabling the description of mixed states and sta-

tistical mixtures. In this context, the density operator evolves in time under non-unitary

dynamics, which are e�ectively treated using quantum master equations [44]. These equa-

tions describe the time evolution of open quantum systems by incorporating the e�ects
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of the environment in a perturbative manner. Given their inherently perturbative nature,

solutions to these equations rely on approximations, which must be carefully assessed.

Understanding quantum systems in realistic settings, where perfect isolation is impos-

sible, is crucial for a wide range of applications, from quantum computing and information

processing to condensed matter physics and quantum optics. The insights gained from

the behavior of open quantum systems are not only fundamental to advancing quantum

mechanics but also pivotal for the practical realization of quantum technologies.

1.2.1 Isolated quantum systems and unitary evolution

Consider a non-interacting, or isolated, quantum system S, which is completely described

by the state vector |ψS(t)⟩ at every time t. Its time evolution is governed by the Schrödinger

equation:

iℏ
d|ψS(t)⟩

dt
= ĤS(t)|ψS(t)⟩, (1.32)

where ĤS(t) is the Hamiltonian of the system.

The solution to equation (1.32) can be written in terms of a unitary operator Û(t, t0),

which relates the state of the system at time t to the initial state |ψS(t0)⟩ as follows:

|ψS(t)⟩ = Û(t, t0)|ψS(t0)⟩. (1.33)

The operator Û(t, t0) is speci�ed as unitary to preserve the norm of the state vector. In

other words, since the system is not interacting with any environment, the state remains

pure after the evolution. The unitarity is expressed as:

Û(t, t0)Û
†(t, t0) = Û †(t, t0)Û(t, t0) = Î, (1.34)

where Î is the identity operator.

By substituting equation (1.33) into the Schrödinger equation, the di�erential equation

for the unitary time-evolution operator Û(t, t0) is obtained:

iℏ
∂Û(t, t0)

∂t
= ĤS(t)Û(t, t0). (1.35)

As outlined in [44], an isolated system is described by a time independent Hamiltonian

Ĥ(t) = Ĥ. However, if the Hamiltonian is time-dependent, the system is considered closed.

This implies that the system can be in�uenced by external time-dependent �elds, such as

electromagnetic �elds, while its time evolution remains unitary despite the Hamiltonian's

dependence on time.

For an isolated system the solution to equation (1.35) is:

Û(t, t0) = exp

[
− i

ℏ
ĤS(t− t0)

]
. (1.36)
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In contrast, for a closed system the solution to the time-evolution operator is given by:

Û(t, t0) = T̂← exp

[
− i

ℏ

∫ t

t0

ĤS(t
′)dt′

]
. (1.37)

Here, T̂← represents the chronological time-ordering operator, which speci�es that the expo-

nential is a time-ordered product of time-dependent operators, so that their time-arguments

increase from right to left, as indicated by the arrow [41, 44].

By using the density operator formalism, where the state of the isolated or closed system

is described by the pure state operator ρ̂S = |ψS⟩⟨ψS |, the Schrödinger equation can be

rewritten as:
dρ̂S(t)

dt
= − i

ℏ

[
ĤS(t), ρ̂S(t)

]
. (1.38)

This equation is referred to as the Schrödinger-Von Neumann equation. It is common to

express the Schrödinger-Von Neumann equation using a Liouville super-operator, so as to

express the time evolution of ρ̂S(t) similarly to the time evolution for the state vector |ψS(t)⟩,
requiring a higher-dimensional representation:

dρ̂S(t)

dt
= L̂(t)ρ̂S(t). (1.39)

This implies that L̂(t)ρ̂S(t) = −i/ℏ
[
ĤS(t), ρ̂S(t)

]
. For an isolated system, the solution is:

ρ̂S(t) = exp
[
L̂(t− t0)

]
ρ̂S(t0), (1.40)

while for a closed system the solution is:

ρ̂S(t) = T̂← exp

[∫ t

t0

L̂(t′)dt′
]
ρ̂S(t0). (1.41)

1.2.2 Interaction picture

Up to now, the description of time evolution of quantum systems was set in the framework of

the so called Schrödinger picture. The Schrödinger picture is perhaps the most familiar and

intuitive representation: the state of a quantum system evolves with time according to the

Schrödinger equation, which describes how the system's state vector changes over time in

response to its Hamiltonian. In contrast to the Schrödinger picture, the Heisenberg picture

places the emphasis on the time evolution of operators rather than states. This approach is

especially valuable when studying the time dependence of observables and how they interact

with the system's dynamics. These two di�erent pictures can be merged, giving rise to a

more general framework, known with the name of interaction picture. The interaction

picture o�ers a unique perspective by separating the time evolution of a quantum system

into two distinct components: the natural evolution, governed by the free Hamiltonian Ĥ0,

and the so called interaction Hamiltonian, V̂ , describing the in�uence of external �elds or

environments onto the system. In this picture, both states and operators evolve in time,

with the interaction Hamiltonian playing a central role.

Consider a quantum system S and its Hamiltonian ĤS(t). The latter can be decomposed
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as:

ĤS(t) = Ĥ0 + V̂ (t), (1.42)

where the Hamiltonian operator Ĥ0 is time-independent and it represents the energies of

the system S. The interaction Hamiltonian V̂ (t) instead carries the time dependency of the

system Hamiltonian ĤS(t). In this context, the subscript I is used to denote the interaction

picture formalism, while operators in the Schrödinger picture remains unsubscripted. The

Heisenberg picture is not considered in this thesis.

The canonical transformations from the Schrödinger picture to the interaction picture

are given by:

ρ̂I(t) ≡ Û †0(t, t0)ρ̂(t)Û0(t, t0) (1.43)

V̂I(t) ≡ Û †0(t, t0)V̂ (t)Û0(t, t0) (1.44)

ÛI(t, t0) ≡ Û †0(t, t0)Û(t, t0), (1.45)

where Û0(t, t0) is the unitary operator de�ned as:

Û0(t, t0) ≡ exp

[
− i

ℏ
Ĥ0(t− t0)

]
. (1.46)

As an example, the electric �eld operator and the atomic transition operators in the

interaction and Schrödinger pictures are derived. This procedure is useful in subsequent

sections of the thesis. The electric �eld operator from equation (1.23) is expressed with time-

dependent creation and annihilation operators, thus being in the interaction picture. In the

Schrödinger picture, operators are time-independent, thus for the electric �eld operator one

has:

Ê(r) = i
∑
λ=1,2

∑
k

√
ℏνk,λ
2ε0V

ϵk,λ

[
âk,λe

ik·r − â†k,λe
−ik·r

]
. (1.47)

Indeed, inserting the above expression in de�nition (1.44) for the transformation of operators

from the Schrödinger to the interaction picture, results in:

ÊI(r, t) = Û †0(t, t0)Ê(r)Û0(t, t0), (1.48)

where

Û0(t, t0) = exp

−i ∑
λ=1,2

∑
k

νk,λâ
†
k,λâk,λ(t− t0)

 . (1.49)

In the above expression, the free Hamiltonian of the electric �eld (equation (1.18)) is used.

In equation (1.48) there are terms satisfying the following relation:

eiνk,λâ
†
k,λâk,λtâk,λe

−iνk,λâ†k,λâk,λt = âk,λe
−iνk,λt, (1.50)

where t0 = 0 and the power series for the operator exponential:

eÂ =

∞∑
j=0

Âj

j!
with Â0 = Î (1.51)
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is used. The electric �eld operator in the interaction picture thus has the form:

ÊI(r, t) = i
∑
λ=1,2

∑
k

√
ℏνk,λ
2ε0V

ϵk,λ

[
âk,λe

−iνkt+ik·r − â†k,λe
iνkt−ik·r

]
. (1.52)

The above expression is that of equation (1.23) described in Subsection 1.1.1.

Regarding atom transition operators σ̂±lj , a similar procedure is applied. The time-

independent atomic Hamiltonian Ĥat, as previously expressed in equation (1.28), is rewritten

in terms of the transition operators as follows:

Ĥat =
∑
j

(Ej − Eg) σ̂
+
jgσ̂
−
jg =

∑
j

ℏωjgσ̂
+
jgσ̂
−
jg, (1.53)

where Eg denotes the lowest energy level of the system (ground level), and ωjg = ωj − ωg

represents the angular frequency di�erence between the other levels and the ground level.

In the above expression, the ground level is chosen as the reference point with zero energy.

Hence, the associated unitary operator Û0 has the form:

Û0(t, t0) = exp

−i∑
j

ωjgσ̂
+
jgσ̂
−
jg(t− t0)

 . (1.54)

It follows:

σ̂±jg,I = Û †0(t, t0)σ̂
±
jgÛ0(t, t0) = σ̂±jge

±iωjgt, (1.55)

where, again, the power series of operator exponential is used. These two examples show

that the �eld and atomic operators in the interaction picture e�ectively evolve according to

their respective free Hamiltonians.

As for the time evolution of the density operator in the interaction picture, ρ̂I(t), the

corresponding di�erential equation is derived by di�erentiating equation (1.43) with respect

to time, using the Schrödinger-von Neumann equation (1.38) and the transformation given

by equation (1.44):
dρ̂I(t)

dt
= − i

ℏ

[
V̂I(t), ρ̂I

]
. (1.56)

The above equation is known as the Liouville-von Neumann equation.

The interaction picture proves invaluable for analyzing those systems subjected to ex-

ternal stimuli or engaged in the exchange of energy and information with their environment,

that are open quantum systems.

1.2.3 Open quantum systems and their time evolution

An open quantum system S is a system that is coupled to another quantum system repre-

sented by the external environment. The environment encompasses all degrees of freedom

that are not explicitly considered in the primary system's description, but still in�uence

its dynamics through interaction. The external system is referred as R, which stands for

reservoir. In the literature, the terms �environment� and �reservoir� are often used inter-

changeably. However, as explained in [44], they can refer to external systems with di�erent
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characteristics. Speci�cally, the term �environment� is used in a general sense, while the

term �reservoir� refers to an environment with an in�nite number of degrees of freedom.

An example of a reservoir is a non-coherent radiation, whose modes can be described as

a continuum of frequencies, which is considered in this thesis work. This distinction is

important for discussing the coherences formed in the system S due to interaction with

the environment, known as Fano coherences. Finally, the term �bath� is used to describe a

reservoir in a state of thermal equilibrium.

The system S is associated to the complex Hilbert space HS , while the reservoir state

is associated to the complex Hilbert space HR. The combination of these two subsystems

generates the composite system S +R, whose Hilbert space is given by the tensor product

H = HS ⊗HR. In most cases, the composite system is assumed to be closed. As previously

stated, it is not possible to describe the dynamics of a system S interacting with another

system R using unitary, Hamiltonian dynamics when decoherence and relaxation are present

[44]. However, the dynamics of the combined system S +R remains unitary.

The evolution of the subsystem S, resulting from the unitary evolution of the composite

system, is referred to as reduced system dynamics, which can be described with the formalism

of quantum master equations. The derivation of the master equation governing the dynamics

of the examined multi-level system is conducted through a microscopic approach. The latter

begins with the Hamiltonian of the combined system, which includes both the system and

the reservoir Hamiltonians [44, 45], and it is given by:

Ĥ(t) = ĤS ⊗ ÎR + ÎS ⊗ ĤR + V̂ (t), (1.57)

where ĤS and ĤR are the time-indipendent Hamiltonians of the system and reservoir,

respectively. Here, ÎS and ÎR represent the identity operators for the system and the reservoir

and V̂ (t) denotes the interaction Hamiltonian. Equation (1.57) highlights that any operator

acting solely on one of the subsystems must be expressed in the Hilbert space H of the

composite system S + R. Hence, the tensor product of the operator in question with the

identity operator of the other subsystem is performed. The interaction Hamiltonian V̂ (t),

on the other hand, encompasses the dimensions of the composite system. The dynamic of

the latter is described by the Schrödinger-Von Neumann equation (1.38) within the density

operator formalism:
dρ̂(t)

dt
= − i

ℏ

[
Ĥ(t), ρ̂(t)

]
. (1.58)

The initial condition is assumed to be described by the uncorrelated state ρ̂(0) = ρ̂S(0) ⊗
ρ̂R(0), where ρ̂S and ρ̂R are the reduced density operators describing the system and the

reservoir state, respectively. In many practical scenarios, such as those addressed in this

thesis, the focus is exclusively on the state of the primary system S, rather than on the

environment. The concept of the reduced density operator allows to obtain the state of

the system S alone, by tracing out the environment degrees of freedom from the composite

system density operator ρ̂. Mathematically, this process is called the partial trace over the

environment R, denoted as:

ρ̂S(t) ≡ TrR (ρ̂(t)) , (1.59)
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where TrR denotes the trace over the Hilbert space HR. The reduced density operator ρ̂S ,

thus, encapsulates all the information about the subsystem S that is available, without

knowledge of the environment R [43, 44].

The derivation of the quantum master equation for the dynamics of the open quantum

system S is conveniently performed in the interaction picture, rather than in the Schrödinger

picture. Equation (1.58) is then substituted with the Liouville-von Neumann equation for

the composite system:
dρ̂I(t)

dt
= − i

ℏ

[
V̂I(t), ρ̂I(t)

]
. (1.60)

The exact formal solution is given by:

ρ̂I(t) = ρ̂I(0)−
i

ℏ

∫ t

0

[
V̂I(t

′), ρ̂I(t
′)
]
dt′. (1.61)

Substituting equation (1.61) in equation (1.60), the integro-di�erential form of the Liouville-

von Nuemann equation is obtained:

dρ̂I(t)

dt
= − i

ℏ

[
V̂I(t), ρ̂I(0)

]
− 1

ℏ2

∫ t

0

[
V̂I(t),

[
V̂I(t

′), ρ̂I(t
′)
]]
dt′. (1.62)

Applying the trace over the reservoir degrees of freedom, the di�erential equation for the

dynamics of the open quantum system S in the interaction picture is obtained:

dρ̂S,I(t)

dt
= − i

ℏ
TrR

([
V̂I(t), ρ̂S(0)⊗ ρ̂R(0)

])
+

− 1

ℏ2

∫ t

0
TrR

([
V̂I(t),

[
V̂I(t

′), ρ̂I(t
′)
]])

dt′. (1.63)

Equation (1.63) still involves the density operator of the composite system, ρ̂I(t). By

applying suitable approximations relevant to the speci�c scenario, it is possible to derive

a di�erential equation that depends exclusively on the state of the subsystem S at time t.

The approximations used are the following:

� Born approximation: the Born approximation (or weak-coupling approximation)

assumes that the coupling between the system and the reservoir is weak enough that

the state of the reservoir is only minimally perturbed by its interaction with the

system. This means that the density operator of the composite system S +R can be

approximated as:

ρ̂(t) ≈ ρ̂S(t)⊗ ρ̂R(0) ∀ t, (1.64)

with the reservoir remaining approximately in its initial state ρ̂R(0) throughout the

interaction.

By applying the Born approximation, equation (1.63) gets the form:

dρ̂S,I(t)

dt
≈ − i

ℏ
TrR

([
V̂I(t), ρ̂S(0)⊗ ρ̂R(0)

])
+

− 1

ℏ2

∫ t

0
TrR

([
V̂I(t),

[
V̂I(t

′), ρ̂S,I(t
′)⊗ ρ̂R(0)

]])
dt′. (1.65)
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� Markov approximation: the Markov approximation assumes that the reservoir's

memory e�ects are negligible, meaning that the system's future evolution depends

only on its current state and not on its past history. This approximation leads to a

memoryless or Markovian process. This is valid when the reservoir has a much faster

relaxation time τR compared to the system's timescale τS , i.e. τR ≪ τS . Therefore,

the in�uence of the system on the reservoir can be neglected after a short correlation

time beyond which the reservoir �forgets� the interaction it has had with the system.

Mathematically, this implies that the reservoir's correlation functions decay rapidly

for t − t′ > τR, therefore the contribution to the integral from times t′ < t − τR is

negligible and the upper limit of the integral in equation (1.65), can be safely extended

to in�nity without signi�cantly a�ecting the result:

dρ̂S,I(t)

dt
≈ − i

ℏ
TrR

([
V̂I(t), ρ̂S(0)⊗ ρ̂R(0)

])
+

− 1

ℏ2

∫ ∞
0

TrR

([
V̂I(t),

[
V̂I(t

′), ρ̂S,I(t)⊗ ρ̂R(0)
]])

dt′. (1.66)

Under the Markov approximation, the equation governing the system's dynamics can

be expressed in a time-local form, meaning that the rate of change of the system's

density operator at time t depends only on its state at that same time t.

Equation (1.66), obtained by applying both the Born and Markov approximations, is a

Markovian quantum master equation, commonly known as Red�eld or Bloch-Red�eld equa-

tion. The Bloch-Red�eld equation, in its simplest form, does not always preserve the pos-

itivity of the density matrix ρ̂S,I(t) [44�47]. The lack of positivity can lead to unphysical

results, as negative populations within the system. Therefore, further approximations are

often necessary to ensure the physical consistency of the reduced density operator. Typi-

cally, the secular or Rotating Wave Approximation (RWA) is applied to restore the positivity

of ρ̂S,I(t) [44, 45, 48, 49]. A brief description of the approximation is given, while the ap-

plication to the case under consideration is discussed in the next section.

� Secular approximation: the secular approximation involves neglecting rapidly os-

cillating terms, that are assumed to average out over time. Speci�cally, in the Bloch-

Red�eld equation, those terms that oscillate with frequencies corresponding to di�er-

ences between non-degenerate energy levels are dropped.

Consider an open quantum system, as a multi-level atom, described by the reduced

density operator ρ̂S,I(t) interacting with a reservoir. This system exhibits atomic

transitions with frequencies ω and ω′, leading to energy di�erences ℏ(ω − ω′) = ℏ∆,

where ∆ ≡ ω − ω′. The oscillation timescale τω associated to the smallest non-zero

energy di�erence is given by 1/|ω − ω′| [29]. Three regimes can be distinguished: de-

generate, non-degenerate, and near-degenerate [48]. In degenerate cases, where ∆ = 0,

transitions do not generate rapidly oscillating terms. In non-degenerate cases, where

∆ is large, the oscillation timescales τω are much shorter than the system's evolution

timescale τS and thus the corresponding oscillating terms can be discarded. Hence, the

rotating wave approximation (RWA) is valid in both degenerate and non-degenerate
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regimes. After the application of the approximation, the remaining terms result in a

simpli�ed master equation that ensures the positivity of the density operator. In this

way, a Gorini-Kossakowski-Sudarshan-Lindblad master equation, or simply a Lindblad

master equation can be derived. The Lindblad master equation inherently preserves

the positivity of the density operator along with its unitary trace, thereby ensur-

ing a consistent and physically meaningful description of the open quantum system's

dynamics [44, 45, 50]. The Lindblad master equation is expressed as:

dρ̂S(t)

dt
= − i

ℏ
[ĤS + ĤLS , ρ̂S(t)] +

∑
ω,i

(
L̂i(ω)ρ̂S(t)L̂

†
i (ω)−

1

2

{
L̂†i (ω)L̂i(ω), ρ̂S(t)

})
,

(1.67)

where ĤS is the system Hamiltonian and ĤLS is an Hamiltonian operator, known

as Lamb-shift Hamiltonian, used to renormalize the unperturbed system energy levels

induced by the system-reservoir coupling [44, 45]. Moreover, L̂i(ω) are the Lind-

blad operators, relative to the reservoir mode angular frequency ω, that represent the

interaction with the environment. The terms involving L̂i capture the dissipative ef-

fects and ensure that the reduced system dynamics are both completely positive and

trace-preserving.

In the near-degenerate case, where 1/|ω−ω′| = τω ≫ τS , the RWA fails to accurately

model the dynamics of the system [29, 48, 49]. Averaging out the rapidly oscillating

terms, associated to the near-degenerate energy di�erence ℏ∆, can neglect important

and interesting interference e�ects, particularly in multi-level systems driven by spec-

trally broadened or incoherent radiation [14, 23, 27, 29, 34, 51]. Therefore, the RWA

must be applied carefully, considering both the speci�c scenario in which the system

exists and its characteristics.

To accurately capture interference e�ects in the V-type three-level system driven by

non-coherent radiation, RWA is not applied in this case-study. In the following section,

further approximations are applied to the Bloch-Red�eld equation (1.66). The aim is to

obtain a quantum master equation that preserves both trace and positivity and is ideally

in a form close to the Lindblad equation.

1.3 Derivation of the quantum master equation

This section derives the quantum master equation for a V-type three-level system from the

Bloch-Red�eld equation, applying approximations appropriate to the case study.

First, the interaction Hamiltonian V̂I in the interaction picture is de�ned, which dictates

the time evolution of the reduced density operator ρ̂S(t). Relevant approximations are

then applied to the Bloch-Red�eld equation to obtain the quantum master equation. The

latter is expressed as a set of linear di�erential equations for each element of the system's

density operator. The analysis considers two types of incoherent radiation: isotropic and

unpolarized, as well as anisotropic and polarized. The aim is to compare how Fano coherence

is generated in these di�erent scenarios, ultimately identifying the optimal conditions for
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implementing an experimental setup on atomic platforms for the detection of noise-induced

Fano coherence.

1.3.1 Interaction Hamiltonian for a V-type three level system driven by

incoherent radiation

The light-matter interaction of interest involves a multi-level atom driven by a non-coherent

radiation source, such as a thermal or broadband laser radiation. This scenario is e�ectively

modeled using the open quantum system formalism, as the multi-level system S interacts

with a reservoir R.

The atomic system under consideration is a three-level system in a V con�guration,

consisting of two excited states and one ground state, as depicted in �gure 1.1. In the

�gure, |a⟩ and |b⟩ represent the excited states, which decay to the ground state |c⟩ with

rates γa and γb, respectively. Additionally, both excited states are coupled to the ground

via incoherent pumping, (e.g. thermal radiation), with rate ra, rb. Conversely, there is no

coupling between excited states. The angular frequencies of the two atomic transitions are

indicated as ωac ≡ ωa−ωc and ωbc ≡ ωb−ωc, while the upper levels splitting is∆ ≡ ωac−ωbc.

This scenario is described by the interaction between the system and the radiation �eld,

modelled as a thermal reservoir, and is studied using a fully quantum mechanical description.

The time-independent Hamiltonian of the reduced system is expressed as:

ĤS =
∑
l

ℏωlcσ̂
+
lc σ̂
−
lc = ℏ

(
ωacσ̂

+
acσ̂
−
ac + ωbcσ̂

+
bcσ̂
−
bc

)
, (1.68)

with the energy of ground level |c⟩ set to zero. Equivalently, from Subsection 1.1.1, the

Hamiltonian for the quantized electromagnetic �eld is:

ĤR =
∑
λ=1,2

∑
k

ℏνk,λâ†k,λâk,λ. (1.69)

As previously shown in equation (1.57), the Hamiltonian of the composite system S+R

Δ 

ra rb

γa γb

|𝑎〉
|b〉

|c〉

𝜔𝑎c 𝜔bc

Figure 1.1: The energy level con�guration for the V-type three-level system under consideration
consists of two nearly degenerate excited levels, denoted as |a⟩ and |b⟩ with a frequency
splitting of ∆. These levels are incoherently pumped, at rates ra and rb respectively,
from the ground level |c⟩. Both |a⟩ and |b⟩ can decay to the ground level at rates γa
and γb, respectively.
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includes the interaction Hamiltonian V̂ (t), which describes the interaction between the

atomic system and the electromagnetic �eld. The Hamiltonian V̂ (t) can be derived by

considering the coupling between the electric dipole moment operator of the atom, µ̂, and

the electric �eld operator Ê(r, t) [40, 41, 44]. In the interaction picture, the following

expression is obtained:

V̂I(t) = −µ̂I(t) · ÊI(r, t). (1.70)

The dipole moment operator in the interaction picture, associated to the V-type three level

system shown in �gure 1.1, is given by:

µ̂I(t) = µac

(
σ̂+ace

iωact + σ̂−ace
−iωact

)
+ µbc

(
σ̂+bce

iωbct + σ̂−bce
−iωbct

)
, (1.71)

where, equation (1.55) is used. Inserting equations (1.71) and (1.52) in equation (1.70)

yields the following:

V̂I(t) = −i
∑
λ=1,2

∑
k

√
ℏνk,λ
2ε0V

[
(µac · ϵk,λ)

(
σ̂+ace

iωact + σ̂−ace
−iωact

)
×
(
âk,λe

−iνk,λt+ik·r − â†k,λe
iνk,λt−ik·r

) ]
+

− i
∑
λ=1,2

∑
k

√
ℏνk,λ
2ε0V

[
(µbc · ϵk,λ)

(
σ̂+bce

iωbct + σ̂−bce
−iωbct

)
×
(
âk,λe

−iνk,λt+ik·r − â†k,λe
iνk,λt−ik·r

) ]
.

(1.72)

At this point, the dipole approximation is applied.

� Dipole approximation: the dipole approximation assumes that the wavelength of

the �eld is larger than the size of the atom. This allows to disregard any spatial

variations of the �eld over the spatial extent of the atom, meaning that the �eld can be

considered approximately constant. The dipole approximation is particularly suitable

for optical transitions, since atomic dimensions typically range in Angstroms, while

optical wavelengths extend to hundreds of nanometers. The dipole approximation

simpli�es the electric �eld Ê(r, t) to be nearly constant over the spatial extent of the

atom. Consequently, the electric �eld can be evaluated at a reference point, chosen to

be r = 0. The electric �eld operator is then reformulated as follows:

Ê(r, t) ≈ Ê(0, t) = i
∑
λ=1,2

∑
k

√
ℏνk,λ
2ε0V

ϵk,λ

[
âk,λe

−iνk,λt − â†k,λe
iνk,λt

]
. (1.73)
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Hence, equation (1.72) becomes:

V̂I(t) =

= −i
∑
λ=1,2

∑
k

√
ℏνk,λ
2ε0V

[
(µac · ϵk,λ)

(
σ̂+ace

iωact + σ̂−ace
−iωact

) (
âk,λe

−iνk,λt − â†k,λe
iνk,λt

) ]
+

− i
∑
λ=1,2

∑
k

√
ℏνk,λ
2ε0V

[
(µbc · ϵk,λ)

(
σ̂+bce

iωbct + σ̂−bce
−iωbct

) (
âk,λe

−iνk,λt − â†k,λe
iνk,λt

)]
.

(1.74)

Equation (1.74) can be simpli�ed by applying RWA, that allows to discard the non-conserving

energy terms contained in the equation.

� Rotating Wave Approximation: considering equation (1.74), not all the four terms

arising from expanding the product
(
σ̂+lce

iωlc + σ̂−lce
−iωlc

) (
âk,λe

−iνkt − â†k,λe
iνkt
)
, with

l = a, b, conserve the energy. Speci�cally, the term σ̂−lc âk,λ describes the transition of

the atom from the excited state |l⟩ to the ground state |c⟩ and the destruction of one

photon, resulting in a net energy loss (equal to the sum of the photon energy and the

energy di�erence between the atomic states). Conversely, the term σ̂+lc â
†
k,λ represents

the transfer of the atom's state to the excited state |l⟩ and the creation of one photon,

resulting in an energy gain. On the other hand, the remaining two terms conserve

the energy of the light-matter interaction process [40]. Therefore, the non-conserving

terms can be dropped by applying the RWA. As speci�ed by McCauley et al. in [48],

the application of the RWA at this stage should not to be confused with the secular

approximation that could be applied later, which turns the Bloch-Red�eld equation

into a Lindblad master equation.

Hence, equation (1.74) turns into:

V̂I(t) =

= −i
∑
λ=1,2

∑
k

√
ℏνk,λ
2ε0V

[
(µac · ϵk,λ)

(
σ̂+acâk,λe

i(ωact−νk,λt) − σ̂−acâ
†
k,λe

−i(ωact−νk,λt)
)]

+

− i
∑
λ=1,2

∑
k

√
ℏνk,λ
2ε0V

[
(µbc · ϵk,λ)

(
σ̂+bcâk,λe

i(ωbct−νk,λt) − σ̂−bcâ
†
k,λe

−i(ωbct−νk,λt)
)]
.

(1.75)

Equation (1.75) can be rewritten also in terms of the coupling terms g
(l)
k,λ, which have

dimensions of an angular frequency:

g
(l)
k,λ ≡ −

µlc · ϵk,λ
ℏ

√
ℏνk
2ε0V

, (1.76)
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with l = a, b, so that:

V̂I(t) =iℏ
∑
λ=1,2

∑
k

g
(a)
k,λ

(
σ̂+acâk,λe

i(ωact−νk,λt) − σ̂−acâ
†
k,λe

−i(ωact−νk,λt)
)
+

+iℏ
∑
λ=1,2

∑
k

g
(b)
k,λ

(
σ̂+bcâk,λe

i(ωbct−νk,λt) − σ̂−bcâ
†
k,λe

−i(ωbct−νk,λt)
)
.

(1.77)

The coupling terms are real and quantify the strength of the interaction between subsystems

S and R. These terms de�ne also the spectral density function J(ν), which characterizes

how the modes of the radiation �eld (reservoir) are distributed and how strongly these

modes couple to the quantum system (atom). The spectral density is de�ned as:

Jl(ν) ≡
∑
λ

∑
k

|g(l)k,λ|
2δ(ν − νk,λ) (1.78)

The presence of δ(ν − νk,λ) ensures that only the modes of the radiation �eld that have a

frequency νk,λ are considered.

Now that a simpli�ed expression for V̂I(t) has been obtained, it is possible to recover the

Born-Red�eld equation (1.66). The �rst term on the right-hand side of (1.66) is associated

with the coherent part of the dynamics, since the commutator encapsulates the unitary

evolution driven by the interaction Hamiltonian V̂I(t). I denoted this term as
dρ̂S,I(t)

dt |coh.
By inserting V̂I(t) in (1.66), the coherent term becomes:

dρ̂S,I(t)

dt

∣∣∣∣
coh

=− i

ℏ
TrR

([
V̂I(t), ρ̂S(0)⊗ ρ̂R(0)

])
=

=−
2∑

λ=1

∑
k

gak,λe
i(ωac−νk)t⟨âk,λ⟩[σ̂+ac, ρ̂S(0)]+

−
2∑

λ=1

∑
k

gbk,λe
i(ωbc−νk)t⟨âk,λ⟩[σ̂+bc, ρ̂S(0)] + h.c.,

(1.79)

where ⟨âk,λ⟩ = TrR (âk,λρ̂R(0)) are the expectation values of âk,λ with respect to the state

of the reservoir.

The R system is a thermal reservoir in equilibrium at temperature T . This implies that

the modes of the reservoir are distributed as a mixture of uncorrelated thermal equilibrium

states at temperature T . Hence, the state of the reservoir can be represented by the following

reduced density operator [40, 44]:

ρ̂R(0) =
∏
k,λ

[
1− exp

(
−
ℏνk,λ
kBT

)]
exp

(
−
ℏνk,λâ†k,λâk,λ

kBT

)
, (1.80)

where kB is the Boltzmann constant. In this way, the expectation value and the correlation

function of the reservoir's operators, computed with respect to ρ̂R(0), take the following
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values:

⟨âk,λ⟩ = ⟨â†k,λ⟩ = 0 ∀k, λ (1.81)

⟨â†k,λâk′,λ′⟩ = n̄k,λδk,k′δλ,λ′ (1.82)

⟨âk,λâ†k′,λ′⟩ = (n̄k,λ + 1)δk,k′δλ,λ′ (1.83)

⟨âk,λâk′,λ′⟩ = ⟨â†k,λâ
†
k′,λ′⟩ = 0 ∀k,k′, λ, λ′ , (1.84)

where

n̄k,λ =
1

exp
(
ℏνk,λ
kBT

)
− 1

(1.85)

is the average photon (boson) number in the mode k, λ and δ denotes the Dirac delta

function. These relations indicate that in thermal equilibrium, the expectation values of

the annihilation and creation operators are equal to zero (equation (1.81)). Equations

(1.82) and (1.83) give the average occupation numbers and the commutation relations of

the creation and annihilation operators at thermal equilibrium. Finally, equation (1.84)

shows that there are no correlations between modes.

Equation (1.81) implies that the coherent part of the reduced dynamics is equal to:

dρ̂S,I(t)

dt

∣∣∣∣
coh

= 0 (1.86)

Consider now the second term on the right-hand side of equation (1.66), which is asso-

ciated with the incoherent part of the reduced dynamics:

dρ̂S,I(t)

dt

∣∣∣∣
incoh

= − 1

ℏ2

∫ ∞
0

TrR

([
V̂I(t),

[
V̂I(t

′), ρ̂S,I(t)⊗ ρ̂R(0)
]])

dt′. (1.87)

This term is related to the interaction between the system and the reservoir that leads to

dissipation. This expression can be simpli�ed by expanding the double commutator after

substituting equation (1.77) and setting t′ = t − s, where s > τR according to the Markov

approximation. Each term in equation (1.87) is examined separately. The �rst term is:

−
∫ ∞
0

∑
λ,λ′

∑
k,k′

g
(l)
k,λg

(l)
k′,λ′ e

−i(ωlc−νk,λ)t+i(ωlc−νk′,λ′ )(t−s)
[
⟨â†k,λâk′,λ′⟩

(
σ̂−lc σ̂

+
lc ρ̂S,I(t) +

−σ+lcρS,I(t)σ
−
lc

)
+ ⟨âk′,λ′ â†kλ⟩

(
ρ̂S,I(t)σ̂

+
lc σ̂
−
lc − σ̂−lc ρ̂S,I(t)σ̂

+
lc

)]
ds, (1.88)

that is associated with the atomic transition |a⟩ ↔ |c⟩ with l = a or |b⟩ ↔ |c⟩ with l = b.

Moreover, also the following crossing terms (namely involving both the levels |a⟩ and |b⟩)
arise in equation (1.87):

−
∫ ∞
0

∑
λ,λ′

∑
k,k′

g
(a)
k,λg

(b)
k′,λ′ e

i(ωac−νk,λ)t−i(ωbc−νk′,λ′ )(t−s)
[
⟨â†k′,λ′ âk,λ⟩

(
ρ̂S,I(t)σ̂

−
bcσ̂

+
ac +

−σ̂+acρ̂S,I(t)σ̂−bc
)
+ ⟨âk,λâ†k′,λ′⟩

(
σ̂+acσ̂

−
bcρ̂S,I(t)− σ̂−bcρ̂S,I(t)σ̂

+
ac

)]
ds . (1.89)

Hence, from substituting the expectation values in equations (1.82)-(1.84), equations (1.88)
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and (1.89) simplify as:

−
∫ ∞
0

∑
λ

∑
k

|g(l)k,λ|
2e−i(ωlc−νk,λ)s

[
n̄k,λ

(
σ̂−lc σ̂

+
lc ρ̂S,I(t)− σ̂+lc ρ̂S,I(t)σ̂

−
lc

)
+

+(n̄k,λ + 1)
(
ρ̂S,I(t)σ̂

+
lc σ̂
−
lc − σ̂−lc ρ̂S,I(t)σ̂

+
lc

) ]
ds (1.90)

and

−
∫ ∞
0

∑
λ

∑
k

g
(a)
k,λg

(b)
k,λ e

i(ωac−νk,λ)t−i(ωbc−νk,λ)(t−s)
[
n̄k,λ

(
ρ̂S,I(t)σ̂

−
bcσ̂

+
ac − σ̂+acρ̂S,I(t)σ̂

−
bc

)
+

+(n̄k,λ + 1)
(
σ̂+acσ̂

−
bcρ̂S,I(t)− σ̂−bcρ̂S,I(t)σ̂

+
ac

) ]
ds . (1.91)

In the above expression, the exponential terms can be recast as:

−
∫ ∞
0

∑
λ

∑
k

g
(a)
k,λg

(b)
k,λ e

i∆tei(ωbc−νk,λ)s
[
n̄k,λ

(
ρ̂S,I(t)σ̂

−
bcσ̂

+
ac − σ̂+acρ̂S,I(t)σ̂

−
bc

)
+

+(n̄k,λ + 1)
(
σ̂+acσ̂

−
bcρ̂S,I(t)− σ̂−bcρ̂S,I(t)σ̂

+
ac

) ]
ds . (1.92)

At this point the Weisskopf-Wigner approximation is applied.

� Weisskopf-Wigner approximation: the Weisskopf-Wigner approximation assumes

that the electric �eld modes are densely packed in frequency, thus the summation over

k can be replaced with an integral, performing the continuum limit [40, 44]:

∑
k

−→ V

(2π)3

∫ 2π

0
dϕ

∫ π

0
dθ sin θ

∫ ∞
0

|k|2d|k| with |k| ≡ νk
c
. (1.93)

The latter expression holds for a �xed polarization λ. In equation (1.93), the summa-

tion over Cartesian coordinates is replaced with an integral in spherical coordinates

and the wavevector k can be expressed as k = |k|(sin θ cosϕ, sin θ sinϕ, cos θ), varying
over the spherical volume d3k = |k|2d|k| sin θdθdϕ. The fact that the radiation �eld is

contained in a sphere is an approximation that simpli�es the mathematical treatment

of the model. Nevertheless, the error introduced by this assumption is negligible,

since the modes of the radiation �eld are uncorrelated due to the incoherence of the

light source. The integration variable |k| is then replaced with νk
c using the dispersion

relation:
V

(2πc)3

∫ 2π

0
dϕ

∫ π

0
dθ sin θ

∫ ∞
0

ν2kdνk (1.94)

with �xed polarization λ.

Using the Weisskopf-Wigner approximation, the spectral density becomes:

Jl(ν) ≈ V

(2πc)3

∑
λ

∫ 2π

0
dϕ

∫ π

0
dθ sin θ

∫ ∞
0

|g(l)k,λ|
2δ(ν − ν ′)ν ′2dν ′ =

=
ν3

16ℏπ3εoc3
∑
λ

∫ 2π

0
dϕ

∫ π

0
|µlc · ϵλ|2 sin θdθ, (1.95)
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where the properties of the Dirac delta function and de�nition (1.76) are used.

For an incoherent radiation source, the spectral density can often be approximated

as �at near the atomic transitions, due to its broad frequency range, which implies

the assumption νk,λ ≈ ωac, ωbc for any k, λ close to the transition frequencies. Con-

sequently, the term ν3 in equation (1.95) can be approximated by ω3
lc, as ν

3 is slowly

varying near ωlc. Therefore, the spectral density can be considered approximately

constant over the relevant frequency range: Jl(ν) ≈ Jl(ωlc) with l = a, b [39, 40]. The

spectral density is then:

J(ωlc) =
ω3
lc

16ℏπ3εoc3
∑
λ

∫ 2π

0
dϕ

∫ π

0
dθ sin θ|µlc · ϵλ|2. (1.96)

By applying the Weisskopf-Wigner approximation, terms (1.90) and (1.92) become:

−
∫ ∞
0

∫ ∞
0

Jl(ωlc)e
−i(ωlc−νk,λ)s

[
n̄k,λ

(
σ̂−lc σ̂

+
lc ρ̂S,I(t)− σ̂+lc ρ̂S,I(t)σ̂

−
lc

)
+

+(n̄k,λ + 1)
(
ρ̂S,I(t)σ̂

+
lc σ̂
−
lc − σ̂−lc ρ̂S,I(t)σ̂

+
lc

) ]
dνk,λds

(1.97)

and

−
∫ ∞
0

∫ ∞
0

√
Ja(ωac)Jb(ωbc)e

i∆tei(ωbc−νk,λ)s
[
n̄k,λ

(
ρ̂S,I(t)σ̂

−
bcσ̂

+
ac − σ̂+acρ̂S,I(t)σ̂

−
bc

)
+

+(n̄k,λ + 1)
(
σ̂+acσ̂

−
bcρ̂S,I(t)− σ̂−bcρ̂S,I(t)σ̂

+
ac

) ]
dνk,λds , (1.98)

where the spectral density function is used. Notice that when νk,λ ̸= ωlc, the exponen-

tial terms ei(ωlc−νk,λ)s in equations (1.97) and (1.98) oscillate rapidly. By applying the

Weisskopf-Wigner approximation, the only relevant frequency modes are those close to the

atomic transition. The result of this approximation in equations (1.97) and (1.98) is to set

the following integral computations:∫ ∞
0

e−i(ωlc−νk,λ)sdνk,λ = e−iωlcs

∫ ∞
0

eiνk,λsdνk,λ ≈

≈ e−iωlcs

2

∫ ∞
−∞

eiνk,λsdνk,λ = e−iωlcs

(
πδs+ iP

1

s

)
(1.99)

and ∫ ∞
0

ei∆tei(ωbc−νk,λ)sdνk,λ = ei∆teiωbcs

∫ ∞
0

e−iνk,λsdνk,λ ≈

≈ ei∆t e
i(ωbc−νk,λ)s

2

∫ ∞
−∞

e−iνk,λsdνk,λ = ei∆teiωbcs

(
πδ(s)− iP

1

s

)
, (1.100)

where in both equations the one-side Fourier transform of the Dirac delta function is ex-

ploited: ∫ ∞
0

e±iνsdν ≡ πδ(s)± iP
1

s
. (1.101)
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The term P denotes the Cauchy principal value of the integral. The Cauchy principal value

is a mathematical technique used to handle integrals that would otherwise diverge, as in

this case, due to the singularity at s = 0. This term gives rise to the Lamb shift e�ect, which

origins from the interaction of the atom with the vacuum �uctuations of the electromagnetic

�eld, causing a slight shift in the energy levels of the atom [44, 48]. In this treatment, the

Lamb shift term is neglected, as in references [27, 30, 52], since it is negligible for weak

system-radiation couplings, being much smaller than the atomic transition frequencies.

Substituting expressions (1.99) and (1.100) in the terms (1.97) and (1.98) yields:

−πJl(ωlc)

∫ ∞
0

e−iωlcs
[
n̄k,λ

(
σ̂−lc σ̂

+
lc ρ̂S,I(t)− σ̂+lc ρ̂S,I(t)σ̂

−
lc

)
+

+(n̄k,λ + 1)
(
ρ̂S,I(t)σ̂

+
lc σ̂
−
lc − σ̂−lc ρ̂S,I(t)σ̂

+
lc

) ]
δ(s)ds (1.102)

and

−π
√
Ja(ωac)Jb(ωbc)

∫ ∞
0

ei∆teiωbcs
[
n̄k,λ

(
ρ̂S,I(t)σ̂

−
bcσ̂

+
ac − σ̂+acρ̂S,I(t)σ̂

−
bc

)
+

+(n̄k,λ + 1)
(
σ̂+acσ̂

−
bcρ̂S,I(t)− σ̂−bcρ̂S,I(t)σ̂

+
ac

) ]
δ(s)ds . (1.103)

By evaluating the integral, the terms become:

−πJ(ωlc)
[
n̄k,λ

(
σ̂−lc σ̂

+
lc ρ̂S,I(t)− σ̂+lc ρ̂S,I(t)σ̂

−
lc

)
+ (n̄k,λ + 1)

(
ρ̂S,I(t)σ̂

+
lc σ̂
−
lc − σ̂−lc ρ̂S,I(t)σ̂

+
lc

) ]
(1.104)

and

−π
√
J(ωac)J(ωbc)e

i∆t
[
n̄k,λ

(
ρ̂S,I(t)σ̂

−
bcσ̂

+
ac − σ̂+acρ̂S,I(t)σ̂

−
bc

)
+

+(n̄k,λ + 1)
(
σ̂+acσ̂

−
bcρ̂S,I(t)− σ̂−bcρ̂S,I(t)σ̂

+
ac

) ]
. (1.105)

The term shown in (1.105) includes an oscillatory component at the frequency di�erence ∆

between the two excited states. If the two excited states are nearly degenerate, the oscil-

lation period 1/∆ can exceed the system's characteristic timescale. In this case, applying

the secular approximation, which is suitable for large or zero ∆, becomes inappropriate.

The reason is that the secular approximation could ignore interesting interference e�ects

by averaging the oscillatory component. To account for these e�ects the partial secular

approximation is used.

� Partial secular approximation: this approximation maintains the coupling be-

tween populations and coherences that arise from the terms in the master equation

that oscillate with frequencies proportional to ∆. The partial secular approximation

allows to observe the creation of coherence and non-monotonic excited states popu-

lation dynamics, which result from interference e�ects between closely spaced levels

[27, 29, 53, 54].

This approximation states that, since ωac −ωbc = ∆ ≪ ωac, ωbc, then ωac ≃ ωbc. This

is valid, for example, in the context of optical transitions, where ωac, ωbc ∼ hundreds of

THz. The condition ∆ ≪ ωac, ωbc justi�es the use of the partial secular approximation
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as it ensures that terms oscillating at transition frequencies, except those oscillating

at frequency ∆, average out over the system's timescale.

After the application of this approximation, crossing terms as (1.105) become:

−π
√
Ja(ωac)Jb(ωac)

[
n̄
(
ρ̂S,I(t)σ̂

−
bcσ̂

+
ac − σ̂+acρ̂S,I(t)σ̂

−
bc

)
+

+(n̄+ 1)
(
σ̂+acσ̂

−
bcρ̂S,I(t)− σ̂−bcρ̂S,I(t)σ̂

+
ac

) ]
. (1.106)

Note that the application of the Weisskopf-Wigner approximation �rst and the partial-

secular approximation then imply that:

n̄ =
1

exp
(
ℏωac
kBT

)
− 1

(1.107)

since only the modes close to the atomic transitions are relevant, and ωac ≈ ωbc.

At the end of the calculations, the Born-Red�eld equation (1.66) transforms into:

dρ̂S,I(t)

dt
=
dρ̂S,I(t)

dt

∣∣∣∣
incoh

=

−πJa(ωac)
[
n̄
(
σ̂−acσ̂

+
acρ̂S(t)− σ̂+acρ̂S(t)σ̂

−
ac

)
+ (n̄+ 1)

(
ρ̂S(t)σ̂

+
acσ̂
−
ac +−σ̂−acρ̂S(t)σ̂+ac

)]
−πJb(ωac)

[
n̄
(
σ̂−bcσ̂

+
bcρ̂S(t)− σ̂+bcρ̂S(t)σ̂

−
bc

)
+ (n̄+ 1)

(
ρ̂S(t)σ̂

+
bcσ̂
−
bc − σ̂−bcρ̂S(t)σ̂

+
bc

)]
−π
√
Ja(ωac)Jb(ωac)

[
n̄
(
ρ̂S(t)σ̂

−
bcσ̂

+
ac − σ̂+acρ̂S(t)σ̂

−
bc

)
+ (n̄+ 1)

(
σ̂+acσ̂

−
bcρ̂S(t)− σ̂−bcρ̂S(t)σ̂

+
ac

)]
−π
√
Ja(ωac)Jb(ωac)

[
n̄
(
ρ̂S(t)σ̂

−
acσ̂

+
bc − σ̂+bcρ̂S(t)σ̂

−
ac

)
+ (n̄+ 1)

(
σ̂+bcσ̂

−
acρ̂S(t)− σ̂−acρ̂S(t)σ̂

+
bc

)]
+

+h.c.. (1.108)

Equation (1.108) deviates from the standard Lindblad master equation due to the inclu-

sion of the mixed terms (the last two lines), which account for quantum interference e�ects.

However, as shown by McCauley et al. [48], when the spectral density is su�ciently �at and

transitions are close enough to share the same spectral density value, the Bloch-Red�eld

equation closely approximates a Lindblad master equation, thereby maintaining positivity.

Indeed, Jeske et al. in [53] explain that these conditions lead to the degenerate Lindblad

master equation case, described in the reference. For this reason the issue of losing positive

semi-de�niteness of ρ̂S(t) does not occur, as also observed in this case study, and equa-

tion (1.108) consistently provides accurate predictions, as also remarked in previous works

on the subject [26, 28, 29].

Equation (1.108) is general, regarding the type of incoherent radiation considered. In the

next sections, the speci�c case of isotropic, unpolarized radiation and anisotropic, polarized

radiation are described in detail.

1.3.2 Interaction with an isotropic, unpolarized non-coherent source

In this section I consider an isotropic unpolarized incoherent radiation interacting with

the three-level system. I start the calculation by expanding equation (1.108) by inserting
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equation (1.96). As previously done, I perform the calculation on just two representative

terms:

ω3
lc

16ℏπ2ε0c3

∫ 2π

0
dϕ

∫ π

0
sin θdθ

∑
λ

|µlc · ϵλ|2
[
n̄
(
σ̂−acσ̂

+
acρ̂S,I(t

′)− σ̂+acρ̂S,I(t
′)σ̂−ac

)
+

+ (n̄+ 1)
(
ρ̂S,I(t

′)σ̂+acσ̂
−
ac − σ̂−acρ̂S,I(t

′)σ̂+ac
) ] (1.109)

and

ω3
ac

16ℏπ2ε0c3

∫ 2π

0
dϕ

∫ π

0
sin θdθ

∑
λ

(µac · ϵλ) (µbc · ϵλ)
[
n̄
(
ρ̂S,I(t

′)σ̂−bcσ̂
+
ac − σ̂+acρ̂S,I(t

′)σ̂−bc
)
+

+ (n̄+ 1)
(
σ̂+acσ̂

−
bcρ̂S,I(t

′)− σ̂−bcρ̂S,I(t
′)σ̂+ac

) ]
.

(1.110)

At this point, the wave vector and the polarization vector can be expressed in spherical

coordinates in order to evaluate the angular integrals and then the sum over the polarizations

[30, 39]. Following the methodology used in [30, 39, 55], I rewrite the wave vector in spherical

coordinates: k = |k|[sin θ cosϕ, sin θ sinϕ, cos θ]. The polarization and wave vector must be

orthogonal, thus two possible instances ϵλ=1, ϵλ=2 of the polarization vector for λ = 1, 2

are given by the following expressions:

ϵλ=1 = [− cos θ cosϕ,− cos θ sinϕ, sin θ] (1.111)

ϵλ=2 = [sinϕ,− cosϕ, 0]. (1.112)

Then, the scalar products (µlc · ϵλ=1) and (µlc · ϵλ=2), with l = a, b, for arbitrary electric

dipole moments µac and µbc, are computed as long with the evaluation of the integrals over

the spherical polar angles θ,ϕ, obtaining:∫ 2π

0
dϕ

∫ π

0
sin θdθ

∑
λ

|µlc · ϵλ|2 =
8

3
π |µlc|2 (1.113)

and ∫ 2π

0
dϕ

∫ π

0
sin θdθ

∑
λ

(µac · ϵλ) (µbc · ϵλ) =
8

3
π (µac · µbc) . (1.114)

As a result, substituting (1.113) and (1.114) in (1.109) and (1.110) leads to:

ω3
lc |µlc|2

6ℏπε0c3
[
n̄
(
σ̂−acσ̂

+
acρ̂S(t

′)− σ̂+acρ̂S(t
′)σ̂−ac

)
+ (n̄+ 1)

(
ρ̂S(t

′)σ̂+acσ̂
−
ac − σ̂−acρ̂S(t

′)σ̂+ac
) ]

(1.115)

and

ω3
ac (µac · µbc)

6ℏπε0c3
[
n̄
(
ρ̂S(t

′)σ̂−bcσ̂
+
ac − σ̂+acρ̂S(t

′)σ̂−bc
)
+ (n̄+ 1)

(
σ̂+acσ̂

−
bcρ̂S(t

′)− σ̂−bcρ̂S(t
′)σ̂+ac

) ]
.

(1.116)

The fact that I am evaluating the integrals in (1.113) and (1.114) means that an isotropic and

unpolarized radiation is assumed, i.e., the modes of the radiation are uniformly distributed

along all the spatial directions, without a speci�c polarization.
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Equation (1.108) then assumes the form:

dρ̂S,I(t)

dt
=
dρ̂S,I(t)

dt

∣∣∣∣
incoh

=

−γa
2

[
n̄
(
σ̂−acσ̂

+
acρ̂S(t)− σ̂+acρ̂S(t)σ̂

−
ac

)
+ (n̄+ 1)

(
ρ̂S(t)σ̂

+
acσ̂
−
ac +−σ̂−acρ̂S(t)σ̂+ac

)]
−γb

2

[
n̄
(
σ̂−bcσ̂

+
bcρ̂S(t)− σ̂+bcρ̂S(t)σ̂

−
bc

)
+ (n̄+ 1)

(
ρ̂S(t)σ̂

+
bcσ̂
−
bc − σ̂−bcρ̂S(t)σ̂

+
bc

)]
−p

√
γaγb
2

[
n̄
(
ρ̂S(t)σ̂

−
bcσ̂

+
ac − σ̂+acρ̂S(t)σ̂

−
bc

)
+ (n̄+ 1)

(
σ̂+acσ̂

−
bcρ̂S(t)− σ̂−bcρ̂S(t)σ̂

+
ac

)]
−p

√
γaγb
2

[
n̄
(
ρ̂S(t)σ̂

−
acσ̂

+
bc − σ̂+bcρ̂S(t)σ̂

−
ac

)
+ (n̄+ 1)

(
σ̂+bcσ̂

−
acρ̂S(t)− σ̂−acρ̂S(t)σ̂

+
bc

)]
+ h.c..

(1.117)

In Eq. (1.117),

γl ≡
ω3
lc |µlc|

2

ℏ3πε0c3
(1.118)

p ≡ µac · µbc

|µac| |µbc|
= cosΘ, (1.119)

where γl denotes the spontaneous decay rate from level |l⟩ to the ground level |c⟩. The

parameter p is the alignment parameter between the transition dipole moments of the tran-

sitions |a⟩ ↔ |c⟩, |b⟩ ↔ |c⟩, and Θ is the angle between the two electric dipole moments. The

parameter p ranges from −1 to +1, where p = +1 indicates that the transition dipole mo-

ments µac and µbc are parallel, p = −1 means they are anti-parallel, and p = 0 corresponds

to orthogonal dipole moments.

Finally, the equation of motion for ρ̂S(t) in the Schrödinger picture is derived by adding

the Hamiltonian ĤS of the three-level system in the coherent part of the di�erential equation

of ρ̂S(t). Formally, it entails to solve the di�erential equation

dρ̂S(t)

dt
= − i

ℏ
TrR

[
V̂I(t) + ĤS ⊗ ÎR, ρ̂S(0)⊗ ρ̂R(0)

]
+

− 1

ℏ2

∫ t

0
TrR

[
V̂I(t),

[
V̂I(t

′), ρ̂S(t
′)⊗ ρ̂R(0)

]]
dt′. (1.120)

Hence, by incorporating the explicit expression of ĤS into the di�erential equation (1.120)

and decomposing ρ̂S(t) in its elements ⟨l|ρ̂S(t)|j⟩ ≡ ρlj(t) with l, j = a, b, c, the set of

di�erential equations for each ρlj(t) is obtained, upon following the same steps already

performed in the interaction picture, as reported below [55]:

dρaa(t)

dt
= −γa (n̄+ 1) ρaa(t) + γan̄ρcc(t)− p

√
γaγb (n̄+ 1)Re[ρab(t)]

dρbb(t)

dt
= −γb (n̄+ 1) ρbb(t) + γbn̄ρcc(t)− p

√
γaγb (n̄+ 1)Re[ρab(t)]

dρcc(t)

dt
= − (γa + γb) n̄ρcc(t) + (n̄+ 1) (γaρaa(t) + γbρbb(t)) + 2p

√
γaγb (n̄+ 1)Re[ρab(t)]

dρab(t)

dt
= −p

√
γaγb
2

(n̄+ 1) (ρaa(t) + ρbb(t)) + p
√
γaγbn̄ρcc(t)−

[
γa + γb

2
(n̄+ 1) + i∆

]
ρab(t)

(1.121)
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together with
dρac(t)

dt
= −p

√
γaγb

2
(n̄+ 1) ρbc(t)−

[γb
2
n̄+

γa
2

(2n̄+ 1) + i
ωac

2

]
ρac(t)

dρbc(t)

dt
= −p

√
γaγb

2
(n̄+ 1) ρac(t)−

[γa
2
n̄+

γb
2
(2n̄+ 1) + i

ωbc

2

]
ρbc(t) .

(1.122)

The incoherent pumping rates rl ≡ n̄γl of the transitions |l⟩ ↔ |c⟩ (l = a, b) are asso-

ciated with the absorption and stimulated emission processes due to the incoherent light

source. Note that, if p = 0, thus the transition dipole moments are orthogonal, then equa-

tion (1.121) and (1.122) for the quantum system dynamics simplify to the standard Pauli

rate equations [28, 29].

Equations (1.121) and (1.122) correspond to two independent sub-processes of the quan-

tum system's evolution [14]. Equation (1.121) comprise the time-evolution of the quantum

coherence between the two nearly degenerate excited levels |a⟩, |b⟩, which arises thanks to

the interference both between the two decay paths and between the two pumping paths (see

Fig. 1.1). This kind of coupling gives rise to an e�ective one-photon coherence that makes

indistinguishable the transition |a⟩ ↔ |c⟩ or |b⟩ ↔ |c⟩ along which the decay and pumping

processes occur. On the other hand, the sub-process (1.122) returns the time-evolutions

of the quantum coherence between each excited level and the ground state, which are not

a�ected by how the system populations vary. This decoupling is a consequence of apply-

ing the partial secular approximation, which averaged out the oscillating terms at the single

atomic transition frequencies, while retaining the terms oscillating at the frequency splitting

∆ [30, 55]. It is important to note that equations (1.121) and (1.122) apply to single atoms

and do not account for interactions between atoms or collective behaviors. The mathemati-

cal model remains valid for theoretical predictions in the proof-of-principle experiment since

the atomic densities are low enough to treat the atoms as non-interacting, as it is shown in

Section 3.2.

In subsection 1.4.1, I present the simulations for the isotropic unpolarized case scenario,

which are obtained by numerically solving equations (1.121) and (1.122). These simulations

analyze the in�uence of the governing parameters ∆, n̄ and p.

1.3.3 Interaction with a polarized non-coherent source

In this section, the case of an anisotropic and polarized incoherent radiation is considered.

Di�erently from the isotropic and unpolarized case presented in the previous section, the

anisotropy of the radiation a�ects only the incoherent pumping, thereby in�uencing the

absorption and stimulated emission processes. The spontaneous emission process, instead,

remains isotropic due to interaction with vacuum �uctuations. As explained by Dodin

et al. in [29], this condition can be described by the interaction of the system with two

distinct photon baths: the isotropic radiative environment for the spontaneous decay and

the directional excitation beam inducing the absorption and stimulated emission.

In the polarized case, the integration over the spherical volume d3k = |k|2d|k| sin θdθdϕ
is performed solely on the magnitude of the wavevector |k|2d|k|, since the direction of k is



1.3 Derivation of the quantum master equation 32

de�ned. Consequently, the spectral density Jl(ν) is given by:

Jl(ν) =
ν3

16ℏπ3εoc3
∑
λ

|µlc · ϵλ|2. (1.123)

At this point, it is necessary to de�ne the polarization vector ϵλ as well as the transition

dipole moments vectors µac and µbc of the atomic transitions. The discussion focuses on

the case of the atomic transitions with ∆mF = mF ′ − mF = ±1, where the quantum

number mF identi�es the hyper�ne magnetic sublevel within the ground manifold F , while

the subscript F ′ indicates the excited manifold. In particular, the quantum number mF

speci�es the projection of the total angular momentum F , which is given by the sum of the

electronic total angular momentum J and the nuclear spin I along a chosen quantization

axis, typically the z axis [41, 56]. This speci�c case is used in the implementation of the

V-type three-level system in the hyper�ne structure of 87Rb atoms, described in Chapter 3.

For ∆mF = +1, the corresponding transition involves coupling with circularly polarized

light in the x-y plane, according to the selection rules. The unitary transition dipole moment

vector for this transition is de�ned as:

µ = µ+ =

[
− 1√

2
,−i 1√

2
, 0

]
. (1.124)

Conversely, for ∆mF = −1 the transition involves the coupling with circularly polarized

light in the x-y plane, but rotated in the opposite sense respect to the previous case. The

unitary dipole moment vector for this transition is:

µ = µ− =

[
1√
2
,−i 1√

2
, 0

]
. (1.125)

The atomic transition |a⟩ ↔ |c⟩ is described by the transition dipole moment vector µac =

|µac|µ−, while the atomic transition |b⟩ ↔ |c⟩ is described by the transition dipole moment

vector µbc = |µbc|µ+. Note that µac⊥µbc. If the polarization of the light is oriented along

the x axis, the corresponding unitary polarization vector is given by:

ϵλ = ϵx = [1, 0, 0] (1.126)

or as the linear combination:

ϵx =
√
2 (µ− − µ+) . (1.127)

The last expression indicates that a linear polarization can drive both µ− and µ+ transitions.

Starting from the equation (1.108) and using equation (1.123), the following terms are

obtained:

ω3
lc|µlc · ϵx|2

16ℏπ2ε0c3
[
n̄
(
σ̂−acσ̂

+
acρ̂S(t

′)− σ̂+acρ̂S(t
′)σ̂−ac

)
+ n̄

(
ρ̂S(t

′)σ̂+acσ̂
−
ac − σ̂−acρ̂S(t

′)σ̂+ac
) ]

+

+
ω3
lc|µlc|2

6ℏπε0c3
(
ρ̂S(t

′)σ̂+acσ̂
−
ac − σ̂−acρ̂S(t

′)σ̂+ac
) (1.128)
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and

ω3
ac (µac · ϵx) (µbc · ϵx)

16ℏπ2ε0c3
[
n̄
(
ρ̂S(t

′)σ̂−bcσ̂
+
ac − σ̂+acρ̂S(t

′)σ̂−bc
)
+ n̄

(
σ̂+acσ̂

−
bcρ̂S(t

′)− σ̂−bcρ̂S(t
′)σ̂+ac

) ]
+

+
ω3
ac (µac · µbc)

6ℏπε0c3
(
σ̂+acσ̂

−
bcρ̂S(t

′)− σ̂−bcρ̂S(t
′)σ̂+ac

)
,

(1.129)

where the terms related to the spontaneous emission phenomenon are the last two in each

equation. Then, calculating the scalar products:

ω3
lc|µlc|2

32ℏπ2ε0c3
[
n̄
(
σ̂−acσ̂

+
acρ̂S(t

′)− σ̂+acρ̂S(t
′)σ̂−ac

)
+ n̄

(
ρ̂S(t

′)σ̂+acσ̂
−
ac − σ̂−acρ̂S(t

′)σ̂+ac
) ]

+

+
ω3
lc|µlc|2

6ℏπε0c3
(
ρ̂S(t

′)σ̂+acσ̂
−
ac − σ̂−acρ̂S(t

′)σ̂+ac
) (1.130)

and

ω3
ac |µac| |µbc|
32ℏπ2ε0c3

[
n̄
(
ρ̂S(t

′)σ̂−bcσ̂
+
ac − σ̂+acρ̂S(t

′)σ̂−bc
)
+ n̄

(
σ̂+acσ̂

−
bcρ̂S(t

′)− σ̂−bcρ̂S(t
′)σ̂+ac

) ]
+

+
ω3
ac (µac · µbc)

6ℏπε0c3
(
σ̂+acσ̂

−
bcρ̂S(t

′)− σ̂−bcρ̂S(t
′)σ̂+ac

)
.

(1.131)

Using unpolarized and isotropic radiation, the incoherent pumping rate rl/2 = n̄γl/2 is

given by:
risol

2
= n̄

γisol

2
=
ω3
lc |µlc|

2

6ℏπε0c3
n̄. (1.132)

On the contrary, for the case of polarized radiation, the incoherent pumping rate is:

rpoll

2
= n̄

γpoll

2
=

ω3
lc |µlc|

2

32ℏπ2ε0c3
n̄ = n̄

γisol

2

3

16π
⇒ n̄γpoll =

3

16π
n̄γisol . (1.133)

As also demonstrated in [30], the anisotropic pumping rate rpoll is smaller by a factor of

16π/3 than the isotropic pumping rate risol .

Overall, the master equation in the context of polarized radiation is:

dρaa(t)

dt
= −

(
γpola n̄+ γisoa

)
ρaa(t) + γpola n̄ρcc(t)−

(√
γpola γpolb n̄+ p

√
γisoa γisob

)
Re[ρab(t)]

dρbb(t)

dt
= −

(
γpolb n̄+ γisob

)
ρbb(t) + γpolb n̄ρcc(t)−

(√
γpola γpolb n̄+ p

√
γisoa γisob

)
Re[ρab(t)]

dρcc(t)

dt
=−

(
γpola + γpolb

)
n̄ρcc(t) + n̄

(
γpola ρaa(t) + γpolb ρbb(t)

)
+
(
γisoa ρaa(t) + γisob ρbb(t)

)
+

+ 2

(√
γpola γpolb n̄+ p

√
γisoa γisob

)
Re[ρab(t)]

dρab(t)

dt
=− 1

2

(√
γpola γpolb n̄+ p

√
γisoa γisob

)
(ρaa(t) + ρbb(t)) +

√
γpola γpolb n̄ρcc(t)+

−

[
γpola + γpolb

2
n̄+

γisoa + γisob

2
+ i∆

]
ρab(t)

(1.134)



1.4 Theoretical prediction for V-type three-level systems 34

together with
dρac(t)

dt
=− 1

2

(√
γpola γpolb n̄+ p

√
γisoa γisob

)
ρbc(t)−

[
γpolb

2
n̄+ γpola n̄+

γisoa

2
+ i

ωac

2

]
ρac(t)

dρbc(t)

dt
=− 1

2

(√
γpola γpolb n̄+ p

√
γisoa γisob

)
ρac(t)−

[
γpola

2
n̄+ γpolb n̄+

γisob

2
+ i

ωbc

2

]
ρbc(t).

(1.135)

The structure of equations (1.134) and (1.135) mirrors that of equations (1.121) and

(1.122), with the key di�erence that the system interacts with two distinct thermal baths,

identi�ed through the quantities γpoll and γisol . Speci�cally, the interaction can be decom-

posed into two parts: the modes of the �eld with wavevector k and polarization ϵx act as a

hot bath, that supply energy to the V-system, while the remaining vacuum modes act as a

cold bath, to which the system dissipates energy [29]. Notice that the selected transitions

have orthogonal electric dipole moments. This implies p = 0 for the isotropic process of

spontaneous emission.

The experimental realization of a proof-of-principle experiment to detect noise-induced

Fano coherences in a V-type three-level system, described in Section 3.2, employs polarized

incoherent radiation. The reasons behind this choice are explained in the following section.

1.4 Theoretical prediction for V-type three-level systems

Recent works have extensively investigated the driving of multi-level systems, in particular

V-type three-level systems, by isotropic, unpolarized, non-coherent radiation sources [23, 26�

28, 51]. These studies provide analytic solutions to equations (1.121), revealing two distinct

dynamical regimes based on the ratio between the excited state splitting ∆ and the average

radiative decay rate γ̄ between the two decay rates γa and γb. The solutions are also

in�uenced by the source's average photon number n̄, whose value is determined by the ratio

between the average incoherent excitation rate r̄ and the average spontaneous decay rate γ̄

[26, 28, 51]. Subsequently, also the case of polarized radiation has been examined in [29, 30].

Analytic solutions to equations (1.122) and (1.135) are still not provided in prior literature.

This section examines and discusses the dynamical regimes associated with an unpo-

larized an polarized incoherent radiation. Rather than relying on analytical solutions, as

in previous works, this thesis presents numerically obtained solutions to understand the

behavior of all elements of the system's density operator. In particular, the solutions of

equations (1.121) for unpolarized radiation and (1.134) for polarized radiation are analyzed

separately in Subsections 1.4.1 and 1.4.2, respectively. This analysis is crucial for deter-

mining the conditions needed for a proof-of-principle experiment with atoms to detect Fano

coherence, treated in Chapter 3. The solutions of equations (1.122) are used in the quantum

thermodynamic analysis in Chapter 2.

1.4.1 Dynamical regimes with isotropic unpolarized radiation

The dynamics of a V-type three level system interacting with a continuum of radiation

modes, uniformly distributed along all the spatial directions without a speci�c polarization,
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is described by equations (1.121) and (1.122). I remind that the above equations correspond

to two independent sub-processes for the quantum system's evolution. The �rst set of

di�erential equations in (1.121) describes the time-evolution of the coupling between the

quantum coherence between the nearly degenerate excited levels |a⟩, |b⟩, and the system's

populations. On the other hand, the sub-process (1.122) captures the time-evolution of

the quantum coherences between each excited level and the ground state, which are not

a�ected by how the system populations vary. This decoupling is a consequence of applying

the partial secular approximation.

The di�erential equations in (1.121) and (1.122) can be reformulated using the Liouville

representation, as done in [28, 30, 51, 52]. In this representation, the reduced density

operator ρ̂S is expressed in matrix-vector form:

x(t) = [ρaa(t), ρab(t), ρac(t), ρba(t), ρbb(t), ρbc(t), ρca(t), ρcb(t)ρcc(t)]
T . (1.136)

In this way, the elements of aN×N density operator are represented by a vector of dimension

N2 [57]. Di�erently from [28, 30, 51, 52], the state vector x(t) includes all the elements of

the system's density operator, allowing to numerically solve both sub-processes in equations

(1.121) and (1.122) simultaneously. In Section 2.2 a di�erent method is adopted, by solving

the two sub-processes separately. Both approaches ultimately yield the same results.

The coe�cient matrix of the linear di�erential equations is represented by the Liouville

super-operator L̂. The latter is decomposed in the �coherent� term L̂H , comprising the

coherent evolution of the dynamics, and the �dissipative� term L̂D that encapsulates the

e�ects of dissipation on the density matrix. In formulas:

− i

ℏ

[
ĤS , ρ̂S(t)

]
→ L̂Hx(t) with L̂H = ĤS ⊗ ÎS − ÎS ⊗ ĤT

S . (1.137)

Here ÎS is the identity operator in the Hilbert space of the system S. The term L̂D, instead,
can be further divided for simplicity in three contributions:

1. L̂D1 , that describes the decay and pumping processes relative to transition |a⟩ ↔ |c⟩.

2. L̂D2 , that describes the decay and pumping processes relative to transition |b⟩ ↔ |c⟩.

3. L̂D12 , that describes Fano interference terms.

The procedure used to obtain all the above dissipative terms can be found in [58]. The

following linear homogeneous di�erential equation is then obtained:

dx(t)

dt
= L̂x(t) with L̂ = L̂H + L̂D1 + L̂D2 + L̂D12 . (1.138)

The advantages of the Liouville super-operator are several, among which is the ability to rep-

resent the master equation formalism in a compact and more manageable form. Moreover,

it is possible to numerically solve the set of equations in (1.138) via exponentiation:

x(t) = eL̂tx(0), (1.139)
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with x(0) denoting the initial state. The exponential of the super-operator is computed using

the Matlab function expm, which employs the scaling and squaring algorithm of Higham [59].

The numerical solution of equation (1.139) is valid under the assumption that all terms

composing the super-operator remain constant over time, which is the case treated in this

and in the following subsection. Subsequently, a time-dependent incoherent radiation is also

evaluated, being useful for the implementation of the proof-of-principle experiment of Fano

coherence generation.

To properly analyse the generation of Fano coherence induced by incoherent driving,

I choose a coherence-free initial state. Speci�cally, as in [26, 28, 30, 51] , I initialize the

system in the ground state, meaning the initial state vector x(0) has only ρcc(0) = 1 as the

non-zero element. This initial condition guarantees the existence of positive populations at

all times, as discussed in [26, 28, 51]

The analytical and numerical solutions reveal two critical physical regimes for the evolu-

tion of the Fano-coherence ρab: an overdamped regime and an underdamped regime, separated

by a transition regime [26, 28, 51]. The regimes are determined by di�erent values of the

excited states splitting ∆, of the average spontaneous decay rate γ̄ = (γa + γb)/2, of the

alignment parameter p and of the radiation average photon number n̄. The latter can be

interpreted also as the radiation intensity. For simplicity, γa > γb is assumed, though the

results hold for the reverse condition γa < γb as well.

First, consider the weak pumping condition, where n̄≪ 1. In the following, I report the

results found by Dodin et al. in [51] and previously by Tscherbul et al. [26]. The following

parameter is de�ned [51]:

∆p ≡
√
∆2 − (1− p2)γaγb , (1.140)

that can be interpreted as a generalized excited state splitting. Focusing on the case p = +1,

the two main regimes are identi�ed by the ratio ∆p/γ̄ = ∆/γ̄ [26, 51]:

(i) Underdamped regime, ∆p/γ̄ ≫ 1: in presence of a large excited state splitting,

the real and imaginary parts of the coherence ρab oscillate at frequency ∆, as depicted

in �gure 1.2. These oscillations are damped by interactions with the incoherent �eld,

through spontaneous and stimulated emission processes, and they reach zero on the

time scale τcoh ≈ 1/γ̄ [26].

When the V-system transitions from symmetrical (γa = γb) to asymmetrical (γa/γb >

1), distinct behaviors in the real and imaginary parts of the coherence can be observed.

In particular, the real part decays more rapidly than the imaginary part, because the

real part of the coherence couples to system's populations via the interference terms of

the master equations. Once the faster decaying population (ρaa) reaches equilibrium,

the real part of the coherence is suppressed. In contrast, the imaginary part, which is

independent from the populations, persists until the slower decaying population (ρbb)

also reaches equilibrium [51]. Furthermore, the oscillation amplitude of both Re[ρab]

and Im[ρab] decreases as γa/γb increases. The ground state population ρcc is not

reported in the graphs, since its behavior can be retrieved by applying the constraint

ρcc = 1− ρaa − ρbb.
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Figure 1.2: Dimensionless time evolution of excited states populations and real and imaginary
part of quantum coherence between levels |a⟩ and |b⟩. The radiation intensity is set
to ful�ll the weak pumping regime (n̄ = 0.06), with a large splitting between excited
states (∆/γ̄ = 10). Di�erent ratios of decay rates γa/γb are shown, with p = 1 in all
panels of the �gure.

In �gure 1.3 the parameter p is decreased to p = 0.5 to show its in�uence on the

amplitude of coherence. The amplitude decreases as the absolute value of p decreases,

Figure 1.3: Dimensionless time evolution of real and imaginary part of quantum coherence ρab with
p = 0.5. The radiation intensity is set to ful�ll the weak pumping regime (n̄ = 0.06),
with a large splitting between excited states (∆/γ̄ = 10).
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without a�ecting the overall time dynamics. Hence, parallel or anti-parallel transition

dipole moments maximise the amplitude of Re[ρab], while the sign of p only a�ects

the sign of imaginary and real parts.

(ii) Overdamped regime, ∆p/γ̄ ≪ 1: assume now that the excited states are very

close in frequency. In this regime, the real and imaginary parts of ρab reach a quasi-

stationary state as depicted in �gure 1.4.

In this scenario, the time scale of coherence dynamics is given by τcoh = 2γ̄/∆2
p [26, 51].

Thus, in the limit ∆p → 0, the coherence lifetime approaches in�nity . The condition

∆p = 0 is achieved with degenerate excited levels (∆ = 0) and with parallel (or anti-

parallel) transition dipoles moments (p = ±1). Under these conditions, noise-induced

Fano coherence can become stationary, which is advantageous for possible attaining

quantum heat engines or photocells [23, 33, 34], as well as its detection. Therefore,

by tuning the splitting ∆, the coherence lifetime can be made in principle arbitrarily

long.

The excited state populations evolve non-monotonically, showing a quasi-stationary

state as well. As long as t ≤ τcoh, the system evolves to a state that involves an in-phase

coherent superposition between the excited energy eignestates [51]. During this period,

the populations of the excited levels reach a �rst saturation level, which is lower than

that of thermal equilibrium, as long as Re[ρab] ̸= 0. In this scenario, the real part of the

Figure 1.4: Dimensionless time evolution of excited states populations as well as of real and imag-
inary part of quantum coherence between levels |a⟩ and |b⟩. The radiation intensity
is set to ful�ll the weak pumping regime (n̄ = 0.06), with a small splitting between
excited states (∆/γ̄ = 0.1). Di�erent ratios of decay rates γa/γb are shown, with p = 1
in all panels of the �gure.
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coherence can be interpreted as a decay channel for populations. As time progresses

and Re[ρab] decays to zero, the in-phase coherent superposition component of the

system state diminishes due to the population-coherence coupling term in equations

(1.121). Eventually, the system reaches the equilibrium state predicted by Pauli rate-

law equations, where the excited state populations attain a second saturation level,

corresponding to the thermal equilibrium state, and Re[ρab] = 0.

As seen in the previous regime, also in the overdamped regime the asymmetry of the

system leads to a decrease in the value of both the real and imaginary part of ρab. On

the other hand, increasing γa/γb results in longer dynamics for ρab.

Figure 1.5 shows that if p is decreased to p = 0.5 the maximum value of Re[ρab]

reduces. More precisely, if |p| < 1, the quasi-stationary condition is lost. In this

case, the lifetime of the coherence is no longer dependent from ∆, but is given by

τcoh = 1/(1 − |p|)γ̄ [28]. Again, the sign of p, only a�ects the sign of imaginary and

real parts.

For the detection of noise-induced Fano coherence, achieving a stationary or a quasi-

stationary state with high coherence values is preferable to having an oscillating state.

Therefore, the overdamped regime is the favourable condition. I show now that, using strong

pumping, the overdamped regime can be easily achieved, as the requirement ∆p/γ̄ ≪ 1

can be relaxed, thus allowing ∆ to be much larger than γ̄ without compromising quasi-

stationarity.

The strong-pumping regime, where n̄ ≫ 1, is particularly relevant in the context of

quantum heat engines [33]. As clari�ed by Koyu et al. in [28], the condition n̄ = rl/γl ≫ 1,

with l = a, b, does not violate the weak-coupling assumption, as long as rl ≪ ωac, for all

l = a, b, meaning the pumping rate is much smaller than the atomic transition frequency.

Figure 1.5: Dimensionless time evolution of real and imaginary part of quantum coherence ρab with
p = 0.5. The radiation intensity is set to ful�ll the weak pumping regime (n̄ = 0.06),
with a small splitting between excited states (∆/γ̄ = 0.1).
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If ωac corresponds to an optical transition (thus, ωac ≈ 100 THz) and γl to an atomic

linewidths (thus, γl ≈ 10 MHz) then n̄ can assume values up to 103 − 104. Regarding

Markovianity, it is mantained if the pumping rate rl is smaller than the inverse of the

reservoir correlation time τR. Typically, in the optical regime τR ≈ 10 fs, then n̄ ≤ 103−104

is acceptable.

Below, I report the �ndings of Koyu et al. in [28], where they examine the interaction

between a V-type three-level system and a strong intensity incoherent radiation. Di�er-

ently from their work, I also provide cases of asymmetric V-type systems. The solutions

can be classi�ed again into two physical regimes: underdamped and overdamped regimes,

depending on the ratio ∆/γ̄ and n̄. As discussed in detail in [28], the underdamped regime

is found if ∆/γ̄ > f(p)n̄, where f(p)n̄ is a straight line whose slope depends solely on p, in

the large ∆/γ̄ and n̄ limit. The function f(p) is derived in detail in [28]. Conversely, when

∆/γ̄ < f(p)n̄, the solutions to the di�erential equations are overdamped. I focus solely on

this case, as it is the most interesting for experimental validation of the phenomenon.

(i) Overdamped regime, ∆/γ̄ < f(p)n̄: I set n̄ = 100, ∆/γ̄ = 0.1 and p = 1. As

depicted in �gure 1.6, the quasi-stationarity for the real part of ρab is obtained. The

coherence lifetime is signi�cantly longer with n̄≫ 1 compared to the case with n̄≪ 1

(see also �gure 1.4). As demonstrated in [28], for p = 1, τcoh = 1.34 n̄γ̄/∆2. Hence,

larger n̄ implies longer-lived Fano coherence, as long as ∆ remains small. Eventually,

for ∆ → 0 then τcoh → ∞, thus achieving a stationary condition.

In �gure 1.6, also the case of large state splitting, ∆/γ̄ = 10 is shown, which in the

weak-pumping regime corresponds to the underdamped scenario. As can be seen, with

strong pumping, the con�guration ∆/γ̄ = 10 attains quasi-steady state for Re[ρab],

while the imaginary part is approximately zero. By increasing the intensity n̄, it is

possible to relax the condition of small splittings ∆ to achieve overdamped solutions.

However, the larger ∆, the shorter τcoh. The populations ρaa, ρbb behave in the same

way when the system is symmetrical (γa = γb). In the case γa = 2 γb, the two di�erent

values of ∆ do not a�ect the population ρaa, so the solid and dashed lines overlap. In

contrast, ρbb reaches steady state faster for larger values of ∆.

Setting p = 0.5 yields the results shown in �gure 1.7. Similar to the case with n̄≪ 1,

the quasi-stationarity of Re[ρab] is lost. As explained in [28], when |p| < 1, e.g.

p = 0.5, the coherence life-time deacreases as n̄ increases. Moreover, Re[ρab], Im[ρab]

become insensitive to ∆/γ̄. For this reason, in the panels of �gure 1.7, exclusively the

behaviors with di�erent values of n̄ are compared.

To conclude this subsection, I compare τcoh in the weak and strong pumping conditions.

For p = 1, their ratio is equal to [28]:

τcoh|n̄≫1

τcoh|n̄≪1

=
1.34 n̄γ̄/∆2

2γ̄/∆2
= 0.67n̄ ≈ 2

3
n̄. (1.141)

Hence, for n̄ > 3/2 there is an enhancement of τcoh that may facilitate the experimental

observation of noise-induced coherence.
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Figure 1.6: Dimensionless time evolution of excited states populations and real and imaginary
part of quantum coherence between levels |a⟩ and |b⟩. The radiation intensity is set
to ful�ll the strong pumping regime (n̄ = 100), with small (∆/γ̄ = 0.1, solid lines)
and large splitting (∆/γ̄ = 10, dashed lines) between excited levels. Di�erent ratios
of decay rates γa/γb are shown, with p = 1 in all panels of the �gure.

Figure 1.7: Dimensionless time evolution of real and imaginary part of quantum coherence ρab,
with p = 0.5. The radiation intensity is set to ful�ll the strong pumping regime (n̄ = 5,
solid lines and n̄ = 100, dashed lines), with ∆/γ̄ = 10.

1.4.2 Dynamical regimes with anisotropic polarized radiation

In Subsection 1.3.3 I focused on deriving the di�erential equations for anisotropic and po-

larized radiation. This type of incoherent radiation source can be bene�cial in a V-type

three-level system with orthogonal transition dipole moments. In such a system, no inter-



1.4 Theoretical prediction for V-type three-level systems 42

ference e�ects occur with an isotropic and unpolarized source, as p would be zero for all

radiative processes. However, using polarized radiation can allow for interference during the

absorption and stimulated processes. On the other hand, if the transition dipole moments

are orthogonal, no Fano interference is present during spontaneous emission, which involves

the interaction between the system and the isotropic modes of the vacuum.

I consider the case already introduced in Subsection 1.3.3, where the V-system comprises

∆mF = ±1 atomic transitions. The transition dipole moments are µac = |µac|µ− and

µbc = |µbc|µ+, with µ+, µ− being the unitary vectors expressed in equations (1.124)

and (1.125), respectively. The polarization of the radiation is set linear and along the x-

axis: ϵk,λ = ϵx. I analyze the dynamical behaviour of populations and coherence ρab by

numerically solving equations (1.134) and (1.135), after reformulating them in the Liouville

representation, similarly to the isotropic and unpolarized case. Again, the reduced density

operator ρ̂S is expressed as the state vector in equation (1.136). The �coherent� term L̂H

of Liouville super-operator is the same of the one reported in equation (1.137). However,

the �dissipative� term changes, due to the interaction with polarized radiation and the

vacuum. Again, the term L̂D can be further divided into the three contributions L̂D1 , L̂D2

and L̂D12, as previously done in Subsection 1.4.1. I numerically solve equation (1.138) via

exponentiation with initial condition ρcc(0) = 1.

First, both underdamped and overdamped regimes under the weak-pumping condition

are analyzed. Di�erently from the case with isotropic and unpolarized radiation, when

n̄ ≪ 1, the underdamped and overdamped regimes are identi�ed not by the ratio ∆p/γ̄,

but simply by the ratio ∆/γ̄. Indeed, in the context of polarized radiation, the alignment

parameter p can no longer in�uence the coupling between radiation and the discrete system,

being replaced by the scalar product µlc · ϵλ, as derived in Subsection 1.3.3. In this case,

the p parameter can only in�uence the isotropic process of spontaneous emission. However,

if the transitions involved possess orthogonal dipole vectors, p = 0 and thus the alignment

parameter has no impact on the dynamics. The results I show below are based on works by

Dodin et al. in [29] and by Koyu et al. in [30].

(i) Underdamped regime, ∆/γ̄ ≫ 1: as already seen with unpolarized and isotropic

light, in the large excited levels splitting scenario, the real and imaginary parts of

the coherence ρab oscillate at frequency ∆, as depicted in �gure 1.8. They eventually

reaches the stationary state on the time scale τcoh ≈ 1/γ̄. Surprisingly, both Re[ρab]

and Im[ρab] exhibit a nonzero stationary value, indicating that Fano coherence does

not decay to zero over time under the in�uence of polarized incoherent light. Albeit

counterintuitive, this result does not contradict thermodynamic principles, since the

driving of the system with polarized light can be viewed as an interaction with two

distinct reservoirs [29]: one at high-temperature, represented by polarized �eld modes,

coupling to both atomic transitions, and the other as a cold reservoir, consisting

of isotropic vacuum modes responsible for dissipation. These interactions keep the

system out of equilibrium, thus enabling stationary coherences to persist.

Koyu et al. [30] explain this behavior di�erently. They illustrate that the polarized

incoherent radiation creates an in-phase superposition of energy eigenstates. This
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Figure 1.8: Dimensionless time evolution of excited states populations and real and imaginary
part of quantum coherence between levels |a⟩ and |b⟩. The radiation intensity is set
to ful�ll the weak pumping regime (n̄ = 0.06), with a large splitting between excited
states (∆/γ̄ = 10). The polarization of the radiation is linear and along the x-axis.
Di�erent ratios of decay rates γa/γb are shown.

excitation evolves gaining a periodic relative phase over time. The continuous action

of the incoherent source generates new excitations at every moment, each starting

in-phase but evolving with di�erent phases as generated at di�erent times. Summing

together all these phases results in an ensemble dephasing, where di�erent phases from

various excitations average out to nearly zero.

Compared to the case with isotropic radiation, it can be observed a signi�cant re-

duction in the values of coherence and populations, approximately by one order of

magnitude. This reduction is attributable to the fact that the anisotropic pumping

rate is smaller by a factor of 16π/3 compared to the isotropic one, as discussed in

Subsection 1.3.3, while the rates of spontaneous emission remain the same. Despite

the di�erence in the pumping rate r, the system's behavior with di�erent ratios of

decay rates remains consistent with the scenario where ∆ ≫ γ̄. Additionally, the

populations dynamics in this regime can be accurately described using the secular (no

interference) approximation.

(ii) Overdamped regime, ∆/γ̄ ≪ 1: in the regime with a small splitting ∆ between the

excited energy levels, both the real and imaginary parts of ρab reach a nonzero station-

ary state, as depicted in �gure 1.9. This behavior contrasts with the isotropic case,

where Fano coherence persists in the long-time limit only when ∆ = 0 (degenerate
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con�guration).

Moreover, �gure 1.9 indicates that Re[ρab] is of the same order of magnitude as the

excited populations, di�erently from the scenario where ∆/γ̄ ≫ 1. However, the

maximum values of both populations and coherence are smaller than those shown in

�gure 1.4, due to the reduced anisotropic pumping rate, rpol = 3
16π r

iso. As in the

case of large ∆, the population dynamics here can be described by the Pauli rate-law

equations, di�erently from the isotropic scenario.

Under polarized radiation in the strong-pumping condition, there is no clear identi�ca-

tion of the regimes based on the parameters. Instead, I distinguish between the regimes

by observing the numerical solutions: non-oscillatory solutions indicate the overdamped

regime. I focus on this type of dynamics.

(i) Overdamped regime: I set n̄ = 100, ∆/γ̄ = 0.1. As depicted in �gure 1.10, higher

values for the stationary state of Re[ρab] are obtained, suggesting that the signal for

a proof-of-principle experiment could be enhanced by increasing n̄, i.e. the intensity

of the radiation source.

Figure 1.10 also shows the scenario of large state splitting, ∆/γ̄ = 10, which cor-

responds to the underdamped regime in the weak-pumping condition. Interestingly,

Figure 1.9: Dimensionless time evolution of excited states populations and real and imaginary
part of quantum coherence between levels |a⟩ and |b⟩. The radiation intensity is set
to ful�ll the weak pumping regime (n̄ = 0.06), with a small splitting between excited
states (∆/γ̄ = 0.1). The polarization of the radiation is linear and along the x-axis.
Di�erent ratios of decay rates γa/γb are shown.
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Figure 1.10: Dimensionless time evolution of excited states populations and real and imaginary
part of quantum coherence between levels |a⟩ and |b⟩. The radiation intensity is set
to ful�ll the strong pumping regime (n̄ = 100), with small (∆/γ̄ = 0.1, solid lines)
and large splitting (∆/γ̄ = 10, dashed lines) between excited levels. The polarization
of the radiation is linear and along the x-axis. Di�erent ratios of decay rates γa/γb
are shown.

even in this case, a nonzero stationary state for Re[ρab] can be observed, whose value,

however, is smaller than the maximum value reached during the time evolution.

Hence, it is possible to observe again that with n̄≫ 1 the condition of small splitting

∆ to achieve overdamped solutions can be relaxed. However, increasing ∆ results

in lower stationary values of the real part of Fano coherence [30]. The latter can be

enhanced by increasing n̄ as shown in �gure 1.11. The �gure illustrates the impact

of n̄ and ∆/γ̄ on the stationary value of Re[ρab], comparing symmetric (γa/γb = 1)

and strongly asymmetric V-type systems (γa/γb = 10). For the optimal detection of

Fano coherence, it is bene�cial to tune the splitting ∆ around small values, where

the coherence is high. Moreover, it is advantageous to implement a symmetric system

rather than an asymmetric one.

It is important to clarify that the solutions presented in this and the previous Subsection

are based on the assumption of an instantaneous activation of the interaction between the

system and incoherent radiation. Dodin et al in [52] discuss time-dependent incoherent

radiation, showing that if the turn-on time exceeds the system's fastest characteristic time

scale τS , the magnitude of induced Fano coherence can signi�cantly decrease. However,

in atomic systems excited by a broadband laser, as the one described later for coherence

detection, su�ciently rapid activation of the source can be achieved using acousto-optic

modulators. Therefore, the result of these simulations remain relevant in our context.
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Figure 1.11: Stationary value of Re[ρab] as a function of n̄ and ∆/γ̄ with linearly polarized light
along the x-axis. Comparison between symmetric (γa/γb = 1) and asymmetric
(γa/γb = 10) V-type three-level system is shown.

In Chapter 3 I present simulations speci�c to the atomic system used in the experiment,

evaluating the e�ects of a time-dependent �eld due to the rapid switching of acousto-optic

modulators.



2 | Energetics and quantumness of

noise -induced Fano coherences

In the previous chapter, I examined how Fano interference can emerge from the interaction

between a discrete multi-level system and the continuum of modes characterizing a non-

coherent source. This interaction leads to the formation of quasi-stationary or stationary

states for the Fano coherence between the excited levels. Thermodynamically, the generation

of Fano coherence results in a non-negligible amount of excess energy in the V-type system,

characterized by a residual energy in comparison with the initial state of the system at the

beginning of the transformation. Given their origin, it is natural to ask ourselves whether

noise-induced Fano coherences exhibit distinct non-classical traits. To address this aspect,

it is necessary to employ speci�c tools that adequately capture the quantum features of the

system and the process under investigation.

Consider to measure a quantum system with respect to two observables that commute,

meaning they can be measured simultaneously. In classical physics, measurement outcomes

are considered to re�ect the inherent properties of a system and are independent of any

additional observables that may be measured simultaneously. This concept is referred to

as non-contextuality [60]. However, in quantum mechanics, the outcome of a measurement

can depend on other measurements performed simultaneously, even if these measurements

do not disturb the system. This dependence is termed contextuality. Contextuality implies

that the value of an observable does not exist independently of the measurement context,

challenging the classical notion of objective reality. More formally, the measurement result

of a quantum observable is dependent upon which other observables, even commuting, are

within the same measurement set. Non-classical features of a system can be identi�ed by

the presence of contextuality, where the incompatibility of physical observables reveals the

quantum nature of the system [61].

In quantum mechanics, it is possible to use a probability-like framework to represent

quantum states in phase space. The Wigner distribution is a widely known tool for this

task. Introduced by Eugene Wigner in 1932, the Wigner function is de�ned for position

and momentum and allows for the calculation of quantum mechanical averages similarly

to classical probability distributions, but with the signi�cant di�erence that it can take

on negative values, highlighting the non-classical nature of quantum states [62, 63]. A

probability that can assume negative and/or non-real values is de�ned as a quasiprobability.

The Wigner distribution is not the only quasiprobability distribution used in quantum

mechanics. Indeed, generalizing the Wigner function to multi-time statistics for multi-level

47
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systems or in cases where the position and momentum do not have proper analogs, the

Kirkwood-Dirac quasiprobability (KDQ) distribution can be used [64, 65]. Originally formu-

lated by John G. Kirkwood in 1933 and further extended by Paul A. M. Dirac, this dis-

tribution provides insights into the joint properties of outcomes pairs from non-commuting

observables, resulting also in this case to non-real values [66, 67].

In the physical scenario addressed in the thesis, I employ the KDQ distribution of

the stochastic energy changes to identify contextuality in the generation of noise-induced

Fano coherences, as well as excess energy that could be further exploited as work by an

external load. This is achieved by examining the loss of positivity in the KDQ distribution,

indicated by the presence of negative real parts or non-zero imaginary parts [68, 69]. KD

quasiprobabilities are evaluated at the initial and �nal times of the transformation under

scrutiny leading to the emergence of Fano coherences. This approach allows to demonstrate

that, despite their origin from interaction with an incoherent source, these coherences are

linked with intrinsic quantum traits.

Throughout this chapter, I explore how KD quasiprobabilities can be applied to analyze

the coherence properties in the system under scrutiny. Section 2.1 covers the mathematical

formulation of these quasiprobabilities. Moreover, I discuss how KDQ helps to understand

energy �uctuations in systems interacting with the environment and their role in de�ning

thermodynamic quantities, as work distribution. In Section 2.2 I analyze the energetics of

the case study, i.e. the interaction of the V-type three-level system with an unpolarized,

isotropic incoherent radiation source, by proving the quantum nature of noise-induced Fano

coherence. I also explore the potential of the process generating Fano coherences for energy

conversion purposes. In particular, I present numerical simulations to optimize both the

initial quantum state of the three-level system (before interaction with the light source) and

the parameters of the system, including the coupling strength with the light �eld, to enhance

the non-positivity of certain quasiprobabilities. Enhancing negativity yields thermodynamic

bene�ts, as quantum coherence results in a greater extractable work [36�38].

2.1 Non-equilibrium quantum thermodynamics in a �nite -

dimensional system

Quantum thermodynamics is a rapidly growing �eld that seeks to generalize classical ther-

modynamics and non-equilibrium statistical physics to small-scale systems that operate far

from equilibrium, incorporating quantum mechanical principles [70, 71]. This �eld o�ers

a comprehensive framework for examining energy dynamics and coherence properties in

quantum systems, such as V-type three-level systems.

In this section, I introduce the fundamental physical quantities of quantum thermody-

namics, which set the stage for the discussion of Kirkwood-Dirac quasiprobabilities and

their signi�cance.
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2.1.1 Energy and heat exchange in closed and open quantum systems

Quantum thermodynamics, similarly to classical thermodynamics, focuses on energy and

its transformations, distinguishing between heat Q and work W . In quantum system, ran-

dom energy �uctuations become more pronounced compared to macroscopic systems, where

average quantities dominate. The �eld of statistical physics at the microscopic scale is es-

sential for understanding this random behavior, as it characterizes the statistical properties

of these �uctuations and associates probability distributions to them [72].

Consider a closed quantum system initially in the state ρ̂S(0) that evolves into the state

ρ̂S(t) over a time interval t. The Hamiltonian for the system at time t is denoted by ĤS(t).

The average internal energy of the system at time t is expressed as:

⟨ES(t)⟩ ≡ Tr
(
ρ̂S(t)ĤS(t)

)
. (2.1)

Thus, from equation (2.1) the average change in energy ⟨∆ES(t)⟩ over the time interval [0, t]

is:

⟨∆ES(t)⟩ = Tr
(
ρ̂S(t)ĤS(t)

)
− Tr

(
ρ̂S(0)ĤS(0)

)
. (2.2)

As observed, the internal energy di�erence depends solely on the initial and �nal states of

the system. Therefore, internal energy is a state function, meaning it is independent of the

speci�c thermodynamic process performed on the system.

Energy changes within the system arise from two distinct processes: heat and work.

Heat pertains to changes in the system's density operator due to the interactions with the

environment [70, 73]. Heat is quanti�ed by the expression:

⟨Q(t)⟩ ≡
∫ t

0
Tr

(
dρ̂S(t

′)

dt
ĤS(t

′)

)
dt′. (2.3)

Conversely, work is associated with the time variation of the Hamiltonian, and it is de�ned

as:

⟨W (t)⟩ ≡
∫ t

0
Tr

(
ρ̂S(t

′)
dĤS(t

′)

dt

)
dt′. (2.4)

The convention on the sign follows the familiar principles of classical thermodynamics: if

⟨W ⟩ < 0, work is extracted from the system. On the contrary, ⟨W ⟩ > 0, work is done on

the system by the environment. For heat transfer, ⟨Q⟩ < 0 indicates heat dissipation to the

environment, while ⟨Q⟩ > 0 represents heat absorbed by the system. It is crucial to stress

that work and heat are path-dependent quantities, unlike state functions as internal energy.

This means that they depends on the speci�c process or path taken by the system during

the thermodynamic transformation.

The sum of average heat and work, de�ned by equations (2.3) and (2.4) respectively,
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yields:

⟨Q(t)⟩+ ⟨W (t)⟩ =
∫ t

0

[
Tr

(
dρ̂S(t

′)

dt′
ĤS(t

′)

)
+Tr

(
ρ̂S(t

′)
dĤS(t

′)

dt′

)]
dt =

=

∫ t

0

d

dt
Tr
(
ρ̂S(t

′)ĤS(t
′)
)
dt′ = Tr

(
ρ̂S(t)ĤS(t)

)
− Tr

(
ρ̂S(0)ĤS(0)

)
=

= ⟨∆ES(t)⟩.
(2.5)

Equation 2.5 represents the �rst law of thermodynamics, which states that the sum of

the average heat and work transfer equals the average energy change in the system. As

highlighted in [70], since heat and work are process-dependent quantities, no observables

are associated to them, di�erently the average energy change that depends only on the

initial and �nal states. It is thus possible to associate an observable to the average energy

change. Hence, the latter can be represented by an Hermitian operator while the former

can not.

The exchange of heat and work in thermodynamic processes can be either reversible or

irreversible, depending on the physical quantity, ascribable as entropy S. For a process P

involving the system and its environment, the change in the system's entropy follows the

inequality:

∆S ≥
∫
P

⟨δQ⟩
T

, (2.6)

where ∆S = S(ρ̂S(t))−S(ρ̂S(0)). If the system is in thermal equilibrium state at tempera-

ture T , i.e. ρ̂S = ρ̂S,th = e−βĤS/Tr
(
e−βĤS

)
, where β = 1/kBT , and ĤS is the Hamiltonian

of the system, then the thermodynamic entropy S(ρ̂S(t)) equals the Shannon or information

theory entropy times the Boltzmann constant kB, i.e.:

S(ρ̂S(t)) ≡ kBTr(ρ̂S,th log ρ̂S,th), (2.7)

The above de�nition is valid provided the interaction between the system and the environ-

ment is weak [70]. Moreover, in equation (2.6), ⟨δQ⟩ represents the in�nitesimal amount of

heat exchanged during the process P , and T denotes the temperature at which this heat

exchange occurs. Equation (2.6) is known as the Clausius inequality, and it embodies the

second law of thermodynamics for all processes. In the context of non-equilibrium ther-

modynamics, a process is considered irreversible if it satis�es the inequality. Conversely, a

process is de�ned reversible if the change in entropy precisely equals to:

∆S =

∫
reversible

⟨δQ⟩
T

. (2.8)

The thermodynamic quantities discussed so far arise from �uctuations in the internal

energy of a closed quantum system with a potentially time-dependent Hamiltonian. Heat

and work are derived from the evolution of the system's density operator and Hamiltonian,

respectively. For the case of a closed quantum system, as outlined in Subsection 1.2.1, the

dynamics of the system is governed by the Schrödinger-Von Neumann equation, as expressed
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in equation (1.38). Using the �rst law of thermodynamics, expressed in equation (2.5), and

applying the Schrödinger-Von Neumann equation yields:

⟨∆ES(t)⟩ =
∫ t

0
Tr

(
dρ̂S(t

′)

dt′
ĤS(t

′)

)
dt′ +

∫ t

0
Tr

(
ρ̂S(t

′)
dĤS(t

′)

dt′

)
dt′ =

= − i

ℏ

∫ t

0
Tr
([
ĤS(t

′), ρ̂S(t
′)
]
ĤS(t

′)
)
dt′ +

∫ t

0
Tr

(
ρ̂S(t

′)
dĤS(t

′)

dt′

)
dt′ =

=

∫ t

0
Tr

(
ρ̂S(t

′)
dĤS(t

′)

dt′

)
dt′ = ⟨W (t)⟩ .

(2.9)

Indeed,

Tr
([
ĤS(t), ρ̂S(t)

]
ĤS(t)

)
= Tr

(
Ĥ2

S(t)ρ̂S(t)
)
− Tr

(
Ĥ2

S(t)ρ̂S(t)
)
= 0. (2.10)

This result follows from the linearity and cyclic properties of the trace: Tr (A±B) =

Tr (A)±Tr (B) and Tr (AB) = Tr (BA). As demonstrated by Alicki, this shows that coher-

ent excitation produces work, and in a closed quantum system, there is no heat exchange

[70, 71, 73].

Consider the case of an open quantum system, whose dynamics are governed by a

Lindblad-type quantum master equation, which ensures the positivity and trace preser-

vation of the system's density operator:

dρ̂S(t)

dt
= − i

ℏ
[ĤS , ρ̂S(t)] + L̂[ρ̂S(t)]. (2.11)

Here, the Lindblad superoperator L̂ is given by:

L̂[ρ̂S(t)] =
∑
ω,i

(
L̂i(ω)ρ̂S(t)L̂

†
i (ω)−

1

2

{
L̂†i (ω)L̂i(ω), ρ̂S(t)

})
. (2.12)

By following the same procedure as in equation (2.9), I obtain:

⟨∆ES(t)⟩ =
∫ t

0
Tr

(
dρ̂S(t

′)

dt′
ĤS(t

′)

)
dt′ +

∫ t

0
Tr

(
ρ̂S(t

′)
dĤS(t

′)

dt′

)
dt′ =

= − i

ℏ

∫ t

0
Tr
([
ĤS(t

′), ρ̂S(t
′)
]
ĤS(t

′)
)
dt′ +

∫ t

0
Tr
(
L̂(ρ̂S(t′))ĤS(t

′)
)
dt′+

+

∫ t

0
Tr

(
ρ̂S(t

′)
dĤS(t

′)

dt′

)
dt′ =

∫ t

0
Tr
(
L̂(ρ̂S(t′))ĤS(t

′)
)
dt′+

+

∫ t

0
Tr

(
ρ̂S(t

′)
dĤS(t

′)

dt′

)
dt′ = ⟨Q(t)⟩+ ⟨W (t)⟩ .

(2.13)

The Lindblad terms, represented by the operator L̂, are associated with the net heat pro-

vided by the environment [71, 73].

I emphasize again that work and heat are path-dependent quantities and for this rea-

son they are not associated in general with single-time events. In classical physics, this is

addressed by tracking the system's state over time, de�ned by its position and momentum,
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forming its trajectory in phase space. These trajectories delineate how energy is exchanged

as work or heat throughout a process [71]. In microscopic systems, the scenario is more

intricate due to �uctuations of thermodynamic quantities, leading to a statistical distribu-

tion of values. In quantum mechanics, one approach to evaluate work and heat involves

constructing a quantum trajectory through two projective measurements at di�erent times.

A projective measurement of an observable, represented by an Hermitian operator, extracts

an outcome corresponding to one of the observable's eigenvalues and causes the collapse of

the system's wave function to the corresponding eigenstate. This approach is commonly

known as the Two-Point Measurement (TPM) scheme. However, these measurements af-

fect the statistics of the observables, evaluated at previous times. Thus, the challenge lies

in developing a stochastic framework for quantum processes that accurately re�ects these

�uctuations while considering the e�ects of quantum measurements and coherence, even in

case of non-commuting observables at di�erent times [37, 71, 72, 74].

In the next section I brie�y describe the TPM scheme and its limitations, paving the

way for the introduction of KD quasiprobabilities to describe work and heat distributions.

2.1.2 Two-Point Measurement scheme and no-go theorem

As discussed in the previous subsection, work and heat in quantum systems can not be

represented by Hermitian operators, meaning there are no observables that can be directly

measured through a single projective measurement [72, 75].

The established method for estimating these thermodynamic quantities in the quan-

tum regime is the Two-Point Measurement (TPM) scheme. The TPM protocol involves

measuring the system's internal energy at two distinct times during the thermodynamic

process, typically at the initial and �nal times. In doing so, it generates a stochastic se-

quence of outcomes, from which the corresponding thermodynamic quantities can be derived

[37, 71, 72, 75�79].

Consider a closed quantum system in the initial state ρ̂S(0) and with a time-dependent

Hamiltonian. At t = 0, the Hamiltonian is given by:

ĤS(0) =
∑
j

Ej(0)|Ej(0)⟩⟨Ej(0)| =
∑
j

Ej(0)Π̂j(0), (2.14)

where Π̂j(0) = |Ej(0)⟩⟨Ej(0)| is the j-th projector operator onto the eigenstate |Ej(0)⟩
associated to the energy eigenvalue Ej(0).

After the system undergoes a unitary evolution described by the operator Û(τ, 0) from

time 0 to time τ , as the one reported in equation (1.36), the �nal state of the system is

ρ̂S(τ) = Û(τ, 0)ρ̂S(0)Û
†(τ, 0), to which is associated the Hamiltonian

ĤS(τ) =
∑
l

El(τ)|El(τ)⟩⟨El(τ)| =
∑
l

El(τ)Π̂l(τ). (2.15)

Following references [37, 70, 71], the TPM protocol is such that the �rst projective

measurement of ĤS(0) on ρ̂S(0) yields the outcome Ej(0) and the post-measurement state

|Ej(0)⟩⟨Ej(0)|. The closed system then evolves unitarly, according to: ρ̂S(0) → ρ̂S(τ) =
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Û(τ, 0)|Ej⟩⟨Ej |Û †(τ, 0). The second projective measurement is performed on ĤS(τ), result-

ing in the outcome El(τ). The di�erence between the initial and �nal measured energies

corresponds to the �uctuating work

Wl,j ≡ El(τ)− Ej(0). (2.16)

Since the system is closed and evolves unitarily, no heat dissipation occurs, as detailed

previously in Subsection 2.1.1.

Given that work is a �uctuating quantity, the described procedure must be repeated

multiple times to obtain the average value ⟨W (t)⟩. Each iteration of the procedure yields a

pair of outcomes (Ej(0),El(τ)). The joint probability distribution pτj,l of �nding the initial

energy value Ej(0) and the �nal energy value El(τ), associated to any outcome pair, is

determined by:

pτj,l ≡ p0j p
τ
l|j (2.17)

with:

p0j ≡ ⟨Ej(0)|ρ̂S(0)|Ej(0)⟩ (2.18)

pτl|j ≡ |⟨El(τ)|Û(τ, 0)|Ej(0)⟩|2. (2.19)

Here, p0j is the probability of measuring the initial energy Ej(0), and p
τ
l|j is the conditional

probability to measure the energy El(τ) at t = τ conditioned to have measured the energy

Ej(0) at t = 0. Equation (2.17) can be formulated also as in [37]:

pτj,l = Tr
[
Û †(τ, 0)Π̂l(τ)Û(τ, 0)Π̂j(0)ρ̂S(0)Π̂j(0)

]
. (2.20)

The work probability distributions is then described by the following expression:

p (W ) ≡
∑
j,l

pτj,l δ (W − [El(τ)− Ej(0)]) , (2.21)

where the Dirac delta ensures that the distribution only has values where the �uctuating

variableW coincides withWl,j . In this way, the average work is computed as the expectation

value of the work probability distribution:

⟨W (t)⟩ =
∑
W

p (W )W. (2.22)

The TPM scheme,while widely used in quantum thermodynamics, has several limitations

when applied to quantum systems. As highlighted in various studies [37, 71, 80, 81], one

signi�cant drawback is the invasiveness of the �rst projective measurement. In fact, if a

system starts in a superposition of energy eigenstates, represented by a density operator

ρ̂S(0) with non-zero o�-diagonal elements, the �rst energy measurement will collapse the

initial state of the system into the energy eigenbasis. This process cancels the quantum

coherence originally present in ρ̂S(0), thereby preventing all interference e�ects resulting

from the initial coherence. Moreover, this loss of coherence can lead to a reduction in the
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maximum average work that can be extracted or absorbed, given that coherent contributions

are not accounted for [37, 71, 80].

In contrast, for quantum systems initially in a statistical mixture of energy eigenstates,

where the density operator ρ̂S(0) is diagonal, the TPM protocol is e�ective in describing

work �uctuations. Speci�cally, if
[
ρ̂S(0), ĤS(t)

]
= 0 and

[
ĤS(0), Û

†(τ, 0)ĤS(τ)Û(τ, 0)
]
= 0

the average energy change predicted by the TPM protocol matches the average energy

change due to the unitary evolution of ρ̂S , i.e. [37, 70, 71, 81]:

⟨W (τ)⟩ =
∑
W

p (W )W =
∑
W

∑
j,l

pτj,l δ (W − [El(τ)− Ej(0)]) =
∑
j,l

p0j p
τ
l|j [El(τ)− Ej(0)] =

=
∑
l

pτl El(τ)−
∑
j

p0jEj(0) = Tr
(
ρ̂S(τ)ĤS(τ)

)
− Tr

(
ρ̂S(0)ĤS(0)

)
= ⟨∆ES(τ)⟩.

(2.23)

Here, pτl =
∑

j p
τ
j,l is the marginal of the joint probability distribution over the initial ener-

gies. Only with an initial diagonal state the so-called unperturbed marginals are obtained;

su�cient condition for the latter circumstance is that the measurement of the system's state

is non-invasive [37]. Indeed, in such a case, pτl becomes pτl = ⟨El(τ)|ρ̂S(τ)|El(τ)⟩, which is

the probability of measuring the outcome El(τ) at the �nal time t = τ , as it is valid in the

classical limit.

However, when at least one between
[
ρ̂S(0), ĤS(t)

]
or
[
ĤS(0), Û

†(τ, 0)ĤS(τ)Û(τ, 0)
]
is

non-zero, meaning non-commuting or incompatible observables, the measurement process

becomes invasive. Speci�cally, the statistics of measuring ĤS(τ) after ĤS(0) di�ers if the

initial measurement at t = 0 is not conducted [37, 71, 81].

To have a satisfactory analogy with the classical physics, where non-invasivity of the

measurement procedure is given for granted, one would like the following requirements to

be met by a work protocol [37, 65, 71, 81]:

1. Positive, real and linear work distribution: the work probability distribution

p(W ) must be positive, real, linear with respect to the initial state ρ̂S(0), and nor-

malized to 1:
∑

W p(W ) = 1.

2. Unperturbed average energy change: the protocol must ensure that the distur-

bance induced by the measurement is such that the generic joint probabilities dj,l lead

to the unperturbed marginals: ∑
j

dτj,l = pτl (2.24)

∑
l

dτj,l = p0j , (2.25)

which implies unperturbed average energy change:

⟨∆ES(τ)⟩ = Tr
(
ρ̂S(τ)ĤS(τ)

)
− Tr

(
ρ̂S(0)ĤS(0)

)
=
∑
j,l

dτj,l[El(τ)− Ej(0)], (2.26)

with ρ̂S(0) generic initial density operator. I stress that
∑

j d
τ
j,l and

∑
l d

τ
j,l corre-
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spond to the single-time probability pτl , p
0
j , associated to the outcomes El(τ),Ej(0)

respectively.

These conditions are met only if
[
ρ̂S(0), ĤS(t)

]
= 0 or

[
ĤS(0), Û

†(τ, 0)ĤS(τ)Û(τ, 0)
]
=

0 holds, whereby the work probability distribution can be correctly obtained by means of

the TPM scheme [37]. However, when commutation conditions are violated, the resulting

incompatibility between observables leads to the so-called no-go theorem [37, 65, 71]:

Theorem 1. A work protocol that satis�es the aforementioned requirements does not exist

for any combinations of ρ̂S(0), ĤS(0), ĤS(τ), Û(τ, 0).

In other words, when the state and the measurement observables do not commute, no

measurement scheme can simultaneously satisfy these conditions for any work process and

quantum states. The no-go theorem highlights the intrinsic di�culty in accounting for

quantum coherence and measurement disturbances. As a result, approaches beyond TPM,

such as the use of quasiprobabilities, are often explored to address this challenge in quantum

thermodynamics, as I show in the next section.

2.1.3 Kirkwood-Dirac quasiprobabilities approach

Quasiprobabilities are built by relaxing part of the two requirements in Subsection 2.1.2.

In particular, the requirement of positivity of the work probability distribution is relaxed

[37, 65, 71, 80, 82, 83]. Notably, the occurrence of negative values in quasiprobability

distributions is closely related to the concept of contextuality, which highlights the non-

classical behavior of quantum systems [68, 69, 83�85]. Quasiprobabilities do not constitute

the sole method to describe energy �uctuation in thermodynamic processes, as discussed in

[71] and references therein. This approach is particularly advantageous because it preserves

the linearity of probability theory while incorporating the distinctive quantum mechanical

feature of contextuality [65].

I now introduce the Kirkwood-Dirac quasiprobability (KDQ) distribution that can lead

to negative real values or even complex values to describe �uctuations of thermodynamic

quantities de�ned at two or multiple times. I start from a closed quantum system undergoing

unitary evolution from t = 0 to t = τ , whereby the KDQ distribution is de�ned as follows

[37, 65]:

qj,l ≡ Tr
(
Û †(τ, 0)Π̂l(τ)Û(τ, 0)Π̂j(0)ρ̂S(0)

)
, (2.27)

where I remind that Π̂l(τ) = |El(τ)⟩⟨El(τ)| is the projector for the measurement at time

t = τ and Π̂j(0) = |Ej(0)⟩⟨Ej(0)| is the projector for the measurement at time t = 0.

De�nition (2.27) is not unique; another valid expression is:

qj,l ≡ Tr
(
ρ̂S(0)Π̂j(0)Û

†(τ, 0)Π̂l(τ)Û(τ, 0)
)
, (2.28)

which di�ers from the �rst just in the sign of the imaginary part, as discussed in [37]. In the

following I use the expression in the equation (2.27). The real part of the KDQ is known

as the Margenau-Hill quasiprobability (MHQ) [86].
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Both quasiprobabilities in equations (2.27) and (2.28) satisfy the requirement 2 of the

no-go theorem. Speci�cally, they yield the correct marginal probabilities:∑
j

qj,l = Tr
(
Û †(τ, 0)Π̂l(τ)Û(τ, 0)ρ̂S(0)

)
(2.29)

∑
l

qj,l = Tr
(
Π̂j(0)ρ̂S(0)

)
. (2.30)

Moreover, a KDQ distribution is linear and this entails that the TPM protocol is recovered

when the state and the measurement observables commute, as when the initial state is

diagonal. Indeed, if [ρ̂S(0), ĤS(t)] = 0, the KDQ are equal to the joint probabilities of the

TPM scheme:

qj,l =

= Tr
(
Û †(τ, 0)Π̂l(τ)Û(τ, 0)Π̂j(0)ρ̂S(0)

)
= Tr

(
Û †(τ, 0)Π̂l(τ)Û(τ, 0)Π̂j(0)Π̂j(0)ρ̂S(0)

)
=

= Tr
(
Û †(τ, 0)Π̂l(τ)Û(τ, 0)Π̂j(0)ρ̂S(0)Π̂j(0)

)
= pτj,l

(2.31)

returned by the TPM scheme. In equation (2.31) I have made use of the idempotence

property of projectors, i.e. (Π̂j)
2 = Π̂j , and of the commutativity condition.

For the sake of completeness, I specify all the properties of KDQ, which are meaningful

in the following sections [55, 65]:

(i) The sum of KDQ is equal to 1:
∑

j,l qj,l = 1.

(ii) The unperturbed marginals are obtained:∑
j

qj,l = pτl = Tr
(
Π̂l(τ)ρ̂S(τ)

)
(2.32)

∑
l

qj,l = p0j = Tr
(
Π̂j(0)ρ̂S(0)

)
. (2.33)

I remind that, if [ρ̂S(0), ĤS(0)] ̸= 0 for some ρ̂S(0) and ĤS(0), then the unperturbed

marginal pτl at time τ is not obtained by the TPM scheme. The latter, indeed, cancels

the o�-diagonal terms of ρ̂S(0) with respect to the eigenbasis of ĤS(0) due to the

initial projective measurement at time 0.

(iii) The KDQ are linear in the initial density operator ρ̂S(0). This means that, given

any admissible decomposition of ρ̂S(0) [say ρ̂S(0) = ρ̂
(1)
S (0) + ρ̂

(2)
S (0)], equation (2.27)

splits in two terms, one linearly dependent on ρ̂
(1)
S (0) and the other on ρ̂

(2)
S (0), i.e.,

qj,l = q
(1)
j,l + q

(2)
j,l (2.34)

with q
(n)
j,l = Tr

(
Û †(τ, 0)Π̂lÛ(τ, 0)Π̂j ρ̂

(n)
S (0)

)
, n = 1, 2. A choice that is commonly

adopted is to take ρ̂
(1)
S (0) as the matrix that solely contains the diagonal terms of

ρ̂S(0), and ρ̂
(2)
S (0) as the matrix comprising only the o�-diagonal terms.
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(iv) KDQ are in general complex numbers and thus can lose positivity, i.e., they can

admit negative real parts and imaginary parts di�erent from zero. The presence of

non-positivity is a proof of quantum contextuality: its explanation requires taking

into account non-classical features like the presence of quantum coherence in the state

of the system or the incompatibility of the measurement observables. For a two-time

statistics (here, of energy outcomes), non-positivity can be regarded as a form of non-

classicality [87]. I quantify the non-positivity of KDQ, and thus non-classicality in the

statistics of energy outcomes, by means of the non-positivity functional [36, 55, 64, 65,

88]

ℵ ≡ −1 +
∑
j,l

∣∣qj,l∣∣. (2.35)

If ℵ > 0, then negative real parts and/or imaginary parts of qj,l are present, while

ℵ = 0 when all the quasiprobabilities are positive real numbers.

All the aforementioned properties illustrate that the KDQ can be an e�ective tool for

capturing quantum characteristics of energetic processes. Speci�cally, I explore how KDQ

distributions can be applied to key thermodynamic quantities such as internal energy and

work. These quantities �uctuate at the microscopic level, making KDQ distributions ideal

for describing their statistics.

For a closed quantum system ρ̂S(t), evolving from an initial time 0 to a �nal time τ

under the Hamiltonian ĤS(t), the average work is given by:

⟨W (t)⟩ =
∑
W

p (W )W =
∑
W

∑
j,l

qj,l δ (W − [El(τ)− Ej(0)]) =
∑
j,l

qj,l [El(τ)− Ej(0)] .

(2.36)

According to the sign convention, a negative ⟨W (t)⟩ means that the �nal energy is less

than the initial energy, with the consequence that work could be extracted from the system.

In quantum processes, the quasiprobability distribution may contain negative real values.

Thus, ⟨W (t)⟩ can be negative even exploiting energy transitions with El(τ) > Ej(0). Indeed,

this is possible only if the corresponding quasiprobability is qj,l < 0. Such a circumstance,

indicates the presence of system's quantum traits and can also enable enhanced work extrac-

tion beyond classical limits. It can be proven that negative quasiprobabilities are associated

with �anomalous� internal energy variations [36�38].

I conclude this subsection by emphasizing that in quantum processes, a quasiprobability

distribution may contain negative real values, under operators' commutativity. However,

the presence of positive real values, Re[qj,l] > 0, does not necessarily indicate that the

underlying process is classical. The positivity of the MHQ, indeed, suggests a weaker form

of classicality compared to the classicality de�ned by the TPM scheme. If the state does not

commute with the measurement observable, but the MHQ is positive, it does not necessarily

imply that there is no classical statistical probability distribution capable of reproducing the

same results as those obtained with quasiprobabilities. Nevertheless, this classical statistics

will be built on a di�erent thermodynamic process potentially having entirely di�erent

conditions (ρ̂S , ĤS , . . . ). Conversely, the measurement statistics associated to a quantum

system is considered classical in a stricter sense if the MHQ is positive and the TPM scheme
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applied under the same conditions gives the same results.

2.2 Energy �uctuations of a three-level system generating Fano-

coherence

In this section, I present my recent results reported in [55], Donati et al.. The objective is to

investigate the energetics involved in generating Fano coherences due to the interaction with

an isotropic unpolarized radiation and to evaluate the role of energy �uctuations beyond

average values. To achieve this, I employ KD quasiprobabilities. This approach enables

to describe the time statistics of energy outcomes by evaluating the Hamiltonian of the

quantum system at distinct times. In this regard, notice that the concepts discussed in

the previous section can be extended to an open quantum system, such as the one under

scrutiny, that is described by a Markovian quantum master equation. I therefore formalize

the physical context in which I am working.

2.2.1 KDQ distribution for the V-type three-level system

I consider the V-type three-level system already described in Subsection 1.3.1, with time-

independent Hamiltonian ĤS =
∑3

k=1 EkΠ̂k. Here, Ek = ℏωk with k = a, b, c denotes the

energies of the system and Π̂k ≡ |Ek⟩⟨Ek| = |k⟩⟨k| the corresponding projectors. Initially,

the three-level system is prepared in the density operator ρ̂S(0) and subsequently inter-

acts with an isotropic, unpolarized non-coherent source. The interaction is modeled by the

Markovian quantum master equation derived in Section 1.3.2, which ensures both the pos-

itivity and trace preservation of the system's density operator, as I have already explained.

In particular, the time evolution of the reduced density operator elements is governed by

equations (1.121) and (1.122). The solution to the latter can be achieved by solving two

distinct systems of linear equations, as I did in [55]:

dx(t)

dt
= Ax(t) and

dz(t)

dt
= Cz(t) (2.37)

with state vectors

x(t) ≡
(
ρaa(t), ρbb(t), ρcc(t),Re[ρab(t)], Im[ρab(t)]

)T
(2.38)

z(t) ≡
(
Re[ρac(t)], Im[ρac(t)],Re[ρbc(t)], Im[ρbc(t)]

)T
. (2.39)

Di�erently from previous approaches [28, 51, 52], the vector x includes the population of
the ground level ρcc(t) rather than imposing the constraint ρcc(t) = 1 − ρaa(t) − ρbb(t).
This choice is needed to get at any time t the correct density operator ρ̂S(t), solution of
equations (1.121),(1.122) altogether, from the direct exponentiation of the two di�erential
equations in (2.37). It is thus required to determine the solution of the whole process
by solving separately the sub-processes in equations (1.121),(1.122) that composed it. In
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equation (2.37), the matrices A,C of coe�cients are equal to

A =


−γa (n̄+ 1) 0 γan̄ −p√γaγb (n̄+ 1) 0

0 −γb (n̄+ 1) γbn̄ −p√γaγb (n̄+ 1) 0

γa (n̄+ 1) γb (n̄+ 1) − (γa + γb) n̄ 2p
√
γaγb (n̄+ 1) 0

−p
2

√
γaγb (n̄+ 1) −p

2

√
γaγb (n̄+ 1) p

√
γaγbn̄ −γa+γb

2 (n̄+ 1) ∆

0 0 0 −∆ −γa+γb

2 (n̄+ 1)


(2.40)

C =


−
[
n̄
(
γa +

γb

2

)
+ γa

2

]
ωac −p

2

√
γaγb (n̄+ 1) 0

−ωac −
[
n̄
(
γa +

γb

2

)
+ γa

2

]
0 −p

2

√
γaγb (n̄+ 1)

−p
2

√
γaγb (n̄+ 1) 0 −

[
n̄
(
γb +

γa

2

)
+ γb

2

]
ωbc

0 −p
2

√
γaγb (n̄+ 1) −ωbc −

[
n̄
(
γb +

γa

2

)
+ γb

2

]


(2.41)

I numerically solve the homogeneous di�erential equations (2.37) via exponentiation, namely

x(t) = eAtx(0) (2.42)

z(t) = eCtz(0) (2.43)

with x(0), z(0) denoting the initial states. The exponential of the matrices A,C is computed

using the Matlab function expm, which employs the scaling and squaring algorithm of

Higham [59].

As already discussed in Section 1.4, analytical solutions of equations (1.121) have been

demonstrated in previous studies [28, 51]. These solutions exhibit di�erent behaviors de-

pending on the value of the ratio ∆/γ̄ (between the energy splitting ∆ among the excited

states and the average decay rate γ̄), as well as on the average photon number n̄ and on

the alignment parameter p. Speci�cally, two main regimes emerge: the overdamped and

the underdamped regimes, separated by the critical regime. As I have shown in Subsection

1.4.1, only in the overdamped regime quasi-stationary Fano coherences can be established,

thus resulting in a prolonged coherence lifetime. In the large-time limit, the quantum sys-

tem tends towards a nonequilibrium steady states with vanishing coherences ρab, ρac, ρbc and

constant populations, apart the peculiar case with |p| = 1 and a superposition of energy

eigenstates as initial state. Being linked to populations, the quantum coherence ρab expo-

nentially decays on a fast time scale, contrarily to ρac, ρbc that, when initially di�erent from

zero, tend to zero following a damped oscillatory trend. During the decay, after a su�ciently

large time, the real and imaginary parts of ρac, ρbc come into phase. These behaviours are

thus dependent on both the initial state, and the model's parameters. Under the weak

pumping condition (n̄ < 1) with p ≤ |1|, achieving the overdamped regime is possible when

∆/γ̄ ≪ 1. However, under the strong pumping condition (n̄ > 1), the requirement ∆/γ̄ ≪ 1

can be relaxed, which means a value of ∆ much larger than γ̄, without compromising the

quasi-stationarity of coherences. This rationale guides the selection of ∆/γ̄ ≪ 1 in the anal-

yses presented in the next subsection, representing the condition to obtain quasi-stationary

states for ρab in all the pumping regimes.

Time evolution of the system's density operator can be e�ciently described in a compact

form using open quantum maps Φ[·] [44]. An open quantum map yields the system's density
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operator at time t, i.e., ρ̂S(t) = Φ[ρ̂S(0)]. In this case, it represents the solution to the

Bloch-Red�eld quantum master equation describing the interaction. For this reason, Φ[·]
is a Completely Positive Trace Preserving (CPTP) map, meaning that it maintains the

physical integrity of the system's density operator throughout the evolution.

The KDQ describing the statistics of the energy changes, corresponding to the internal

energy variation within the open system, over the interval [t1, t2], is de�ned as

qj,l ≡ Tr
(
Π̂l Φ

[
Π̂j ρ̂S(0)

])
, (2.44)

where Π̂l and Π̂j are the l-th and j-th projectors of ĤS evaluated at times t2 and t1

respectively. This de�nition is derived from the expression for closed systems. Indeed,

applying the cyclic property of trace to equation (2.27) yields:

qj,l = Tr
(
Û †(τ, 0)Π̂lÛ(τ, 0)Π̂j ρ̂S(0)

)
= Tr

(
Π̂lÛ(τ, 0)Π̂j ρ̂S(0)Û

†(τ, 0)
)
, (2.45)

where the term Û(τ, 0)Π̂j ρ̂S(0)Û
†(τ, 0) represents the time evolution of the operator Π̂j ρ̂S(0).

Then, for an open system, the correspondence Û(τ, 0)Π̂j ρ̂S(0)Û
†(τ, 0) → Φ

[
Π̂j ρ̂S(0)

]
holds, leading to equation (2.44).

Each quasiprobability qj,l is associated to the (j, l)-th realization ∆Ej,l ≡ El(t2)−Ej(t1)

of the energy change ∆E, which is given by the di�erence of the system energies evaluated

at times t2 and t1. All the properties listed in Subesection 2.1.3 hold for open quantum

systems as well, with the substitution Û(τ, 0)AÛ †(τ, 0) → Φ [A].

2.2.2 Quantumness certi�cation

In this subsection I demonstrate that the generation of Fano coherences are linked to a

quasiprobability distribution for the energy changes in a V-type three-level system, which

exhibits negativity in its values, with the imaginary parts being zero. The presence of

negativity results from initializing the three-level system in a superposition of the wave-

functions comprising the energy eigenbasis, meaning that in such a basis quantum coherences

have to be included. This occurs for speci�c parameter settings that I analyze in more

details in Subsection 2.2.3. Interestingly, there is also a subset of parameters' values such

that solely the quantum coherence in the initial state of the system (leading to negativity)

is responsible for an amount of excess energy

−⟨∆E(t)⟩ = −
∑
j,l

qj,l∆Ej,l(t) =
∑
j,l

qj,l (Ej(0)− El(t)) = Tr
(
ĤS (ρ̂S(0)− ρ̂S(t))

)
(2.46)

larger than zero for any time t, with ĤS time-independent. It is important to note that in

the context of open quantum systems, internal energy variations result from heat and work

exchanges, as discussed in Subsection 2.1.1. Nonetheless, negative values of ⟨∆E(t)⟩ can be

interpreted as extractable work, which means that this excess energy could be harnessed as

work, provided an appropriate load or storage system is in place.

One example of these quantum behaviours involving the generation of Fano coherences

is shown. For this purpose, the following parameters' setting are taken:
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(i) V-type three-level system: spontaneous decay rates (from |a⟩, |b⟩ to |c⟩) γa =

γb ≡ γ ≈ 3 · 107 [rad/s]; energies E3 = ℏωa, E2 = ℏωb, E1 = ℏωc with E1 ≤ E2 ≤ E3;

ωa = D+∆/2, ωb = D−∆/2 and ωc = 0, with D ≈ 1015 [rad/s] (optical transition).

Thus, ωac = ωa, ωbc = ωb and ωac ≈ ωbc, according to the approximations described

in Section 1.3. Moreover, ∆ ≪ γ, i.e. ∆ = 0.1γ ≪ D. In the following, the units of

measurement of the plotted quantities are re-scaled such that ℏ = 1.

(ii) Incoherent source: average photons number n̄ = 3; alignment parameter (be-

tween the dipole moments of the transitions |a⟩ ↔ |c⟩, |b⟩ ↔ |c⟩) p = cosΘ =

−1,−0.75,−0.5,−0.25, 0. The incoherent source can represent a broadband laser or

even sunlight radiation.

(iii) The bare Hamiltonian: ĤS of the V-type three-level system is given by:

ĤS = ℏ
∑
k

ωk|k⟩⟨k| = ℏ
(
ωaΠ̂a + ωbΠ̂b + ωcΠ̂c

)
,

where k = a, b, c.

(iv) Initial quantum state of the three-level system: ρ̂S(0) = |ψ0⟩⟨ψ0| with

|ψ0⟩ = αa|a⟩+ αb e
iϕb |b⟩+ αc|c⟩ (2.47)

and αa =
√
0.3, αb =

√
0.3, ϕb = π, and αc =

√
0.4; note that α2

a + α2
b + α2

c = 1 to

ensure probability conservation. As previously anticipated, the initial density operator

of the three-level system contains quantum coherence along the eigenbasis of ĤS .

Now, using this parameters setting, I show two distinct plots: one concerning the average

energy change ⟨∆E⟩ as a function of the dimensionless time tγ/(2π) (�gure 2.1), and the

other regarding the underlying KDQ distribution (�gure 2.2). For both plots I numerically

solve the linear di�erential equations (2.37) that describe the dynamics responsible for the

generation of Fano coherence in Markovian regime. The values of the parameters inserted

in equations (2.37) are those provided at points (i)-(iv) above. Moreover, I consider the

results given by splitting the KDQ as in equation (2.34), where ρ̂S(0) = |ψ0⟩⟨ψ0| is linearly
decomposed in the sum of two matrices: ρ̂S(0) = diag(ρ̂S(0))+χS(0). The term diag(ρ̂S(0))

contains the diagonal elements of ρ̂S(0), while χS(0) contains the o�-diagonal elements. I

denote the two contributions of the KDQ

qj,l = Tr
[
|l⟩⟨l|Φ

[
|j⟩⟨j|ψ0⟩⟨ψ0|

]]
= ⟨j|ψ0⟩

〈
l|Φ
[
|j⟩⟨ψ0|

]
|l
〉

(2.48)

with j, l = a, b, c, as qdiagj,l and qcohj,l respectively. In (2.48), the quantum map Φ[·] is derived
from equations of motion (2.42) and (2.43).

The ranges of parameters at points (i)-(iv) are such that ⟨∆E⟩ = 0, as long as the

initial density operator ρ̂S(0) of the three-level system does not contain quantum coherence

χS (with respect to the basis diagonalizing ĤS). I stress that, by construction, such a

result can not be provided by the TPM scheme. On the contrary, by including quantum
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Figure 2.1: Average energy change ⟨∆E⟩, re-scaled by ωa, as a function of the dimensionless time
tγ/(2π), which we obtain by numerically computing the corresponding KDQ distribu-
tion. The dynamics of the three-level system subjected to an incoherent light source,
entering in the quasiprobabilities, is provided by equations (2.37). The black solid
line denotes the contribution ⟨∆E⟩diag of the average energy change that corresponds
solely to the diagonal elements, contained in diag(ρ̂S(0)), of the initial state ρ̂S(0). It
can be veri�ed that ⟨∆E⟩diag is equal to zero for any value of p. On the other hand, all
the other curves in the �gure refer to the contribution ⟨∆E⟩coh of the average energy
change depending on χS , matrix containing the o�-diagonal elements of ρ̂S(0), for
p = 0,−0.25,−0.5,−0.75,−1. Notice that the black solid line is used also for ⟨∆E⟩coh
with p = 0 since in this case ⟨∆E⟩coh = 0.

coherences as given by equation (2.47), ⟨∆E⟩ = ⟨∆E⟩coh ≤ 0, as shown in �gure 2.1.

In fact, ⟨∆E⟩ = ⟨∆E⟩diag + ⟨∆E⟩coh but ⟨∆E⟩diag = 0 in this case study. Indeed, the

contribution from the o�-diagonal elements of ρ̂S is analyzed. This entails a non-negligible

amount of excess energy assisted from initializing the quantum system in a superposition

state of the energy eigenstates. Moreover, both the magnitude of |⟨∆E⟩| and the time

interval in which |⟨∆E⟩| ≠ 0 can be linearly enhanced by increasing the value (with sign)

of the alignment parameter p ∈ [−1, 1]. Such an e�ect is maximized for p = −1, whereby

max[−⟨∆E⟩/ωa] ≈ 0.17 and remains quasi-stationary as long as the incoherent light source is

active. This �nding is related (and thus consistent) with the already-known fact that |p| = 1

implies quasi-stationary Fano coherences, ideally for an arbitrarily large time t [28, 30, 51].

It is worth noting the sign of p is not relevant for the solution ρ̂S(t) of the quantum system

dynamics, but it matters for the sign of ⟨∆E⟩ and thus for the nature of the thermodynamics

process under investigation. In fact, using the ranges of parameters at point (i)-(iv), p

negative entails energy in excess, while p positive means absorbed energy.

In the panels of �gure 2.2 the full distribution of KDQ (dashed black lines) qj,l with

j, l = a, b, c, is plotted. Such a quasiprobability distribution underlies the energy change

statistics and thus the average energy change shown in �gure 2.1. In doing this, I use again
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Figure 2.2: Kirkwood-Dirac quasiprobabilities (dashed black lines), quantifying the energy change
statistics of the V-type three-level system subjected to incoherent light source, as a
function of the dimensionless time tγ/(2π). The quasiprobabilities refer to the (energy)
transitions between the levels |a⟩, |b⟩, |c⟩ of the system. Here, the imaginary parts of
all the quasiprobabilities are equal to zero. For all the panels, the parameter setting at
points (i)-(iv) is used with p = −1, and I distinguish between the contributions qdiagj,l

and qcohj,l depending respectively on χS (solid red lines) and diag(ρ̂S(0)) (dash-dotted
blue lines), where diag(ρ̂S(0)), χS linearly decompose the initial density operator ρ̂S(0).

the parameters setting at points (i)-(iv) but with p = −1, whereby the imaginary parts of

all the plotted KDQ are equal to zero. In the �gure, I distinguish between qdiagj,l and qcohj,l of

qj,l, which I recall are the contributions stemming respectively from the matrices containing

the diagonal and o�-diagonal elements of ρ̂S(0). It can be observed that qac, qab, qaa have

a contribution of qcohj,l ̸= 0 (solid red lines in the �gure), which is due to initializing the

system in a state with quantum coherence (with respect to the eigenbasis of ĤS). Notably,

the quasiprobability qab is globally negative in a transient time interval. In this regard, it is

worth recalling that the Fano coherence can arise between the excited levels |a⟩, |b⟩ of the
three-level system. Hence, the presence of negativity in the corresponding KDQ describing

energy change �uctuations is an hallmark of Fano coherence generation occurring in a non-

classical regime. I complete this analysis by showing in �gure 2.3 that:

(i) the real part of qcoha,b (plotted as a function of time) monotonically grows by increasing

the value of the alignment parameter p that e�ectively represents a control knob to

enhance the negativity of the corresponding KDQ [panel (a)], and thus the amount of
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Figure 2.3: (a) Real part of qcoha,b [panel (a)] and the non-positivity functional ℵ [panel (b)], as a
function of the dimensionless time tγ/(2π), for p = −1,−0.75,−0.5,−0.25. For both
panels, the ranges of parameters at point (i)-(iv) are considered.

the excess energy in several cases as detailed below.

(ii) The non-positivity functional ℵ of the KDQ distribution of energy changes is > 0 in

a transient time interval, at least in the parameters setting at points (i)-(iv). This

aspect certi�es the presence of negative real parts of quasiprobabilities, as observed in

�gure 2.3a, and thus non-classicality. Moreover, ℵ is maximized for p = −1.

As a �nal remark, notice that initializing a V-system in a superposition of all the

three energy eigenstates (as in equation (2.47)) is not a necessary condition for observing a

quasiprobability distribution with negative values (ℵ ≠ 0), since the main factor appears to

be the presence of coherence between the excited states.

2.2.3 Optimization of excess energy

In the previous section, I have introduced a case study in which ⟨∆E⟩diag, dependent on
the diagonal elements of ρ̂S(0), is zero for any time t. In this section the focus shifts to

optimizing some key parameters of the model, including the initial quantum state of the

three-level system, in order to maximize the value of −⟨∆E⟩coh arising from the o�-diagonal

elements of ρ̂S(0). As mentioned earlier, such an optimization also leads to an enhancement

of negativity.

Achieving the condition ⟨∆E⟩diag = 0 relies solely on speci�c values of n̄ and ρcc(0) =

|αc|2, under the assumption that the initial state of the system is given by Eq. (2.47). The

analytical formula returning the values of n̄, ρcc(0) such that ⟨∆E⟩diag = 0 is unknown.

However, to attain ⟨∆E⟩diag = 0 with an increased value of n̄, one needs to decrease ρcc(0),

and vice-versa. For instance, in the weak pumping regime (n̄ < 1), the condition ⟨∆E⟩diag =

0 is satis�ed for n̄ = 0.5 and ρcc(0) = 0.6. Conversely, in the strong pumping regime (n̄ > 1),

the condition ⟨∆E⟩diag = 0 holds for n̄ = 3 and ρcc(0) = 0.4 that are the values used in

Subsection 2.2.2. Choosing n̄ above (below) the value allowing for ⟨∆E⟩diag = 0, for a given

ρcc(0), leads to ⟨∆E⟩diag being nonzero and either positive (negative). These considerations

are valid for any values of p, but in what follows I speci�cally select p = −0.5.
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Once the condition ⟨∆E⟩ = ⟨∆E⟩coh is established, the optimization of ⟨∆E⟩coh is de-

termined by the initial state |ψ0⟩ = αa e
iϕa |a⟩ + αb e

iϕb |b⟩ + αc e
iϕc |c⟩, where I consider a

more general state featuring also the relative phases ϕa, ϕc in addition to ϕb.

Setting the values n̄ = 3 and ρcc(0) = 0.4, I take the populations ρaa = |αa|2 = ρbb =

|αb|2 = 0.3, and the relative phases ϕa, ϕb, ϕc of |ψ0⟩ are varied within the range [0, 2π].

Interestingly, setting one of the relative phases to zero does not impact the maximum

attainable value for ⟨∆E⟩. Moreover, by using ϕa = 0 or ϕb = 0 and ϕc = 0, I identify two

distinct scenarios:

(i) ϕa = 0 or ϕb = 0.

Setting ϕa = 0, the two relative phase vary within the range [0, 2π], and I then record

the corresponding values of ⟨∆E⟩. Figure 2.4a highlights the maximum values of

⟨∆E⟩coh by varying the value of the phases ϕb, ϕc. From the �gure it can be observed

that, in this setting, ϕc does not a�ect neither the magnitude nor the sign of |⟨∆E⟩coh|.
Conversely, the relative phase ϕb signi�cantly in�uences the quantity |⟨∆E⟩coh|. The
magnitude |⟨∆E⟩coh| is zero for ϕb = π/2, and increases in both directions either

towards ϕb = 0 or ϕb = π, but with opposite sign. The value ϕb = π represents a

line of mirroring symmetry. The results depicted in �gure 2.4a are the same if ϕb = 0

instead of ϕa = 0 and the relative phases ϕa, ϕc are varied.

(ii) ϕc = 0.

In this scenario I explore how the largest values of ⟨∆E⟩coh, with sign, modify by

varying the values of the phases ϕa and ϕb across the range [0, 2π]; see �gure 2.4b.

Unlike the symmetry observed in �gure 2.4a, a di�erent pattern emerges, whereby the

mirroring symmetry line is given by the condition ϕa = ϕb.

(a) (b)

Figure 2.4: Largest values of ⟨∆E⟩coh including its sign, re-scaled by ωa, as a function of the
relative phases ϕb, ϕc [panel (a)], and ϕa, ϕb [panel (b)]. In both panels the value of p
has been set to −0.5, n̄ = 3, ρcc = 0.4, and ρaa = ρbb = 0.3.
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I recall that in �gure 2.4 the value of p has been set to −0.5. However, if one is free to

also vary p, then it would be observed that the sign of p is responsible to a�ect the sign

of ⟨∆E⟩, such that whenever p < 0 the sign of ⟨∆E⟩ is the same in �gure 2.4, while for

p > 0 the condition is reversed. Similarly, the magnitude of p is responsible to modify the

magnitude of ⟨∆E⟩, such that decreasing the magnitude of p decreases the largest value of

|⟨∆E⟩|. This behaviour has been previously noticed in �gure. 2.1. Before proceeding, it is

also worth stressing that selecting ϕa = 0, ϕb = π, ϕc = 0 in |ψ0⟩ leads to the maximization

of −⟨∆E⟩ in �gure 2.4.

I now analyze how ⟨∆E⟩ varies for di�erent values of the populations ρaa(0) and ρbb(0)
pertaining to the excited states |a⟩ and |b⟩. The population in the ground level ρcc(0)

is not directly considered, as it is predetermined by n̄, in order to satisfy the condition

⟨∆E⟩diag = 0. For instance, in the scenario with p = −0.5, n̄ = 3 ⇒ ρcc(0) = 0.4, I vary

only the value of the population ρaa(0); indeed, ρbb(0) changes according to the constraint

ρbb(t) = 1−ρaa(t)−ρcc(t) for any t. The results depicted in �gure 2.5 illustrate max⟨∆E⟩coh
as a function of ρaa(0), with ϕb = 0, π/4, π/2, 3π/4, π. While ρcc(0) may a�ect ⟨∆E⟩diag, the
initial populations ρaa(0), ρbb(0) of the excited states impact ⟨∆E⟩coh. Speci�cally, ⟨∆E⟩coh
is zero when the three-level system is initialized with one among ρaa(0), ρbb(0) is set to

zero. Additionally, it can be observed that the maximum value of ⟨∆E⟩coh is obtained when

ρaa(0) = ρbb(0). The imbalance in favor of one over the other decreases max⟨∆E⟩coh. As

Figure 2.5: Maximum value of ⟨∆E⟩coh as a function of ρaa(0), initial population of the excited
state |a⟩. The ground state is �xed at ρcc(0) = 0.4 and the relative phases are ϕa =
ϕc = 0, while ρbb(0) = 1 − ρcc(0) − ρaa(0). The alignment parameter p is set to
p = −0.5. Di�erent values of ϕb are taken into account.
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p ηmax
t̃γ

2π

-1 6% > 0.40
-0.75 4% 0.20
-0.5 2% 0.17
-0.25 1% 0.16

Table 2.1: Achievable maximum thermodynamic e�ciency of the process and time instants at
which it is obtained, for various values of p.

in �gure 2.4a, varying ϕb from 0 to π enables a transition from the condition of maximum

absorbed energy (ϕb = 0) to maximum energy in excess (ϕb = π), passing through a regime

where ⟨∆E⟩coh = ⟨∆E⟩diag = ⟨∆E⟩ = 0 (ϕb = π/2).

To sum-up, the optimal initial state con�guration is achieved by setting the populations

ρaa(0), ρbb(0) ̸= 0 and ρaa(0) = ρbb(0), while the value of ρcc(0) is dictated by the n̄ that

allows for ⟨∆E⟩ = ⟨∆E⟩coh. Finally, regarding the relative phases ϕa, ϕb, ϕc entering the

initial wave-function |ψ0⟩, setting all the three to zero means maximum absorbed energy,

whereas choosing ϕb = π (with ϕa = ϕc = 0) entails the maximum amount of excess energy.

2.2.4 E�ciency of the process

The assessment of the thermodynamic e�ciency is crucial in any energy conversion process,

to gauge the performance in transforming a form of energy (the input energy Ein) in another

(energy in excess Eexc) for practical uses. The e�ciency is generally de�ned as follows:

η ≡ Eexc
Ein

. (2.49)

In this case study, the excess energy is given by the quantity −⟨∆E(t)⟩ > 0, where only

the contribution from the o�-diagonal elements of ρ̂S accounts. Conversely, the energy that

drives the system, which originates from the incoherent �eld, is Ein = n̄ℏωac that corresponds

to the average energy of the photons impinging on the system. Indeed, as previously done,

I assume ωac ≈ ωbc. Hence,

η(t) =
−⟨∆E(t)⟩
n̄ℏωac

. (2.50)

Equation (2.50) reveals that the time dependence of the e�ciency follows the one of ⟨∆E⟩
depicted in �gure 2.1. Consequently, the e�ciency reaches its peak when ⟨∆E⟩ is maximized

with sign, which occurs at a speci�c instant t denoted as t̃. Notably, in the scenario with

p = −1, both η and −⟨∆E⟩ attain a maximum quasi-stationary value.

Based on the optimization analysis in Subsection 2.2.3, I focus on the condition yielding

the maximum amount of energy in excess, given by ρaa(0) = ρbb(0) = 0.3 with ρcc(0) = 0.4,

n̄ = 3 and ϕa = ϕc = 0, ϕb = π. In table 2.1 the achievable maximum e�ciency is reported

together with the time instants at which it is obtained, for various values of p. I conclude by

emphasising that the energy for preparing the initial state of the three-level system was not

included among the costs in the calculation of the e�ciency. This is because I am implicitly
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assuming to work in a condition where the preparation of a superposition of Hamiltonian

eigenstates as the initial state is given for granted. However, this assumptions shall be

properly calibrated when dealing with the experimental realization of a process for Fano

coherence generation.

2.2.5 Discussion

Throughout this chapter, I analyzed the energetics of a V-type three-level system exhibiting

noise-induced Fano coherence due to interaction with a non-coherent source. The motiva-

tion for this analysis arises from the question: �To what extent the process generating Fano

coherence can be considered genuinely quantum?� The answer to this question would con-

stitute a �rst attempt to certify the quantumness of a process driven by an incoherent �eld

that induces quantum e�ects in a nonequilibrium regime.

To address this, I determined the Kirkwood-Dirac quasiprobability distribution asso-

ciated to the time-dependent energy changes in the system while exposed to incoherent

radiation. If the real part of some quasiprobability is negative, or even some quasiprob-

ability is complex, then one can witness the onset of a genuine quantum e�ect linked to

quantum interferences. Necessary condition for that is the non-commutativity of the initial

state of the quantum system with the Hamiltonian ĤS at the beginning of the dynamical

transformation (recall that in the process generating Fano coherence, the Hamiltonian is

time-independent). Thus, as expected, initializing the three-level system in a superposition

of the Hamiltonian eigenstates leads to negative quasiprobabilities with zero imaginary parts

for a precise set of parameters. Initializing the system in the ground state of ĤS does not

lead to the same result. In this regard, further studies are essential to understand the in-

terplay between the generation of Fano coherences and the presence of quantum coherences

in the initial state. These investigations will elucidate how di�erent types of coherences

impact the quantum dynamics of the open system and contribute to the negativity in the

KDQ distribution characterizing energy change �uctuations.

Under the same parameter setting and initial state choice (with n̄ = 3 and ρcc(0) = 0.4), I

found that ⟨∆E⟩ = ⟨∆E⟩coh ≤ 0 within a certain time interval for any value of the alignment

parameter p, except p = 0. Interestingly, despite the incoherence of the input light source,

the maximum e�ciency of the thermodynamic process goes up to 6%, and becomes quasi-

stationary for p = −1. These �ndings motivate further investigation into designing and

optimizing (coherent or incoherent) coupling with an external load, which could function

as an energy battery [89] or quantum �ywheel [90]. The latter can be minimally modeled

by using a two-level system either coherently or incoherently �connected� to the V-type

three-level system. This approach could align the thermodynamic study of this thesis with

the research described by Svidzinsky et al. in [34], which contemplates a �ve-level system

where the presence of Fano coherence in the V-type system enhances the photocurrent that

passes through a two-level system representing the external load.

Finally, the results presented in this chapter could be experimentally validated via recon-

structing quasiprobabilities for the energy change statistics. As recently shown in [36, 65],

reconstruction procedures based on projective measurements or interferometric schemes can
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be employed for this purpose. Implementing a V-type three-level system conducive to Fano

coherence is, in principle, feasible using an atomic platform, such as a gas of a suitable atomic

species maintained at a constant temperature, as shown in the next chapter. Preparing the

system's initial state in a superposition of Hamiltonian eigenstates can be achieved using

independent coherent light sources that are quasi-resonant with the two dipole transitions

before interacting with the incoherent radiation. The choice between a cold or hot gas

can be crucial, since lower temperatures may enhance parameter tunability. Additionally,

generating Fano coherence might require the polarization of the incoherent radiation �eld,

depending on the selected atomic species [30, 51].



3 | Implementation on 87Rb atoms:

theoretical and experimental re-

sults

Despite extensive research conducted on the topic, an experiment proving the existence of

Fano coherences produced by the interplay of incoherent pumping and spontaneous emis-

sion is still missing, based on current knowledge. This phenomenon has a broad �eld of

applicability, spanning from quantum heat engines to photoconversion devices and biolog-

ical systems that interact with the environment and radiation. All these systems could

potentially bene�t from the presence of Fano coherences, which might enable more e�cient

exploitation of the energy supplied by external driving.

Currently, an atomic platform stands as the most suitable candidate for realizing a proof-

of-principle experiment, given the possibility to �nely adjust the parameters that de�ne a

three-level V-type system. In Chapter 1, for example, the role of the splitting ∆ between

excited levels has been investigated as well as its in�uence on the dynamics of populations

and coherences. Implementing the V-type system on magnetic sublevels in an atomic struc-

ture allows for tuning the splitting by simply varying a uniform magnetic �eld. Previous

proposals, such as those by Dodin et al. [29] and subsequently by Koyu et al. [30], suggested

experiments with beams of Calcium atoms excited by a broadband polarized laser within

a uniform magnetic �eld. According to their proposal schemes, coherence can be observed

through resolved detection of the �uorescence signal [29] or by measuring the di�erence in

the �uorescence signals emitted by the atoms driven by x-polarized versus isotropic incoher-

ent light [30]. Similarly, in [32] the authors propose an experimental scenario for measuring

steady-state noise-induced Fano coherences in a Λ-type three-level system, using metastable

He(23S1) atoms. Additionally, recent experiments in a magneto-optical trap of Rubidium

atoms have detected an increase in beat amplitude due to collective light emission, analogous

to Fano coherences from interactions with vacuum modes, as reported in [35].

In my case study I chose to implement the V-type three-level system in the hyper�ne

structure of Rubidium-87 (87Rb) atoms. There are several compelling reasons for selecting
87Rb as one of ideal candidate for a proof-of-principle experiment to detect Fano coherence.

Firstly, the isotope 87Rb has a well-documented atomic structure, with detailed knowledge

of its energy levels and transition properties [41, 91]. Moreover, it features a rich hyper�ne

structure due to its nuclear spin (I = 3/2), providing multiple energy levels suitable for

creating the V-system. From a technical standpoint, the transitions between the 52S1/2

70
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ground state manifold and the 52P1/2 and 52P3/2 excited state manifolds, known as D1 and

D2 lines respectively, are well-matched to commercially available diode lasers (λ = 795 nm

and λ = 780 nm, respectively). This accessibility simpli�es the experimental setup involving

laser excitation and control.

Although Rubidium's cooling and trapping technologies are well-developed, enabling

cold atom experiments, the designed setup utilizes hot atomic ensembles. This approach is

driven by several factors: it simpli�es the experimental design and reduces costs compared

to ultra-cold conditions. The main objective at this stage is to establish the feasibility

of detecting Fano coherence. Hot atomic ensembles o�er a practical and robust initial

validation before transitioning to more sophisticated cold atom con�gurations. Additionally,

conducting the experiment in less-controlled environmental conditions better simulates the

real-world scenarios of future applications.

The detection of noise-induced Fano coherence is performed by driving the V-type system

with a polarized broadband laser and measuring the spatial anisotropy in the �uorescence

emitted by the atoms, a method proposed in [29]. The measurement is compared with

one conducted under conditions of no Fano coherence. Section 3.1 introduces the hyper�ne

atomic structure of 87Rb, where the V-type three-level system is realized. Moreover, it

presents an optimization analysis focused on maximizing ρab by adjusting the parameters

that in�uence atomic dynamics. Subsequently, the relationship between Fano coherence

and the anisotropic �uorescence emission is thoroughly examined, providing a theoretical

foundation for the experimental observations. In Section 3.2, the experimental setup de-

signed to detect Fano coherence is described in detail. This includes the arrangement of

optical components and atomic sample, the con�guration of the coils for uniform magnetic

�eld along z-axis, and the methodologies employed to excite the atoms and measure their

�uorescence. Finally, Section 3.3, outlines preliminary measurements obtained from ini-

tial trials, highlighting the feasibility and e�ectiveness of the proposed detection technique.

These preliminary �ndings are crucial as they o�er insights into potential adjustments and

re�nements needed to optimize the experimental conditions for observing Fano coherence

in future experiments.

3.1 87Rb atoms as V-type three level sysyems

Rubidium (Rb) is a chemical element, belonging to the group of alkali metals, along with

lithium (Li), sodium (Na), potassium (K), caesium (Cs) and francium (Fr). These elements

are categorized under group 1 in the periodic table, each possessing a single electron in their

outermost s-orbital. Natural rubidium on Earth consists primarily of two isotopes: 72% is

the stable isotope 85Rb, while 28% is the slightly radioactive 87Rb. The atomic structure of

rubidium is rather complex and it is brie�y described in this section as long as the choice

of the levels for the implementation of the V-system. Once these atomic parameters are

de�ned, the next step involves optimizing the system dynamics parameters to achieve the

optimal coherence signal in the emission spectrum.
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3.1.1 V-type three level systems in the hyper�ne structure of 87Rb atoms

The atomic structure of 87Rb atoms can be treated in di�erent energy description. The

ground energy level of the outer electron of this atomic species is denoted as 52S1/2. In this

notation:

� the principal quantum number is n = 5;

� S identify the s-orbital angular momentum number, that is L = 0;

� the superscript (2) indicates the multiplicity of the state, which is given by 2S + 1.

Here, S is the total spin quantum number, related to the spin angular momentum

S. For a single electron, as in this case, S is equal to S = 1/2. Thus, 2S + 1 = 2,

indicating a doublet state, with two possible spin orientations.

� The subscript (1/2) speci�es the total angular momentum J, which is the vector sum

of the orbital angular momentum L and the spin angular momentum S:

J = L+ S (3.1)

and the corresponding quantum number J is in the range [91]:

|L− S| ≤ J ≤ L+ S. (3.2)

In this context, the usual quantum numbers n, l,m, . . . are expressed with capital letters

to refer to the more general case of multi-electron atoms, where atomic quantities represent

total electron values. Hence, L is the quantum number for the total electron orbital angular

momentum [41].

The interaction between the electron's spin angular momentum S and its orbital angular

momentum L, which arises from the electron's motion around the nucleus, results in what

is known as spin-orbit coupling. This coupling causes the apparent degenerate energy levels

to split into multiple closely spaced levels, giving rise to the �ne structure of the atom. An

illustrative example of the �ne structure splitting is observed in the �rst excited state of

the 87Rb atom. In the ground state of 87Rb, where L = 0 and S = 1/2, the total angular

momentum J is 1/2, showing no splitting. However, in the �rst excited state 52P , where

L = 1 and S = 1/2, J can take the values 1/2 or 3/2. Consequently, the 52P state splits

into two �ne structure levels: 52P1/2 and 52P3/2. The energy levels shift according to the

value of J , causing the L = 0 → L = 1 transition, known as the D line, to split into two

components: the D1 line (52S1/2 → 52P1/2) and the D2 line (52S1/2 → 52P3/2) [91].

At a deeper level, the interaction between the magnetic �eld generated by the electron's

total angular momentum J and the magnetic moment of the nucleus (due to its nuclear spin

I) leads to the formation of the hyper�ne structure. For 87Rb, the nuclear spin quantum

number is I = 3/2. This interaction is much weaker than the spin-orbit coupling responsible

for the �ne structure, but still causes additional splitting of the energy levels based on

the nuclear spin. This hyper�ne splitting is characterized by the total atomic angular
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momentum F [91]:

F = J+ I. (3.3)

The possible values of the quantum number F are:

|J − I| ≤ F ≤ J + I. (3.4)

For the ground state of 87Rb, where J = 1/2 and I = 3/2, F can be either 1 or 2. In the

case of the excited state for the D2 line (52P3/2), F can take values of 0, 1, 2, or 3, whereas

for the D1 line (52P1/2), F is either 1 or 2. The detailed �ne and hyper�ne structures for

the D1 and D2 lines are comprehensively depicted in reference [91].

Each hyper�ne energy levels contains 2F + 1 magnetic sublevels, distinguished by the

magnetic quantum number mF . In the absence of external magnetic �elds, these sublevels

are degenerate. However, applying an external magnetic �eld along one axis (e.g. the z-axis)

breaks this degeneracy. The energy shift of the levels due to a weak magnetic �eld is linear

and can be described as [41, 91]:

∆E|F mF ⟩ = µB gF mF Bz, (3.5)

where µB is the Bohr magneton and gF is the hyper�ne Landé g-factor. When the energy

shift is small compared to the hyper�ne splittings the regime is called anomalous Zeeman

e�ect, and the linearity expressed in equation (3.5) holds. For stronger magnetic �elds,

the regimes are known as the Paschen-Back e�ect and normal Zeeman regimes for �ne

structure. In these regimes equation (3.5) no longer applies and the calculation of the

energy shift becomes more complex [41, 91].

To implement a V-type three-level system interacting with an optical �eld, it is crucial

to identify the allowed atomic transitions. This involves understanding the selection rules

that determine �dipole allowed� transitions, ensuring that the dipole matrix element µlj =

⟨l|er|j⟩ is non-zero. The selection rules can be summarized as follows:

(i) Fine-structure selection rules: for transitions between �ne-structure states of the

form |J mJ⟩ → |J ′ mJ ′⟩ the rules are:

J = J ′ or J = J ′ + 1 (3.6)

mJ = m′J or mJ = mJ ′ + 1 (3.7)

J ̸= J ′ if mJ = mJ ′ = 0. (3.8)

Transitions where J = J ′ = 0 are forbidden, and any transitions not obeying to these

rules have vanishing dipole matrix elements, making them dipole forbidden.

(ii) Hyper�ne-structure selection rules: for transitions between hyper�ne-structure
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states of the form |F mF ⟩ → |F ′ mF ′⟩ the selection rules are:

F = F ′ or F = F ′ + 1 (3.9)

mF = m′F or mF = mF ′ + 1 (3.10)

F ̸= F ′ if mF = mF ′ = 0. (3.11)

Again, F = F ′ = 0 is a forbidden transition. Any transitions not adhering to these

rules have vanishing dipole matrix elements, making them dipole forbidden.

Assuming a magnetic �eldB along the z-axis, the degeneracy between magnetic sublevels

(both in the �ne and hyper�ne structure) is broken. When light interacts with transitions

between these magnetic sublevels, the selection rules in equations (3.7) and (3.11) must be

observed. It's important to note that the driving radiation must also comply polarization

rules to properly excite the selected transitions. Transitions where ∆mF = mF ′ −mF = 0,

i.e., mF = mF ′ , are known as π transitions. The latter are coupled by linearly polarized

radiation parallel to the magnetic �eld (along the z-axis in this case), i.e., ϵk,λ = ϵz =

[0, 0, 1], with the wavevector k oriented orthogonal to B. Transitions where ∆mF = mF ′ −
mF = +1 are referred to as σ+ transitions. These transitions are coupled by circularly

polarized light in the x-y plane, whose unitary vector is:

ϵ+ =

[
− 1√

2
,−i 1√

2
, 0

]
(3.12)

and the wavevector k is parallel to the magnetic �eld. Lastly, transitions where ∆mF =

mF ′ − mF = −1 are referred to as σ− transitions, and they are coupled by circularly

polarized light in the x-y plane, whose unitary vector is:

ϵ− =

[
1√
2
,−i 1√

2
, 0

]
(3.13)

and the wavevector k is again parallel to the magnetic �eld.

The hyper�ne structure is particularly suitable for implementing V-type systems to

detect Fano coherence. Hyper�ne levels are responsive to low magnetic �elds, enabling

precise control of energy levels through the anomalous Zeeman e�ect, where hyper�ne energy

levels shift linearly with the applied �eld. Additionally, the smaller hyper�ne splittings

facilitate the use of microwave or radiofrequency �elds for manipulation and preparation.

Nonetheless, it is crucial to ensure that the hyper�ne transitions are su�ciently isolated,

meaning the hyper�ne ground and excited manifolds must be spaced far enough from other

hyper�ne manifolds to prevent the involvement of additional transitions. On this point, the

broadband radiation used should not be excessively broad to avoid exciting other hyper�ne

or �ne levels. The D1 line is ideal for this purpose, with just well separated two hyper�ne

manifolds (F = 1, F = 2) in the ground state, with 6.83 GHz frequency splitting, and two

hyper�ne manifolds (F ′ = 1, F ′ = 2) in the excited state separated by 814 MHz. Notably,

both the excited and ground manifolds can be resolved even at high temperatures, despite

Doppler broadening due to atomic motion.

Among the four possible F → F ′ transitions, the hyper�ne transition F = 1 → F ′ = 1



3.1 87Rb atoms as V-type three level sysyems 75

is selected, since it contains the least number of magnetic sublevels, speci�cally 2F + 1 = 3

sublevels. Within this transition, the V-scheme is implemented as illustrated in �gure 3.1.

The ground state |c⟩ corresponds to the |F = 1 mF = 0⟩ atomic level, while the two excited

states |a⟩ and |b⟩ are represented by the |F ′ = 1 mF ′ = −1⟩ and |F ′ = 1 mF ′ = +1⟩
levels, respectively. The selected transitions |a⟩ ↔ |c⟩ and |b⟩ ↔ |c⟩ have ∆mF = −1

and ∆mF = +1, respectively. Thus, they are driven by circularly polarized light in the x-y

plane, with the wavevector k along the z-axis, adhering to the selection rules. The transition

dipole moment vectors are:

µac =|µac|
[

1√
2
,−i 1√

2
, 0

]
(3.14)

µbc =|µbc|
[
− 1√

2
,−i 1√

2
, 0

]
. (3.15)

Here, |µac| and |µbc| are the electric dipole moment matrix element. Their values can be

found in [91], where all the dipole matrix elements for speci�c |F mF ⟩ → |F ′ mF ′⟩ are

listed. In this case study, |µac| = |µbc| and their values are reported in table 3.1.

The vectors µac and µbc are orthogonal, thus p = 0 and no interference between the

pumping paths and decaying paths occurs when using an isotropic unpolarized radiation.

To induce Fano interference between the pumping paths, polarized radiation is required. For

this purpose, I have chosen the polarization to be aligned along the x-axis, in an horizontal-

vertical basis, which is represented by the unitary vector:

ϵλ = ϵx = [1, 0, 0] (3.16)

or as a linear combination:

ϵx =
√
2

([
1√
2
,−i 1√

2
, 0

]
−
[
− 1√

2
,−i 1√

2
, 0

])
. (3.17)

The last expression indicates that linearly polarized light can drive both µac and µbc tran-

sitions.

The selected V-type three-level system is symmetric, implying that γa = γb. As discussed

in [41, 91], all the excited state hyper�ne sublevels decay at the same rate Γ, which is

the decay rate of the D1 line, with population decay branching into various ground state

Quantity Magnitude

Transition F = 1 → F ′ = 1 frequency, ω0 [THz] 377.11226

Dipole matrix element for D1 line, |⟨J ||µ||J ′⟩|2 [C·m] 2.537× 10−29

Dipole matrix elements, |µac|, |µbc| [C·m]
√

1
12 |⟨J ||µ||J

′⟩|2

Decay rate D1 line, Γ [MHz] 2π · 5.75
Landé g-factor F ′ = 1 manifold D1 line, gF ′ [-] −1/6

Table 3.1: Values of relevant physical quantities for 87Rb.
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Figure 3.1: V-type three level system within the D1 line transition of 87Rb. The ground state |c⟩
corresponds to the hyper�ne magnetic sublevel |F = 1 mF = 0⟩, while the two excited
states |a⟩ and |b⟩ are represented by the |F ′ = 1 mF ′ = −1⟩ and |F ′ = 1 mF ′ = +1⟩,
respectively. The red arrows represents the radiation processes involved: spontaneous
emission from levels |a⟩ and |b⟩ to level |c⟩ at rates γa, γb respectively; incoherent
pumping and stimulated emission involving transitions |a⟩ ↔ |c⟩ and |b⟩ ↔ |c⟩ at
rates ra, rb, respectively. The parameter ∆ is the splitting between the excited levels:
∆ = ωac − ωbc. In the �gure the wavevector k of the radiation and the uniform
magnetic �eld vector B are reported, as well as the frequency di�erence between the
hyper�ne manifolds of D1 line.

sublevels. Hence:

Γ =
ω3
0

ℏ3πε0c3
2J + 1

2J ′ + 1

∣∣⟨J ||µ||J ′⟩∣∣2 = γa = γb (3.18)

where J = J ′ = 1/2 for D1 line and ⟨J ||µ||J ′⟩ is the D1 matrix element, found in [91], and

whose values is reported in table 3.1. Here, the de�nition of the decay rate expressed in
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equation (1.118) is used. From equation (3.18) it follows that γ̄ = (γa + γb)/2 = γa = γb.

The incoherent pumping rate rl, with l = a, b, depends on both atomic properties and

the radiation source used. In particular, it can be expressed in two ways: either as rl = n̄γl

or as rl = Blρν(νac). In the latter, ρν(νac) is the spectral energy density of the broadband

laser at the transition frequency ωac = 2πνac ≈ ωbc and Bl is the Einstein B-coe�cient,

given by:

Bl =
π|µlc|2

3ε0
, (3.19)

where l = a, b. Since |µac| = |µbc|, it follows that Ba = Bb and ra = rb, consistent with

the symmetry of the system. For a broadband laser, the intensity can be approximated as

follows [92]:

Ilaser = c

∫
ρν(ν)dν ≈ cρν(νac)∆νlaser, (3.20)

where the spectral density of the source is assumed to be relatively �at around the atomic

transitions. The quantity ∆νlaser is the spectral width of the laser. This approximation

holds when the laser's has a broader spectral width compared to the frequency separations

∆ of the atomic transitions, aligning with the assumptions in the mathematical model. By

selecting a value for n̄ and knowing the bandwidth of the broadband laser ∆νlaser, one can

relate the average photon number to the laser intensity:

Ilaser = cρν(νac)∆νlaser = c
ra
Ba

∆νlaser = c
n̄γa
Ba

∆νlaser. (3.21)

Hence, the average photon number n̄ results proportional to the intensity of the broadband

source, as anticipated in Chapter 1. It is crucial to ensure that the laser intensity remains

below the saturation intensity of the atomic transition, which is de�ned as [41, 91]:

Isat =
cε0Γ

2ℏ2

4|ϵx · µac|2
. (3.22)

If the laser intensity absorbed by the |a⟩ ↔ |c⟩ transition exceeds saturation intensity, the

atomic population levels involved can become saturated, leading to a range of e�ects, such

as reduced absorption, altered emission properties and thus to the disruption of the noise-

induced Fano coherence phenomenon. The same applies to the transition |b⟩ ↔ |c⟩. Note

that Isat is the same for both transitions. Hence, there exists a maximum value of n̄, above

which the e�ects of saturation come into play.

Finally, the control on∆ is performed by manipulating a uniform magnetic �eldB = Bzz

along the z-axis. For a weak magnetic �eld, equation (3.5), can be expressed in terms of

frequency, resulting in:

ℏ(ωac − ωbc) = ℏ∆ = µB gF ′ (mF ′
ac
−mF ′

bc
)Bz = 2µB gF ′Bz. (3.23)

Hence,

∆ = 2
µB
ℏ
gF ′Bz, (3.24)

where the Landé g-factor for the F ′ = 1 excited state manifold of the D1 line is listed in
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table 3.1 and can be found in [91].

In this subsection all the governing parameters have been de�ned as depending on the

atomic species, the incoherent radiation source, and the external magnetic �eld. In the next

subsection I analyze these parameters to determine the optimal conditions for maximizing

Fano coherence and provide the corresponding solutions to the di�erential equations.

3.1.2 Theoretical prediction with 87Rb atoms

The V-type three-level system, implemented in the hyper�ne structure of 87Rb atoms, inter-

acts with a broadband laser, with the wavevector k along the z-axis and linear polarization

along the x-axis. The dynamical regimes with anisotropic polarized radiation were ana-

lyzed in Subsection 1.4.2 of this thesis. It was observed that in the overdamped regime

Fano coherence has a nonzero stationary values, which need to be maximized for e�ective

detection.

Using the governing parameters speci�c to the implemented atomic system, I conduct

an analysis based on the approach used in Subsection 1.4.2 for a general V-system. The

parameters ∆/γ̄ and n̄ are varied in the overdamped solutions region, to �nd where Re[ρab]

is maximized. In �gure 3.2, the stationary values of Re[ρab] are shown for di�erent values

of ∆/γ̄ and n̄. The maximum value of n̄ in this scenario is n̄max = 345, above which

the intensity exceeds the saturation intensity. It can be observed that large excited states

splittings are detrimental to stationary Fano coherence. For this reason 0 < ∆/γ̄ < 1 is

selected as the range of interest. Regarding the intensity n̄, higher values result in greater

stationary values of Re[ρab]. However, beyond a certain level, the increase in Re[ρab]t→∞

becomes less signi�cant. For example, Re[ρab]t→∞ at n̄ = 100 di�ers by only 4% from its

value at n̄max = 345, whereas Re[ρab]t→∞ at n̄ = 5 di�ers by 45% from its value at n̄ = 100.

Figure 3.2: Stationary value of Re[ρab] as a function of n̄ and ∆/γ̄ with linearly polarized light
along the x-axis.



3.1 87Rb atoms as V-type three level sysyems 79

Therefore, preliminary measurements are restricted to values of n̄ below 100.

Up to this point, I considered a sudden turn-on of radiation to generate Fano coherence.

It is important to explore the e�ect of time-dependent radiation on ρab(t), particularly the

impact of a slow turn-on. In the experimental setup, I periodically turn on the incoherent

beam for a time interval [0, t1], and then turn it o� for a time interval [t1, t2] to allow the

system to reinitialize to the ground state through relaxation processes. After the interval

[t1, t2] the radiation is turned on again, repeating the cycle. Turning o� the radiation allows

the system to return to the ground state, ensuring that each measurement cycle starts from

the same initial conditions. This approach enhances the reliability and reproducibility of

the results by ensuring that the observed phenomena originate from consistent starting

conditions. The detection of the signal is performed with a photodiode, whose dynamics is

slower than that of the system. In this way it is possible to average the signal over multiple

cycles of turn-on and turn-o�, reducing noise and improving the signal-to-noise ratio, leading

to clearer and more accurate measurements of the coherence e�ects. Consequently, this

technique provides a robust method for observing and analyzing Fano coherence in the

experimental setup.

I modeled the incoherent time-dependent �eld following the theory discussed in [52].

The time dependency is incorporated into the average photon number as n̄(t) = n̄f(t),

where, di�erently from [52], I selected f(t) to have the form of a sigmoid function:

f(t) =
1

1 + exp
[
−20 t−τon/2

τon

] , (3.25)

where τon is the turn-on time scale. The choice of a sigmoid function ensures a smooth and

gradual increase in the photon number, which is essential for avoiding abrupt changes in

the �eld and for better reproducing realistic experimental conditions.

Dodin et al. in [52] explored the dynamics of an isotropic and unpolarized radiation �eld,

comparing the e�ects of di�erent turn-on time scales relative to the system's characteristic

time scale τS . They found that in the overdamped regime, with p = 1 and τon ≫ τS , the

Fano coherence signi�cantly diminishes, losing its quasi-stationary nature. Conversely, when

τon ≪ τS , the system's behavior aligns with the solutions derived under a time-independent

�eld. In the latter scenario, the �eld reaches its steady state much faster than the system

evolves, meaning the transient behavior of the �eld does not impact the system's dynamics.

Thus, the V-system's evolution is governed predominantly by the steady state �eld rather

than the transient �eld.

In the case of anisotropic polarized radiation with time-dependency, di�erent behaviors

are observed. By selecting values for ∆/γ̄ and n̄ that yield overdamping solutions for

the density operator elements, speci�cally ∆/γ̄ = 0.1 and n̄ = 25, I examined scenarios

where τon ≪ τS ≈ 1/γ̄ and τon ≫ τS , as illustrated in �gure 3.3. It is evident that

the stationary value of ρab(t) remains una�ected by a slow turn-on process, although the

dynamics exhibit a slower evolution. By repeatedly switching on and o� the radiation,

an excessively slow switching process would result in a considerable loss of signal since

the dynamics of coherence are signi�cantly slower. Therefore, in the realized experimental
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Figure 3.3: Time evolution of excited states populations and real and imaginary part of quantum
coherence between levels |a⟩ and |b⟩. The radiation intensity is set to ful�ll the strong
pumping regime (n̄ = 25), with small splitting (∆/γ̄ = 0.1). The turn-on time scale
τon is varied as τon ≪ τS (solid line) and τon ≫ τS (dashed line).

setup, acousto-optic modulators (AOMs) have been chosen to control the radiation, since

they have on/o� times around a hundred nanoseconds for small beam diameters. For the

turning o� process, the sigmoid function is modi�ed as follows:

f(t) = 1− 1

1 + exp
[
−20

t−(τpulse−τon/2)
τon

] (3.26)

with τpulse as the time duration of the single pulse. For example, a train of pulses with

τpulse = 3µs is realized, with light-o� period of 2µs. The time scale for both turning on and

o� processes, τon and τoff respectively, is set to 100 ns. Using these pulses, I obtain the

signals shown in �gure 3.4.

The challenge of how to detect noise-induced Fano coherence remains an open question.

The following subsection addresses this aspect by detailing the angle-resolved �uorescence

measurement technique. This method enables the isolation and analysis of speci�c contri-

butions to the radiated emission from the atoms, directly linked to ρab(t).

3.1.3 Angle-resolved �uorescence detection

The detection of Fano coherence is related to the detection of resonance �uorescence from

the excited atoms. Following the scheme proposed in [29], consider a fraction of 87Rb atoms

that are excited from the ground state |c⟩ = |F = 1 mF = 0⟩, after the initial turn-on of the

anisotropic and polarized incoherent radiation. As observed previously, the turn-on time

can in�uence the values of Fano coherence. In particular, if the turn-on time is much longer

than the time-scale of the system, τS ≈ 1/γ̄, the Fano coherence exhibits slow dynamics,

thereby decreasing the average detectable signal. To adress this issue, AOMs are used.
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Figure 3.4: Time evolution of excited states populations and real and imaginary part of coherence
between level |a⟩ and |b⟩. The radiation excites the system with a train of pulses with
τpulse = 3µs and a light-o� period of 2µs. In the picture, the e�ect of a single pulse is
shown. The intensity is set to ful�ll the strong pumping regime (n̄ = 25), with small
splitting (∆/γ̄ = 0.1). The turn-on and o� time scale τon = τoff = 100 ns.

Assuming the excited atoms are in the state |a⟩ = |F ′ = 1 mF ′ = −1⟩, they can

then decay to the ground level emitting photons and thus producing resonance �uorescence

radiation. The intensity expectation value of resonance �uorescence can be calculated as

follows [39�41]:

⟨Iac(R, t)⟩ =
ε0c

2
⟨Ê−ac(r, t)Ê+

ac(r, t)⟩, (3.27)

where Ê±ac(r, t) is the electric �eld operator emitted from transition |a⟩ ↔ |c⟩ and its conju-

gate, while R is the distance vector from the emitting source. For an oscillating dipole, as

the atom emitting radiation, the electric �eld operator can be approximated according to

[41]:

Ê+
ac(R, t) ≈ − 1

4πε0c2
[(µac ·R)R− µac]ω

2
ac|µac|

σ̂−ac(t)

R
. (3.28)

Here, ωac is the atomic transition frequency, µac is the transition dipole moment vector and

its module is the transition dipole moment matrix element. Finally, σ̂−ac(t) is the lowering

operator. Substituting equation (3.28) in equation (3.27) I obtain:

⟨Iac(R, t)⟩ =
ω4
ac|µac|2

32π2ε0c3

∣∣∣∣ [(µac ·R)R− µac]

R

∣∣∣∣2 ⟨σ̂+ac(t)σ̂−ac(t)⟩. (3.29)

In the above expression, the order of the electric �eld operators is crucial. In the expectation

value on the right hand side, the lowering operator is to the right, meaning that if the atom

is in the ground state the intensity is zero. This order is known as normal ordering [39, 41].

The atoms can also be excited to the state |b⟩ = |F ′ = 1 mF ′ = +1⟩, where all the steps
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described previously apply. The total intensity of the radiation emitted is then given by:

⟨I(R, t)⟩ = ⟨Ê−(r, t)Ê+(r, t)⟩, (3.30)

where the electric �eld operators Ê+(R, t) and Ê−(R, t) are composed of the sum of the

two electric �elds emitted from transitions |a⟩ → |c⟩ and |b⟩ → |c⟩:

Ê+(r, t) = Ê+
ac(r, t) + Ê+

bc(r, t). (3.31)

The same applies for the complex conjugate. Hence:

⟨I(R, t)⟩ =ε0c
2

(
⟨Ê−ac(r, t)Ê+

ac(r, t)⟩+ ⟨Ê−bc(r, t)Ê
+
bc(r, t)⟩+ (3.32)

+ ⟨Ê−ac(r, t)Ê+
bc(r, t)⟩+ ⟨Ê−bc(r, t)Ê

+
ac(r, t)⟩

)
. (3.33)

Considering the following equalities [41]:

⟨σ̂+lc(t)σ̂
−
lc(t)⟩ = Tr

(
σ̂+lc(t)σ̂

−
lc(t)ρ̂S(t)

)
= ρlc(t) (3.34)

∣∣∣∣ [(µlc ·R)R− µlc]

R

∣∣∣∣2 = 1− |µlc ·R|2

|R|2
, (3.35)

with l = a, b. By writing the vector R in spherical coordinates:

R = |R| [sin θ cosφ, sin θ sinφ, cos θ] , (3.36)

the �uorescence intensity is �nally equal to:

⟨I(θ, φ, , t)⟩ = 1

32π2ε0c3|R|2

[
1 + cos2 θ

2

(
ω4
ac|µac|2ρaa(t′) + ω4

bc|µbc|2ρbb(t′)
)
+

+ ω2
acω

2
bc|µac||µbc| sin2 θ

(
cos(2φ)Re[ρab(t

′)]− sin(2φ)Im[ρab(t
′)]]
) ]
. (3.37)

Here t′ = t + |R|/c. Since the selected V-type three-level system has µac = µbc and

ωac ≈ ωbc, then:

⟨I(θ, φ, t)⟩ = ω4
ac|µac|2

32π2ε0c3|R|2

[
1 + cos2 θ

2

(
ρaa(t

′) + ρbb(t
′)
)
+

+ sin2 θ
(
cos(2φ)Re[ρab(t

′)]− sin(2φ)Im[ρab(t
′)]]
) ]
. (3.38)

Equations (3.37) and (3.38) directly relate the real and imaginary parts of Fano coherence

to an observable quantity: the intensity of the emitted �uorescence, as a function of angular
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coordinates. Both equations can be reformulated as follows:

⟨I(θ, φ, t)⟩ = ω4
ac|µac|2

32π2ε0c3|R|2

[
1 + cos2 θ

2

(
ρaa(t

′) + ρbb(t
′)
)
+ sin2 θ cos(2φ+ α)

]

with tanα =
Im[ρab]

Re[ρab]
. (3.39)

This formulation highlights that the ratio between the imaginary and real parts of the

coherence produces a phase shift in the φ dependent term. This phase shift α must be

accounted for during measurement. Speci�cally, the �uorescence component dependent on

φ might not be oriented precisely at a given φ, but could be slightly deviated due to α.

By placing detectors around the atoms, it is possible to select speci�c ranges of solid

angles to isolate the contribution from each term of equation (3.38). As detailed in [29], if

the following integrals are computed:

I1(t) =

∫ π

0

∫ π/4

−π/4
I(θ, φ, t)dφdθ +

∫ π

0

∫ 5π/4

3π/4
I(θ, φ, t)dφdθ (3.40)

I2(t) =

∫ π

0

∫ 3π/4

π/4
I(θ, φ, t)dφdθ +

∫ π

0

∫ 7π/4

5π/4
I(θ, φ, t)dφdθ (3.41)

their di�erence I2(t) − I1(t) is directly proportional to Re[ρab(t)]. These speci�c ranges of

solid angles are chosen to maximize the sensitivity to the spatial anisotropy caused by the

real part of the coherence term. By integrating over these two angular regions and taking

their di�erence, the symmetric contributions from ρaa(t) and ρbb(t) cancel out, isolating a

signal dependent solely on Re[ρab(t)]. This detection technique, known as angle-resolved,

allows for the selection of speci�c angular ranges to isolate the contributions of individual

terms in the �uorescence intensity.

The real and imaginary parts of Fano coherence are responsible for spatial anisotropy

in the x-y plane, as also illustrated in �gure 3.5, that can be detected. This results in

the characteristic �doughnut-shaped� radiation pattern, typical of an oscillating dipole. To

detect the presence of Fano coherence in the V-system, I place two photodetectors along

the x-axis and y-axis in a di�erential con�guration. If Fano coherence is present, a non-zero

signal should be measured. Using a short focal length lens with flens = Dlens = 25.4 mm,

where flens is the focal length and Dlens is the diameter, an angle aperture of π/2 is obtained.

The integration ranges for θ and φ are:

� For �uorescence around the x-axis: θ ∈ [π/4, 3π/4], φ ∈ [−π/4, π/4].

� For �uorescence around the y-axis: θ ∈ [π/4, 3π/4], φ ∈ [π/4, 3π/4].

The intensities I1(t) and I2(t) are then given by:

I1(t) =

∫ 3π/4

π/4

∫ π/4

−π/4
I(θ, φ, t)dφdθ (3.42)

I2(t) =

∫ 3π/4

π/4

∫ 3π/4

π/4
I(θ, φ, t)dφdθ. (3.43)
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Figure 3.5: Fluorescence intensity around the atomic vapor cell when stationary coherence is
reached. The polarized radiation intensity is set to n̄ = 25, with small splitting
∆/γ̄ = 0.1. At (x, y) = (0, 0) is the vapor cell, whose diameter is 19 mm.

The chosen range of angles ensures that the signal di�erence I2(t)−I1(t) is merely dependent

on Re[ρab].

By driving the three-level system with the same train pulses described previously, with

excited states splitting set to ∆/γ̄ = 0.1 and the intensity radiation to n̄ = 25, whose

turning on and o� time are τon = τoff = 100 ns, the time evolution of I1(t), I2(t) and their

di�erence are illustrated in �gure 3.6. To distinguish the �uorescence signal in�uenced by

Fano coherence, it is essential to establish a reference value, denoted as I0, representing

the signal obtained under isotropic conditions. An isotropic �uorescence pattern occurs

when interference e�ects are absent, such as when the frequency separation between the

two excited states ∆ signi�cantly exceeds the laser bandwidth ∆νlaser. In this scenario, the

source can no longer excite both transitions, making them distinguishable and minimizing

interference in the pumping process. As a result, Fano coherence vanishes, and the popu-

lations and coherences of the atomic system evolve according to the Pauli rate equations.

The resulting �uorescence pattern becomes isotropic in the x-y plane, as described by:

⟨I(θ, t)⟩ = ω4
ac|µac|2

32π2ε0c3|R|2

[
1 + cos2 θ

2

(
ρaa(t

′) + ρbb(t
′)
)]
, (3.44)

where the angular dependence arises solely from the θ angle. The radiation pattern in the

x-z plane (or equivalently in the y-z plane) in this case is �peanut-shaped�, typical of a

rotating dipole.

In �gure 3.6, the di�erence I2(t)− I1(t) of the equations (3.42) and (3.43), is normalized
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Figure 3.6: Fluorescence intensities around the x-axis (I1(t)) and around y-axis (I2(t)) varying
with time. The values of angles θ and φ are those of equations (3.42) and (3.43). On
the right, their di�erence is shown, scaled by I0, which is the isotropic �uorescence
intensity obtained when ρab(t) = 0. The radiation intensity is set to n̄ = 25, with
small splitting ∆/γ̄ = 0.1.

by the isotropic �uorescence intensity I0. The latter is collected over the same angular range

and can be expressed as:

I0 =

∫ 3π/4

π/4

∫ π/4

−π/4
⟨I(θ, φ, t)⟩dφdθ =

=

∫ 3π/4

π/4

∫ π/4

−π/4

ω4
ac|µac|2

32π2ε0c3|R|2

[
1 + cos2 θ

2

(
ρaa(t

′) + ρbb(t
′)
)]
dφdθ. (3.45)

Since the �uorescence is isotropic, I0 is calculated just around the x-axis, where φ varies

between −π/4 and +π/4. The time evolution of excited state populations and coherence

associated to I1(t) and I2(t) were depicted in �gure 3.4.

To accurately distinguish between the �uorescence measured under isotropic and anisotropic

conditions, it is necessary to continuously vary the splitting ∆. This can be accomplished

by sinusoidally modulating the magnetic �eld along the z-axis. By slowly varying the mag-

netic �eld such that ∆/γ̄ ≈ 0.1 at minimum and ∆ > 2∆νlaser at maximum, the di�erence

signal from the two photodiodes should exhibit a similar modulation pattern. In particular,

it should oscillate between a maximum value at ∆/γ̄ ≈ 0.1 and a minimum value (ideally

approximately zero) when the splitting is greater than the laser bandwidth.

For a laser bandwidth ∆νlaser ≤ 10 MHz, the required splitting ∆ should be ∆ >

2∆νlaser = 20 MHz. This ensures that the laser selectively excites only one of the two

transitions, causing the loss of interference. Having selected the V-type three-level system

and established how to control the key parameters ∆ and n̄ via magnetic �elds and laser

intensity, I describe in the next section the experimental setup designed for detecting noise-

induced Fano coherence in a hot rubidium vapor cell. In the setup, atoms are excited



3.2 Proof-of-principle experiment for Fano-coherence detection 86

using a linearly polarized broadband laser. This experimental arrangement is essential for

validating the theoretical predictions discussed.

3.2 Proof-of-principle experiment for Fano-coherence detec-

tion

The previous sections explored the dynamics of excited state populations and noise-induced

Fano coherence within a three-level system realized in the hyper�ne structure of 87Rb atoms.

I utilized anisotropic polarized radiation that can be switched on and o�. Additionally, I

introduced the angle-resolved �uorescence technique to detect coherence. By measuring the

�uorescence with photodetectors placed along the x and y-axes, any non-zero ρab(t) should

result in a measurable di�erence between these two signals.

To achieve this measurement, a well-designed optical setup is required. Speci�cally, the

setup must include magnetic �eld control, laser source control for adjusting the frequency

and frequency band, as well as the intensy, an atomic source, and a detection system. The

next subsections describe each of these main components in detail.

3.2.1 Rb vapor cell and magnetic cage

As previously discussed, the platform for implementing the V-type three-level system is a

hot atomic ensemble in a vapor cell. Speci�cally, I decided to use a quartz vapor reference

cell from Thorlabs, in the enhanced version with 98% pure 87Rb (model: GC19075-RB87).

The standard cells typically have the natural abundance of the two isotopes 85Rb and 87Rb,

where the latter constitutes only 27.85%. Using the enhanced version ensures that there is

minimal in�uence from 85Rb isotopes.

The Thorlabs enhanced vapor cell is long 75 mm with a diameter of 19 mm. The vapor

pressure inside the cell depends on the temperature according to the following empirical

vapor pressure model [91, 93]:

log10 Pv =2.881 + 4.857− 4215

T
solid phase (3.46)

log10 Pv =2.881 + 4.312− 4040

T
liquid phase (3.47)

where Pv is the vapor pressure in torr and T is the temperature in K. The melting point

of 87Rb is at T = 39.30 ◦C. The subsequent measurements are taken at temperature up

to T = 40 ◦C. At this temperature, the atomic density is natomic = 5.92 · 1016m−3, which
means that the atomic density is low enough that interactions between atoms do can be

neglected in the mathematical model. Having established the atomic density, the optical

density (OD) of the medium can be calculated as follows:

OD = natomic σabs Lcell (3.48)

σabs =
3λ2

2π
, (3.49)
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where σabs is the absorption cross-section on resonance and Lcell is the length of the vapor

cell. At T = 40◦C OD = 1338.

The temperature of the vapor cell is controlled putting it in thermal contact with re-

sistors housed in aluminum casings, each with a resistance of 15Ω and a power rating of

15W . Temperature regulation is achieved with a 10 kΩ NTC thermistor connected to a

Thorlabs TC300 temperature controller, which utilizes a Proportional-Integral-Derivative

(PID) feedback loop for precise temperature management.

The cell with the heating resistors is then placed inside a cage, which is composed of

coils holders, as illustrated in �gure 3.7. Inside the cage there are two pairs of rectangular-

shaped coils in the Helmholtz con�guration, whose axis are along the x and y-axis. These

coils are used to cancel the x and y-components of the magnetic �eld around the center of

the cage, where the vapor cell is located. An additional pair of Helmholtz coils, aligned with

the z-axis, is placed outside the cage to generate a uniform magnetic �eld along the z-axis at

the cage's center. The latter establishes the quantization axis and tunes the excited states

splitting.

The coils along the z-axis were custom-designed to be placed outside the cage. A square

shape was chosen for its superior �eld homogeneity compared to circular coils, despite

o�ering a lower maximum �eld intensity [94, 95]. The design and implementation follow the

methodology outlined in [95], starting with calculations based on the Biot-Savart law, where

the conductor is approximated as an in�nitesimally small element to derive the magnetic

�eld components B = Bxx + Byy + Bzz. Due to the necessity of achieving a higher �eld

magnitude than what a single turn can provide, multiple turns are used, resulting in a coil

with a cross-section that is thick relative to the diameter of the conductor, as illustrated

in �gure 3.8. Therefore, it is not possible to consider the conductor as in�nitesimal; the

dimensions of the cross-section must be taken into account to accurately model the magnetic

Figure 3.7: Coils cage with the vapor cell at its center. The cage consists of two pairs of coils
aligned along the x and y-axis, while an additional pair of square-shaped coils is
positioned outside the cage along the z-axis.
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Figure 3.8: Left: A �lamentary square Helmholtz coil pair. Right: Cross-section of a thick
Helmholtz coil pair, composed of M layers and N turns for odd layers, N − 1 turns
for even layers (�gure reproduced from [95], without any modi�cation).

�eld.

Considering the cross-section of the thick Helmholtz coils as the ones shown in �gure

3.8, where each coil consists of M layers of round conductors, with a diameter d. The odd

layers contain N turns, while the even layers have N − 1 turns. This coil con�guration can

be modeled as an assembly of individual pairs of single-turn square loops positioned at turn

n and layer m. The origin of the reference system is placed at the center between the two

coils and the axial magnetic �eld generated by each pair of single-turn square loops can be

computed using the following formula:

Bzmn(x, y, z) =
µ0I

4π

2∑
i=1

2∑
j=1

(−1)(i+j+1)
2∑

k=1

x− xi√
(x− xi)2 + (y − yj)2 + (z − zk)2 + (y − yj)

× 1√
(x− xi)2 + (y − yj)2 + (z − zk)2

+

− µ0I

4π

2∑
i=1

2∑
j=1

(−1)(i+j)
2∑

k=1

y − yj√
(x− xi)2 + (y − yj)2 + (z − zk)2 + (x− xi)

× 1√
(x− xi)2 + (y − yj)2 + (z − zk)2

(3.50)

Here, the coordinates of the single-turn square loop are de�ned as: x1 = y1 = am, x2 =

y2 = −am, z1 = cn, z2 = −cn. The parameters am and cn are determined by the following

expressions from [95]:

am = a− H

2
+
d

2
+ (m− 1)

√
3

2
d (3.51)

cn = c− W

2
+ d

(
n− 1

2

)
form odd values (3.52)

cn = c− W

2
+ dn form even values (3.53)

where, H,W are the width and height of the thick cross-section, and a and c are the
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Figure 3.9: Left: 2D magnetic �eld streamlines on the y-z plane generated by the designed pair of
thick coils. The cross-sectional values W,H and the average distances a, c are shown
in the �gure and listed in table 3.2. Right: Coils holder with dimensions detailed in
3.2.

average coil width and coil space respectively, as depicted in �gure 3.8. The relationship

c = 0.544506a ensures a uniform magnetic �eld at the center (0,0,0) according to the

Helmholtz condition [94, 95].

The coils and their holders are designed to produce a uniform magnetic �eld up to 50

G. To achieve this, the coils are constructed with N = 6 turns in M = 6 layers resulting in

a total of MN −M/2 = 33 turns. The copper conductor chosen has a diameter of d = 1.5

mm, which supports a high current �ux of up to 10 A. Based on these parameters, the

holders were designed as depicted in �gure 3.9, and both the holder and coil dimensions are

listed in table 3.2.

By applying a current of I = 6 A, the generated magnetic �eld along the z-axis varies

with the y and z positions around the center as shown in �gure 3.10. Due to the symmetry

of the square Helmholtz coil con�guration, the variation with the x position is identical to

the variation along the y position. The magnetic �eld remains uniform within the range

Quantity Magnitude

Side of the coil support, a [mm] 54.5
Width of the coil support, s [mm] 10
Conductor diameter, d [mm] 1.5
Number of layers, M [-] 6
Number of turns, N [-] 6
Total number of turns MN −M/2 [-] 33
Coils cross-section width W [mm] 9
Coils cross-section height W [mm] 8

Table 3.2: Designed values for the z-axis coils holder and coils pair.
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Figure 3.10: Magnetic �eld Bz generated by the designed square Helmholtz coils. The �gure
illustrates the �eld's variation with respect to the y and z positions around the
central point. The variation respect to the x direction equals the variation along
y. The �eld is uniform to within 0.01% over the range x = y ∈ [−22, 22] mm and
z ∈ [−20, 20] mm. A current of I = 6 A is considered.

x = y ∈ [−22, 22] mm and z ∈ [−20, 20] mm. Given that the vapor cell has a cylindrical

shape with a diameter of 19 mm, the uniform �eld radially covers the entire space around

the cell. Along its length, equal to 75 mm, only the portion of the cell within the range

z ∈ [−20, 20] mm experiences a uniform magnetic �eld.

To ensure precise monitoring and control of the magnetic �eld within the cage, a three-

axis magnetometer (Adafruit Magnetometer MMC5603) is placed inside the cage under the

vapor cell. The magnetometer provides real-time measurements of the magnetic �eld along

the x, y, and z directions. The smallest change in the magnetic �eld that the sensor can

detect is 0.0625 mG and the total RMS noise is 2 mG. The data from the magnetometer is

acquired using an Arduino Nano 33 IoT, enabling accurate current adjustments to maintain

the desired magnetic �eld conditions.

The magnetic �eld along the z-axis is modulated by adjusting the current through the

coils using a function generator. The current is varied sinusoidally with a frequency of

less than 10 Hz. The low frequency ensures that the magnetic �eld can be considered

approximately constant on the time scale of the system, and accounts for the inertia of the

coils. When Bz ≈ 50 G the corresponding splitting ∆ is ∆ ≈ 23 MHz, as given by equation

(3.24). If the laser's bandwidth is less than this value, modulations in the �uorescence signal

should be detectable.

3.2.2 Detection scheme

To detect Fano coherence, the angle-resolved �uorescence scheme, outlined in Subsection

3.1.3, is employed. As previously described, two photodetectors are arranged along the x

and y-axes in a di�erential con�guration.
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To enhance the detection of �uorescence, a lens system is placed in front of each pho-

todetector. This optical setup focuses the �uorescence emitted from the sample onto the

photodiodes, thereby increasing both the intensity and sensitivity of the measurements,

which is essential for accurately detecting weak �uorescence signals. The �rst lens has a

short focal length of flens1 = 25.4 mm, and a diameter of Dlens = 25.4 mm, providing an

angular aperture of π/2. The short focal length allows to capture a large amount of light

emitted from the atom and the diameter is appropriately sized to cover the portion of the

vapor cell along the z-axis where the magnetic �eld is uniform, speci�cally within the range

z ∈ [−20, 20] mm.

The two photodetectors utilized are silicon PIN photodiodes (HAMAMATSU S6967)

featuring a large photosensitive area of Aph = 5.5× 4.8 mm2. The large area enhances the

signal detection capability by capturing more light. The lens system and the photodiode

de�ne the �uorescence-emitting volume of interest within the vapor cell. The transverse

photodiode dimension that is imaged into the vapor cell can be calculated as follows: Lfluor =

Lphflens1/flens2 . To determine the volume, the cross-section area of the beam and the

dimension Lfluor are used, yielding a �uorescence volume of Vfluor = Lfluorπd
2
beam/4.

Photodiodes with such a large photosensitive area generally exhibit higher capacitance,

which can degrade their electronic performance. To address this, a transimpedance am-

pli�er, which includes an inverting operational ampli�er paired with a feedback resistor,

is typically employed to convert the photodiode current into a voltage signal, as the one

realized for my setup, whose electrical circuit is shown in �gure 3.11. In the design of

low-noise ampli�ers, particular care is needed to minimize the input voltage noise of the op-

erational ampli�er to ensure optimal signal-to-noise ratio with large-area photodiodes [96].

In my case, the junction capacitance Cph of the photodiode is Cph = 50 pF. Its high value

signi�cantly a�ects the noise performance of the circuit, especially the input voltage noise

of the operational ampli�er. To address this, a bootstrapping technique, described in [96],

is employed. Using a low-noise depletion-mode N-channel Junction Field-E�ect Transistor

(JFET) (NXP Semiconductors BF862) e�ectively reduces the photodiode's capacitance and

the associated noise. Indeed, this con�guration substitutes the operational ampli�er noise

with the JFET's lower noise. Additionally, this approach can enhance the circuit's band-
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Figure 3.11: Electronic circuit of the two transimpedence ampli�ers photodiodes in the bootstrap
con�guration.
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width by minimizing the compensating feedback capacitance. This substantial improvement

in both noise performance and bandwidth is achieved by making the feedback resistor RF

interact with the much lower capacitance of the JFET gate rather than the large capacitance

of the photodiode.

To enhance the transimpedance gain, a feedback resistor of RF = 1GΩ is used. This

high resistance value, however, reduces the -3dB bandwidth of the transimpedance ampli�er,

which results in ν−3dB ≈ 9 kHz for the photodiodes used in this setup. The bandwidth of

the photodiode de�nes the time over which the electrical signal is integrated. Consequently,

in this con�guration, dynamic events occurring within time scales shorter than 110µs are

e�ectively integrated and averaged. A second operational ampli�er stage with unity gain

is incorporated into the transimpedance photodiode circuit, as shown in �gure 3.11. This

stage is used to add an o�set to the photodiode signal, enabling the balance between the

two photodiodes under dark conditions.

Finally, the two photodiodes are arranged in a di�erential con�guration using a di�er-

ential ampli�er circuit. The latter not only measures the di�erence signal resulting from

the anisotropy of �uorescence but also helps reducing low-frequency noise. Figure 3.12 il-

lustrates the Power Spectral Density (PSD) of the electronic signal di�erence between the

two photodiodes: the �rst oriented along the x-axis (PDx) and the other along the y-axis

(PDy). The PSD of each individual photodiode is also shown in the �gure. The di�eren-

tial con�guration e�ectively cancels out low-frequency common noise. This is particularly

advantageous when the magnetic �eld is modulated at frequencies below 10 Hz, as the �u-

orescence modulation is expected at this frequency and its harmonics. The peak at 10 Hz,

that can be seen in the �gure, corresponds to the frequency of a modulation applied to the

laser beam to balance the signals from the two photodiodes, before the measurement.

Figure 3.12: Power spectral density (PSD) of the electronic signal from the photodiodes placed
transverse to the x-axis (PDx) and y-axis (PDy). The PSD of the signal di�erence
(PDx - PDy), obtained using a di�erential ampli�er circuit, is also shown.
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3.2.3 Laser system and control

The incoherent source is realized with a Distributed-Feedback (DFB) diode laser at λ = 795

nm (TOPTICA Eagleyard EYP-DFB-0795-00080-1500-BFW01-0005) with a speci�ed max-

imum linewidth of 1 MHz. To broaden this source and make it approximately incoherent,

the driving current is modulated with Gaussian noise, generated by a function generator,

and de�ned by amplitude and o�set. The e�ect of the noise on the linewidth is estimated

by observing the beat note with a locked reference Distributed Bragg Re�ector (DBR) laser

(Thorlabs DBR795PN), which has a linewidth of 1 MHz. The linewidth of the beat note

is the square root of the sum of the squares of the individual linewidths of the two lasers.

When one laser has a linewidth signi�cantly greater than the other, the beat note linewidth

is primarily in�uenced by the broader laser. Hence, the DFB linewidth can be approximated

with the beat note linewidth.

To evaluate the Full Width at Half Maximum (FWHM) of the beat note I employ the

Line-Pro�le Analysis Software (LIPRAS) [97]. The �tting process utilizes the pseudo-Voigt

pro�le, which is a linear combination of Gaussian and Lorentzian distributions. The pseudo-

Voigt pro�le is commonly used for �tting di�raction data. It is de�ned as:

Vp(x, f) = η · L(x, f) + (1− η) ·G(x, f). (3.54)

Here η represents a weighting factor that depends on the FWHM, f , while L(x, f) and

G(x, f) denote the Lorentzian and Gaussian pro�les, respectively. To achieve an accurate �t

between the model and the experimental data, LIPRAS employs a least squares optimization

routine, which is a component of the Curve Fitting ToolboxTM from MathWorks®. To

assess the goodness-of-�t, LIPRAS employs several statistical metrics, including the root

mean squared error, and the following measures [97]:

Rp =

∑
|yobs − ycalc|∑

yobs
× 100 (3.55)

Rwp =

[∑
w(yobs − ycalc)

2∑
w(yobs)2

]1/2
× 100 (3.56)

GOF =

∑
w(yobs − ycalc)

2

v
, (3.57)

where yobs are the experimental data, ycalc are the �t data, w denotes the �t weights and

v = n. of data points− n. of variables.

Figure 3.13 displays the experimental data of the beat note between the broadband

DFB laser and the locked reference DBR laser, acquired with a spectrum analyzer. The

pseudo-Voigt pro�le calculated using LIPRAS, along with the background �t, is also shown.

The noise amplitude applied to the laser driving current was 250mVpp with an o�set of

−75mVDC. The �tted FWHM is 7.5 MHz, with the peak located at 114.5 MHz. The error

metrics are: Rp = −0.2853%, Rwp = −0.3606% and GOF = −0.0009, indicating a good �t

to the data. The beat note without Gaussian noise applied to the laser driving current is

also shown in the inset of the �gure.

Since the DBR laser is expected to have a linewidth 1 MHz, the assumption that the
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Figure 3.13: Experimental data (blue line with markers) of the beat note between the broadband
DFB laser and the locked reference DBR laser, acquired with a spectrum analyzer.
The pseudo-Voigt pro�le is shown (solid red line) as well as the background �t (yellow
dashed line). The amplitude of the gaussian noise signal is 250mVpp and the o�set
is −75mVDC. Inset: beat note without Gaussian noise applied to the DFB laser
current.

bandwidth of the DFB laser ∆νlaser is equal to the FWHM of the beat note is justi�ed. This

equivalence allows for a fast estimation of the DFB laser's bandwidth in the experimental

setup. The DBR laser is also used to calibrate the frequency of the DFB laser to match the

hyper�ne transition F = 1 → F ′ = 1. However, due to the noise introduced into the driving

current, the DFB laser is not locked, as the noise complicates locking it with a standard

PID feedback loop.

To periodically reset the dynamics of the three-level system, as discussed in Subsection

3.1.2, the broadband laser is switched on and o�. This rapid switching is achieved using

a 80 MHz Acousto-Optic Modulator (AOM). The 80 MHz radiofrequency, required for the

acousto-optic e�ect, is combined with a pulse train in a frequency mixer. The pulse train

comprises an active duration of 22µs and an inactive duration of 3µs. These time intervals

are chosen to ensure that Fano coherence reaches and maintains its stationary value for a

duration considerably longer than the 3µs o� period, which is designed to allow complete

relaxation of the excitation. The pulse train is detected in the transmission signal after the

vapor cell, measured by a fast photodiode and shown in �gure 3.14.

3.2.4 Optical setup

The integration of the various components described above results in the experimental

setup illustrated in �gure 3.15. The setup was designed to perform measurements of Fano

coherence through �uorescence signals. Included in the setup is a repumper laser, which

is phase-locked to a reference laser using a Phase Lock Loop (PLL) through a beat note.

The repumper laser is designed to excite atoms that have decayed to the F = 2 ground
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Figure 3.14: Transmission signal of the modulated light with on and o� activation of the AOM.
The pulse train consists of 22µs pulses with a 3µs o� interval. The intensity of the
incoherent source is set to n̄ = 30.

state, making them unavailable for excitation by the broadband laser. Recall that the

ground state manifolds F = 1 and F = 2 are separated by approximately 6.8 GHz and

are not coupled by the broadband radiation source. The repumper laser addresses this

by exciting atoms in the F = 2 ground state to the F ′ = 1 excited state manifold of

the D2 line at a wavelength of 780 nm. This process allows the atoms to decay back

to the F = 1 ground state, e�ectively enabling repumping and maintaining a continuous

cycle of excitation. Initial �uorescence measurements unexpectedly showed only a slight

increase in the amplitude of the �uorescence signal when the repumper was active. Instead,

the repumper introduced a signi�cant o�set in the �uorescence measurements, despite the

presence of a 10-nm narrowband �lter centered at 795 nm in front of the two photodiodes.

This suggests that the repumper was ine�ective in enhancing signal clarity. Consequently,

the decision was made to remove the repumper and focus on signi�cantly enhancing the

signal through precise temperature control.

Figure 3.16 illustrates the experimental setup implemented in the laboratory. On the

right is the beatnote detection setup for the master laser. The central part of the setup

features the coils cage, which houses the vapor cell and is �anked by two photodiodes

positioned to collect �uorescence signals along the vertical (y-axis) and horizontal (x-axis)

directions. Initially, only one photodiode was used along with two beams with orthogonal

polarizations, where the change in polarization simulated the change in the photodiode's

position. However, due to the high noise levels associated with a single photodetector setup,

the design was modi�ed to incorporate a di�erential con�guration using two photodiodes.

This adjustment signi�cantly improved the signal-to-noise ratio by mitigating low-frequency

noise.

In the next section, I present preliminary experimental measurements. These results hint

at the presence of Fano coherence, however further investigation is needed to determine the
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Figure 3.15: Experimental setup scheme. The repumper and master laser are designed to be locked
in a Phase Lock Loop (PLL) scheme. The master laser beam then passes through
an AOM and impinges on the vapour cell. Two photodiodes, placed orthogonally
around the vapour cell, detect the �uorescence emitted by the atoms. The cell is
surrounded by pairs of magnetic coils. The di�erence signal spectrum of the two
photodiodes is then analysed.

Repumper
Master

Figure 3.16: Experimental setup.

direct association of the observed signals to the Fano coherence.

3.3 Experimental results

The experimental setup, thoroughly described in section 3.2, was designed with precise con-

trol of the governing parameters of the dynamics equations relevant to the study. This setup
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is fundamentally structured to measure the �uorescence anisotropy when Fano coherence is

present and compare it to the isotropic �uorescence, observed when such coherence is ab-

sent. The design of the setup has undergone numerous iterations, each addressing speci�c

challenges inherent to the detection of weak �uorescence signals.

Initially, a single photodiode was employed with orthogonally polarized beams to sim-

ulate changes in photodiode positions. However, this con�guration resulted in excessive

noise levels, necessitating the adoption of a di�erential con�guration with two photodiodes.

The evolution of the setup also included e�orts to implement a PLL for the master broad-

band laser, although the complexity introduced by noisy current driving led to maintaining

the laser in a free-running state. Furthermore, early �uorescence measurements indicated

minimal signal ampli�cation from the repumper, accompanied by an undesirable o�set in

measurements. Consequently, the repumper was excluded, and signal improvement was

pursued achieved through stringent temperature control.

In the �nalized version, the coils cage is centrally positioned, with two photodiodes

aligned along the vertical (y-axis) and horizontal (x-axis) directions to capture the emitted

�uorescence, as shown in �gure 3.15 and 3.16. The magnetic �eld is modulated at low

frequency in such a way to drive the V-type three-level system in and out the anisotropic

�uorescence scenario and capturing the same modulation in the di�erence signal from photo-

diodes. The measurements obtained thus far are preliminary but indicate potential success

in detecting the weak �uorescence signals associated with Fano coherence. However, further

studies are needed to validate these results.

3.3.1 Towards Fano coherence detection: preliminary measurements

The weak electronic signal coming from the two photodiodes is measured and analyzed

using a Dynamic Signal Analyzer (Keysight 35670A) and the signal spectrum is obtained

through a Fast Fourier Transform-based measurement, whose frequency range can span

from 122µHz to 102.4 kHz. In particular, the Power Spectral Density (PSD) of the signal

is calculated to understand its frequency components.

The measurement begins by setting the temperature of the vapor cell to T = 40, ◦C and

introducing noise into the driving current of the DFB master laser. It is veri�ed that the

frequency beat note aligns with the atomic transition F = 1 → F ′ = 1. The noise applied

has an amplitude of 250mVpp and an o�set of −75mVDC, resulting in a laser's bandwidth

of ∆νlaser = 7.5,MHz, as determined from the �tting shown in �gure 3.13. To modulate the

magnetic �eld, a sinusoidal signal at f = 5Hz is sent to the power supply controlling the

z-axis coils. Bz varies between Bzmin ≈ 1 G and Bzmax ≈ 50 G. These values correspond to

an excited states splitting of ∆/γ̄ = 0.1 and ∆/γ̄ = 4, respectively. The x and y-axis coils

are adjusted to cancel out the magnetic �eld along their respective axes, ensuring that only

the z-axis component remains.

In �gure 3.17, the average PSD signals over 20 traces are depicted within the range of

[0, 40] Hz. When the laser is active, peaks at 5 Hz and its higher harmonics are observed.

The 5 Hz peak is also present when the laser is inactive, indicating that the magnetic

�eld modulation impacts the electronic circuit of the photodiodes, generating electrical
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Figure 3.17: Left: PSD of the di�erence signal between the two photodiodes, with the master laser
on and o�. Right: PSD of the di�erence between these two traces. The laser power
is set to Plaser ≈ 2µW, corresponding to n̄ = 9. The magnetic �eld is sinusoidally
modulated at f = 5Hz with Bzmin

≈ 1 G and Bzmax
≈ 50 G. The traces represent

the average of 20 measurements.

noise. The di�erence signal, obtained by subtracting the laser-o� scenario from the laser-on

scenario, still exhibits a peak at 5 Hz (picture on the right in �gure 3.17), demonstrating

that the magnetic �eld modulation is also re�ected in the �uorescence signal. I want to

remark that the signal labeled �laser o�� refers to a continuous turn-o� of the laser light,

not the intermittent o� periods within the pulse train. The pulse train, characterized by

pulses lasting 22µs with 3µs o� intervals, is applied only when the laser is on.

I subsequently examined the behavior of the 5 Hz peak value and its higher harmonics

(10, 15, 20 Hz) by varying the laser power within the range Plaser ∈ [0.5, 30]µW, which

corresponds to n̄ ∈ [2, 125]. The result is shown in �gure 3.18. For each peak, the associated

signal is expressed relative to the noise �oor of the signal, as both the signal and the noise

level increase with laser power. At lower power levels, there is a notable enhancement of

the signal, which begins to saturate as the power increases. This observation aligns with

the theoretical predictions illustrated in �gure 3.2, where, for a �xed low ∆, a signi�cant

increase in signal is seen at low n̄, followed by a saturation trend at very high n̄. The

exception is the peak at 5 Hz, which shows a distinct behavior: at Plaser below 5µW, the

signal reaches a maximum, followed by a decrease. However, for Plaser above 10µW, the

signal starts to increase again, exhibiting a saturation behavior. This suggests that di�erent

mechanisms may dominate the signal generation at low and high power levels, with potential

implications for optimizing the detection of Fano coherence.

Based on the results illustrated in �gure 3.18, I chose a laser power below the saturation

point, speci�cally Plaser = 5µW, corresponding to n̄ = 21. With the amplitude of the

modulated magnetic �eld set to 20 G, I varied the o�set, thus Bzmin and Bzmax = Bzmin +20

G. The range of Bzmin is adjusted between 0.5 and 30 G. The frequency peaks measured

varying the magnetic �eld o�set are presented in �gure 3.19. As Bzmin increases, a signi�cant
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Figure 3.18: PSD of the frequency peaks (5, 10, 15, 20 Hz) as the laser power is varied. The values
of the peaks are relative to the noise �oor of the associated signal. The magnetic
�eld is sinusoidally modulated at f = 5Hz with Bzmin

≈ 1 G and Bzmax
≈ 50 G.

reduction is observed across all main harmonics. An increment of Bzmin increases the ratio

∆/γ̄, at which the interference e�ect should be present. For the values of Bzmin selected,

the range of ∆/γ̄ spans from 0.04 to 2.4. According to �gure 3.2, for ∆/γ̄ ≪ 1, the steady-

Figure 3.19: PSD of the frequency peaks (5, 10, 15, 20 Hz) as the o�set of the magnetic �eld is
varied. This variation is reported as a variation of Bzmin

, since Bzmax
= Bzmin

+20G.
The amplitude of the modulated �eld is constant at 20 G. The frequency modulation
is at f = 5Hz. The values of the peaks are relative to the noise �oor of the associated
signal.
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state value of the real part of Fano coherence at n̄ = 21 is higher than for ∆/γ̄ > 1 at the

same n̄. Therefore, the behavior observed in Figure 3.19 aligns well with the theoretical

predictions. However, the 5 Hz peak exhibits again anomalous behavior, showing a decrease

atBzmin = 5G and an increase atBzmin = 10G. It is crucial to note that this frequency might

be in�uenced by electrical noise, which could be contributing to these observed anomalies.

With these data, the preliminary results appear to align well with theoretical predic-

tions. Further measurements are planned to investigate whether the observed behaviors

are independent of the modulation frequency of the magnetic �eld. Moreover, I planned to

investigate the in�uence of applying a stronger noise to broaden the laser spectrum further,

and examining the e�ect of the direction of linear polarization. The current measurements

lack su�cient statistical analysis, as they are intended as preliminary observations. Compre-

hensive statistical evaluation will be conducted in subsequent investigations to strengthen

the conclusions.

3.3.2 Discussion

The experimental results, obtained with the optical setup presented, seem promising to-

wards a validation of Fano coherence presence inside a V-type three-level system driven

by a broadband laser. Here, the angled-resolved �uorescence scheme for Fano coherence

detection is enriched with a slow modulation of the Bz magnetic �eld, between values that

produce a small and large excited state splitting, moving the �uorescence from to be spatially

anisotropic to isotropic. This slow modulation is retrieved e�ectively in the �uorescence sig-

nal, which present peaks at the frequency of the �eld modulation and the subsequent three

harmonics.

The behavior of the di�erence signal between photodiodes is measured evaluating its

spectrum and was analysed changing the power of the laser and the o�set of the magnetic

�eld modulation. The data show a notable enhancement of the signal at low power levels,

which subsequently reaches a saturation point as the laser power increases. This obser-

vation aligns well with theoretical predictions where, for a �xed low ∆, signi�cant signal

enhancement is expected at low n̄, followed by a saturation trend at higher n̄.

In terms of the magnetic �eld, the observed reduction in signal strength with increasing

Bzmin , and thus ∆/γ̄, suggests that the interference e�ects diminish as the magnetic �eld

modulation becomes less favorable for coherent interactions.

The behavior of the 5 Hz peak is particularly noteworthy, displaying anomalous behav-

ior. The peak's deviation from the expected pattern could be indicative of the in�uence

of electrical noise. This noise might a�ect the photodiode measurements, particularly at

this speci�c frequency, which justi�es further investigation, as measurements changing the

magnetic �eld modulation frequency.

The preliminary nature of these experimental results indicates the need for additional

measurements to con�rm and expand upon these results. Moreover, a statistical analysis is

also required. As such, a comprehensive statistical evaluation will be carried out in subse-

quent investigations to validate these observations and provide a more robust understanding

of the underlying phenomenon. Overall, the initial results appear consistent with theoretical
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predictions.



Conclusions

In this thesis, I investigated the generation of noise-induced Fano coherence within a V-

type three-level system excited by an incoherent radiation source. Despite the inherent

incoherence of the radiation, its broad spectrum interacts with the discrete energy levels

of the system, remarkably leading to signi�cant interference e�ects in both the excitation

and spontaneous emission processes. This interaction ultimately results in the creation of a

coherent superposition state of the system, speci�cally in the creation of coherence between

the two excited states, i.e. Fano coherence. To the best of my knowledge, the observation

of Fano coherence in such systems has not yet been reported.

I derived the quantum master equation for the system dynamics under two distinct con-

ditions: one involving an isotropic unpolarized source and the other involving an anisotropic

polarized source. The polarized source allows for the recovery of interference e�ects in the

excitation process, especially in systems where the electric dipole moments are orthogonal.

The orthogonality of the transition dipole moments makes them distinguishable, thereby

eliminating the associated interference. By employing an appropriately polarized source

capable of exciting both dipole moments, the interference is restored. However, the spon-

taneous emission process remains isotropic by nature, as it arises from interactions with

vacuum modes, thus no interference between the decay paths can emerge if the transition

dipole moments are orthogonal.

For both scenarios, the solutions were analyzed by identifying two regimes: the over-

damped regime and the underdamped regime in the weak and strong pumping conditions.

Adequate Fano coherence values, characterized by quasi-stationary and stationary behav-

iors over time, were only achievable within the overdamped regime. The key parameters

governing these equations�namely, the splitting between the excited levels ∆, the radi-

ation intensity n̄, and the alignment factor between the electric dipole moments p�were

investigated to ensure that the solutions fall within the overdamped regime. Stationarity

or quasi-stationarity of coherence facilitates its detection in practical experimental setups.

From a thermodynamic perspective, generating Fano coherences in a V-type system

implies an excess of energy relative to the system's initial state before the process. Given

their origin, I investigated whether noise-induced Fano coherences exhibit distinctive non-

classical properties. For this purpose, I employed the Kirkwood-Dirac Quasiprobability

distribution to analyze stochastic energy �uctuations within the system. The presence of

negative real parts in the KDQ distribution indicates genuine quantum features for the

generation of noise-induced Fano coherences.

I calculated the Kirkwood-Dirac quasiprobability distribution to study time-dependent
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energy variations in the system under incoherent radiation. My analysis revealed that

initializing the three-level system in a superposition of the Hamiltonian eigenstates results in

negative real parts of the quasiprobability associated to the coherence between the excited

states. Furthermore, the observed energy changes arise exclusively from the o�-diagonal

elements of the system's density matrix and exhibit negative values. This suggests that the

excess energy could be interpreted as extractable work, potentially harnessed by an external

load. Notably, despite the incoherent nature of the input light source, the thermodynamic

process achieved a thermodynamic e�ciency of up to 6%.

Finally, the V-type three-level system was designed to be implemented on an atomic plat-

form for a proof-of-principle experiment aimed at detecting noise-induced Fano coherence.

The atomic platform is particularly advantageous due to its ability to precisely control the

key parameters, namely ∆ and n̄. The system was identi�ed in the D1 line F = 1 → F ′ = 1

hyper�ne atomic transition of 87Rb atoms, involving the magnetic sublevels ∆mF = ±1.

By exciting the system with a broadband polarized laser, Fano coherence can be detected

through the angle-resolved �uorescence technique. This method isolates the contribution

of the coherence between the excited states to the emitted radiation, revealing a spatial

anisotropy around the atomic vapor cell.

I designed and realized an optical setup for the detection, which includes a controllable

uniform magnetic �eld to precisely adjust the splitting ∆, and a laser whose spectrum can

be broadened by introducing Gaussian noise into its driving current. The �uorescence sig-

nal is detected using two photodiodes aligned orthogonally around the cell in a di�erential

con�guration. By modulating the magnetic �eld between small and large splitting con�g-

urations, the �uorescence transitions from anisotropic to isotropic conditions. Preliminary

measurements indicated that the modulation of the magnetic �eld is re�ected in the photo-

diode signals' spectrum, indicating a promising presence of coherence. By conducting the

same measurement with di�erent laser intensities (n̄) and magnetic �eld modulation o�sets

(∆) I observed a consistent behavior with theoretical predictions. Further measurements

are planned to comprehensively validate the presence of Fano coherence.

Future developments

Building on the insights gained from this study, several possibilities for future research and

development present themselves. The following areas are identi�ed as promising for further

investigation and re�nement:

� Cold atoms experiment: the transition to experiments with cold atoms can o�er

signi�cant improvements in signal-to-noise ratios and sensitivity, particularly for de-

tecting subtle phenomena as Fano coherence. By mitigating the in�uence of thermal

noise and Doppler broadening, cold atom systems enhance the precision of measure-

ments. Additionally, the lower temperatures of cold atom ensembles allow for more

precise control over atomic energy levels and enable the exploration of various initial

atomic states through advanced state preparation techniques. However, the imple-

mentation of cold atom experiments involves increased complexity in the experimental
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setup.

� Validation on di�erent platforms: the V-type three-level system can also be im-

plemented on alternative platforms, such as solid-state platforms. In these systems,

incoherence may arise not only from the radiation but also from lattice vibrations,

which can be modeled as interactions with a thermal phonon reservoir. As discussed

in [34], the incoherent phonon interaction can couple the three level system with a

two-level system, representing the lower and upper states in the conduction and va-

lence bands, respectively, at which an external load can be connected. By interpreting

this system as a photoconversion device, the current, and thus electrical power, can be

in principle enhanced by Fano interference. On this regard, two-dimensional materials

like semiconducting Transition Metal Dichalcogenides (TMDs) o�er a promising av-

enue for exploration. As two-dimensional materials, TMDs o�er unique opto-electronic

properties and the low-dimensional nature enables better control and facilitates the

integration into nanoscale devices. A �rst approach to this material occurred dur-

ing my collaboration with Prof. Niek van Hults' group at ICFO. During this period,

I conducted an analysis of tungsten diselenide (WSe2) at room temperature. This

analysis employed microscopic photo-current and luminescence detection techniques

within a Fourier-transform excitation spectroscopy framework. The objective was to

investigate the role of excitons in the material's photoresponse. To achieve this, we

spatially resolved the excitation spectrum of WSe2, by examining both its current

and luminescence responses. This experience proved invaluable for understanding the

optical behavior of two-dimensional materials under broad excitation as well as how to

perform current measurements on these materials. However, further in-depth studies

are required to explore how to implement multi-level systems on solid-state platforms

and to precisely control the key parameters. Testing these systems could advance the

research on the topic towards practical technological applications.
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