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Abstract
Future smart agents, like robots, should produce personalized behaviours based on user emotions and moods to fit more in 
ordinary users’ activities. Besides, the emotions are also linked to human cognitive systems, thus their monitoring could be 
extremely useful in the case of neurodegenerative diseases such as dementia and Alzheimer. Literature works propose the use 
of music tracks and videos to stimulate emotions, and cameras to recorder the evoked reactions in human beings. However, 
these approaches may not be effective in everyday life, due to camera obstructions and different types of stimulation which 
can be related also with the interaction with other human beings. In this work, we investigate the Electrocardiogram, the 
ElectroDermal Activity and the Brain Activity signals as main informative channels, acquired through a wireless wearable 
sensor network. An experimental methodology was built to induce three different emotional states through social interaction. 
Collected data were classified with three supervised machine learning approaches with different kernels (Support Vector 
Machine, Decision Tree and k-nearest neighbour) considering the valence dimension and a combination of valence and 
arousal dimension evoked during the interaction. 34 healthy young participants were involved in the study and a total of 239 
instances were analyzed. The supervised algorithms achieve an accuracy of 0.877 in the best case.

Keywords  Mood recognition · Machine learning · Social robotics

1  Introduction

The interest in affective computing is rising along with 
the interest in the development of a Social Assistive Robot 
(SAR). The reasons, underlying this interest, are several. 
Above all, there is the necessity to enable robot behaviour 
to better interact with users (Picard et al. 2001). Besides, 
the ability to understand human affective state would allow 
the robot to comprehend other human behaviours far more, 
such as health decision making (Ferrer and Mendes 2018) 
or assistance in assisted living settings (Glende et al. 2016).

This double information would exploit the robot’s efficacy 
and its acceptability (Cavallo et al. 2018a). Furthermore, the 
subjects mood monitoring could be extremely useful in sev-
eral clinical cases, such as people suffering from mild cog-
nitive impairment (MCI), for which rapidly mood changes 

might imply worsening of cognitive (Gallagher et al. 2018). 
It is worth to mention that the Quality of Life consists of 
multiple dimensions, including physical health, psycholog-
ical state, level of independence, social relationships and 
their relationship with salient features of their environment.

In this framework, SAR should be considered not only in 
their simple “assistive soul” meaning. Their use goes beyond 
a prosthetic approach for supporting only in case of need. 
Indeed they should be conceived also as active supporters, 
that empower, promote and guide elderly persons in better 
managing their health status and well-being. In this sense, 
healthy coaching technologies have become of great impor-
tance in the last decade and several works in this sector have 
been presented at research and industrial level (Turchetti 
et al. 2011).

The new generation of service robots is expected to 
have a cognitive behaviour, biological inspired, to provide 
a greater integration into the human community. Human 
beings adapt their actions and behaviours merging stimuli, 
coming from internal perceptions and the environment. 
Scientific literature presents some attempts to model the 
robot’s behaviour according to human cognitive struc-
tures (Karami et  al. 2016; Rodić et  al. 2017; Dağlarlı 
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et al. 2017). All these proposed behavioural models have 
in commons the multidisciplinary aspects of the human 
beings which is the results of the physical and cognitive 
status, clinical traits and environmental stimulus. Indeed, 
according to literature evidence (Doux 1996), emotion 
supports the decision-making process. Emotions are also 
linked with several others cognitive functions, such as 
memory. The close relationship between amygdala and 
hippocampus determine the consolidation of emotional 
aspects in our memories (McGaugh 2018). Through these 
emotional marker embedded in our memories, as well-
known, emotions lead our behaviour, allowing a human to 
use heuristics in planning their actions, instead of deciding 
in a more rigorous and expensive, in terms of cognitive 
effort, way (Damasio 1996).

Emotions seem to be also linked to human attentive sys-
tems. Subjects with the phobia, or even anxiety disorder, 
seems to be more reactive in pre-attentive arousing process 
if compared to healthy controls (van den Hout et al. 2000). 
Emotions, generally considered as irrational and maladap-
tive, are closely embraced to human cognitive functions and 
work with them synergistically, allowing the emergence of 
mind from brain.

Although, the modelling of emotion is an arising topic 
of great interest; up to now, in literature, there are several 
theories which try to describe emotions (i.e., Russel 1980; 
Ekman and Friesen 1999). Particularly, according to Russell 
et al. human emotions can be categorized in a two-dimen-
sional space, whose axes are called valence and arousal. 
They are meant as connotation attributed to experience and 
the intensity of felt sensation, respectively. This theory is 
extended by the Mehrabian’s PAD model (Mehrabian 1996), 
which adds a third dimension called dominance, that is the 
capability of the person to be in control of his emotional 
output. Consequently, intelligent machines need to embed 
emotion modelling to enhance and improve human–machine 
interaction. The design of the behavioural model should 
comply with anatomic, operative and functional require-
ments. Indeed, the robot should be able to perform all the 
requested services with advanced human–robot interaction 
abilities and should be able to adapt its behaviour to the user. 
In this context, a recent review paper (Nocentini et al. 2019) 
on the development of behavioural models for SAR remark 
the necessity to include emotions, among other inputs, in the 
architecture of the robot.

In this framework, this work aims at the developing and 
the testing of a physiological wearable sensors system able 
to recognize three different moods elicited by social inter-
action. Particularly, this system is composed of three dif-
ferent physiological sensors able to monitor the electroder-
mal activity (EDA), the electrocardiogram (ECG) and the 
electroencephalogram signals. Three supervised machine 
learning classifiers with different kernels, namely Support 

Vector Machine (SVM), Decision Tree (Tree) and K-nearest 
Neighbors (KNN) were used to test and to compare if our 
proposed system can classify the moods based on perceived 
valence and arousal.

2 � Related works

The literature concerning the developing of SAR is getting 
richer of contributes concerning the use of emotion channels 
so to improve human–robot interaction (HRI). The techno-
logical solutions used to exploit this channel are several. The 
overwhelming majority of the study concerning affective 
computing take into account the use of vision sensor, so to 
detect facial expressions with emotive value (Agrigoroaie 
and Tapus 2017). Although their spread use, this technology 
presents some issues, among which, users’ privacy limita-
tions, cameras occlusion, and adequate room lighting (Cav-
allo et al. 2018b).

Other works try to overcome these limitations by using 
another type of technology, for example Pahl et al. used 
microphones for detecting affective haptic inputs (Pahl and 
Varadarajan 2015). On the other hand, physiological sensors 
are very useful for emotion recognition and can successfully 
manage this kind of issues (Betti et al. 2017). Although their 
use is not yet perfect and might be affected by some other 
issues, such as movement artefacts or a not adequate sensor 
adhesion (Chen et al. 2016).

Set out below, are reported some of the most outstanding 
works about emotion recognition through the use of physi-
ological parameters (see Table 1). It is worth to underline 
that the studies included in this overview are not rather older 
than a couple of years. Since this research field is enlarging 
quite fast, and the intention was to report just some emblem-
atic cases, so to depict the framework in which the research 
was conducted.

For example, Al Machot et al. (Al Machot et al. 2018a, 
b) analysed data from a public dataset for emotions analysis 
called “Multimodal Database for Affect Recognition and 
Implicit Tagging” (MAHNOB). The data encompassed in 
the dataset have been gathered using emotional video clips 
so to elicit the mood. The subjects assessment provided 
also for the use of the Self-Assessment Manikins (SAM) 
questionnaire, through which subjects stated their level of 
valence and arousal. Another work, which takes into account 
emotion recognition based on physiological data, is the 
study carried out by Chen et al. (2017). In this work authors 
propose a three-stage decision method starting from physi-
ological signals. Similarly to (Al Machot et al. 2018a, b) 
the authors used a database called “Database for Emotion 
Analysis using Physiological Signals” (DAEP). Further-
more, instead of using only information from electrodermal 
activity, Chen et al. analyzed also information from the EEG, 
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GSR, EMG, and others. Once again the dimensions utilized 
to classify emotional state have been valence and arousal. 
On the other hand, Subramanian et al. (2018) present their 
database, which encompassed data from ECG, EEG, GSR, 
and cameras. These authors gathered also information about 
personality traits of subjects. They decided to stimulate the 
emergence of the emotional state through the use of movies 
clips as the majority of the studies about emotion recogni-
tion. Differently, Moyade et al. (2017), used music tracks so 
to induce emotional state. Although the elicitation method 
was different, the parameters utilized were again valence 
and arousal, for what concern the mood, and ECG and EEG 
measures for concerning the physiological counterparty. 
Again the authors decided to used others database to run 
their analysis.

Interesting, Zhuang et al. (2017) decided to do not use 
music tracks or just video clips, but rather music videos. 
The subjects involved in their experimentation watched 40 
music videos. Each music video (1 min long) has different 
emotional valence (score ranged from 1 to 9). The results 
show that three features were suitable for emotion recog-
nition, revealing that component Instrinsic Mode Function 
1 (IMI1) extracted from EEG through emotional decom-
position analysis plays the most important role in emotion 
recognition. Another work investigated the use of EEG com-
ponents to develop a classifier for emotion recognition is 
from Mehmood et al. (2017). In this work, the authors used 
the International Affective Picture System (IASP) to elicit 
the emotional response. Authors applied deep learning tech-
niques to analyse EEG signal and classifying the emotional 
response reaching an average accuracy equal to 76.6%.

Summarizing, research on emotion recognition often uses 
the same methods to elicit emotions, such as video clips, 
still picture or music tracks. Moreover, the majority of the 
studies about it take into account others database and do not 
personally carry the experimented trials out. In addition, for 
what concern the emotion dimensions, the articles analyzed 
take into account, mostly, only two dimensions: arousal and 
valence.

As recently underlined in a review paper by Nocentini 
et al. (2019) researchers effort aim to apply the emotion 
recognition technique to enhance the HRI in a social envi-
ronment, where the SAR represent an assistant, or even bet-
ter a companion of daily life. Nevertheless, it is worth to 
mention that a branch of robotics is addressing the Indus-
try 4.0 challenge (Lu 2017). Indeed, in this context, the 
robot does not represent an assistant but rather a co-worker 
which should be endowed with the capability to capture and 
understand accurately and robustly human request (Maur-
tua et al. 2017). Non-verbal clues are critical even in such 
environment, because they can create an intuitive and direct 
human–robot communication, which will facilitate the col-
laboration (Sheikholeslami et al. 2017). Recently, Hu et al. Ta
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(2019) present the iRobot-Factory: an intelligent robot fac-
tory based on cognitive manufacturing and edge computing. 
The main goal of the authors is to develop an intelligent and 
emotion-aware robot factory. The proposed system acquired 
audio-visual, physiological, and emotional data resources 
from the user, so to recognize the emotional state of the 
employee. In this manner, the experience of the subject 
could be fully evaluated and combined with the robotic co-
worker. In this context, our paper aims to go beyond the state 
of the art because the dyadic interaction to stimulate the 
emotion in participants monitored with physiological param-
eters. We adopted the idea of a social protocol, more specifi-
cally of human–human interaction, because it represents a 
more ecological (life-like) setting for emotion elicitation, 
better than commonly used movie-clips or picture. However, 
it is important also to notice that, during an interactive task, 
social robots are perceived like social actors, thus they evoke 
expectations and mental models known from human–human 
interaction (Horstmann and Krämer 2019).

3 � Methods

3.1 � Instrumentation

In this study, three physiological signals were monitored: 
the Electrocardiogram (ECG), the Galvanic Skin Response 
(GSR) and the Brain Activity (BA). We use three commer-
cial wearable sensors which minimize the trade-off between 
the accuracy of the measure and the obtrusiveness (Table 2). 
Zephyr BioHarness is a Bluetooth chest able to monitor the 
ECG signal and to calculate parameters such as Heart Rate 
and R–R Intervals. The MindWave headset is a Bluetooth 
device able to capture the BA employing a single frontal 
lobe channel and to compute the meditation and attention 
indexes. The Shimmer GSR Module measures the GSR by 
means of two fingers electrodes (Fiorini et al. 2018).

A customized interface developed with Visual Studio ™ 
2017 (Microsoft®, Washington, USA) managed the device 
connection, the data acquisition and the data storage (Fig. 1).

3.2 � Experimental protocol

The proposed protocol aimed at evoking a positive or a nega-
tive mood in the users through social interaction with the 
experimenters during the administration of a questionnaire 
composed of 55 multiple-choice questions as described in 
(Fiorini et al. 2018).

In the positive conditions, the questions selected had been 
prepared to result funny and strange to make laugh without 
making the subject feel ignorant if he did not know the cor-
rect answer, whereas for the negative condition the selected 

questions had high level of difficulty which should evoke 
discomfort and shame in the subjects.

Two experimenters with different backgrounds admin-
istrated the test. Particularly, a psychologist led the inter-
action by administrating the questionnaire and an engineer 
provided the complementary interaction and was ready to 
intervene in case of necessity.

At the beginning the user was asked to wear the sensors 
and, after that, he was asked to rest on a chair without stimuli 
to record the baseline (5 min) and the relax phase (5 min). 
All the participants were unaware of the real purpose of the 
test for all the duration of the protocol.

Then, the interaction started to stimulate the desiderate 
mood for a total of 15 min. Both experiments showed dif-
ferent attitude in accordance with the positive or negative 
condition. In the positive condition, they were affable and 
gave signs of appreciation, whereas in the negative test they 
had a mean and rude attitude. In both cases, there were five 
interventions planned at a fixed moment of the protocol 
to reinforce the administered condition. Indeed, these five 
moments were intended to gradually increase the evoked 
mood.

At the end of the test, the Self-Assessment Mannikin 
(SAM) picture-oriented questionnaire was proposed to the 
subject (Bradley and Lang 1994) to quantify the valence, 
arousal and dominance felt during the experiment. Then, the 
real purpose of the experiment was revealed and the experi-
menters asked the participant to refer the SAM’s scores to 
a moment coinciding (or close to) one of the five reinforce-
ment. Indeed in this kind of experiment it is really important 
that subject do not understand beforehand the real purpose 
of the experiment (Harmon-Jones et al. 2007).

Beck Depression Inventory (BDI) (BECK et al. 1961) 
and Revisited Maudsley Obsessive Compulsive Question-
naire (MOCQ-R) (Sanavio et al. 1986), adapted from (Hodg-
son and Rachman 1977) to fit the Italian population, were 
administrated. The answers of the BDI and MOCQ-R were 
used to ensure the mental stability of the subjects. Subject 
with abnormal physical conditions were not included in the 
study.

3.3 � Participants

34 healthy participants (19 males, 15 females) ranged from 
20 to 35 years (average ± standard deviation 23.62 ± 2.69) 
were recruited at Scuola Superiore Sant’Anna of Pisa among 
student and research/teaching staff. Particularly, a descrip-
tion of the experiment purpose was sent to the students’ 
mailing lists (i.e., master student and PhD student) asking for 
volunteers. All the interested subjects were asked to contact 
the corresponding author of this research thus to assess the 
recruitment criteria before organize the test.
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The recruitment criteria for this study were: (1) the sub-
jects should have at least the high-school diploma; (2) the 
subjects should lived and been educated in Italy; (3) the sub-
jects should not present altered psychic or bodily abnormal 
conditions; (4) the absence of a career background deal-
ing with the field of neuroscience or medicine. The sub-
jects were randomly assigned to the positive or negative 
tests, with the constraint to maintain a balance between the 
assigned test. The two conditions have been not adminis-
trated to the same subject because the mood evoked during 
the first interaction can influence the second test.

At the beginning of the experimental session, written 
informed consent was obtained from the participants.

3.4 � Data analysis

3.4.1 � Features extraction

The physiological signals were acquired during the tests 
and off-line analysed. Firstly the signals were segmented 
in a time-windows frame of 180 s with 50 s of overlap-
ping between adjacent to properly handle the transition. 
Then, each physiological signals were analysed to extract 
the proper features in time (t) and frequency (f) domains as 
described below.

The physiological data acquired during the experimenta-
tion were analysed offline using Matlab® R2018a (Math-
Works, Massachusetts USA) to investigate variations in 
physiological parameters that could be attributed to stress 
statutes.

The Shimmer GSR Sensor output galvanic resistance, 
which was converted into SC. The signal was filtered using 
a moving average filter. The algorithm for feature extraction 
was based on startle detection and was related to the scor-
ing multiples response method of Boucsein (2012), which 
established a local baseline at the level of the onset of the 
second response and measured the distance from that base-
line to the following peak. The detection algorithm identi-
fied all occurrences when the first derivative exceeded the 
threshold of 0.005 µS. Furthermore, to avoid subsequent 
startles, a minimum distance was chosen, considering that 
a startle event is expected to last approximately 1–3 s. Once 
the response was detected, the zero-crossings of the deriva-
tive preceding and following the response were identified 
as the onset and the end of the startle (Sharma and Gedeon 
2012). Finally, a set of nine parameters were calculated. The 
Zephyr BioHarness™3 output a raw ECG signal and IBI 
data that specified the temporal distance between a beat and 
the following one. The IBI signal was modified, identifying 
and correcting ectopic rhythm, which is an irregular heart 
rhythm due to a premature heartbeat; thus, a Normal-to-Nor-
mal (NN) interval sequence appropriate for HRV analysis 
was obtained. Since the NN interval sequence is irregularly 

sampled in time, for spectral analysis it was converted to 
an equidistantly sampled sequence (Mali et al. 2014). After 
a smoothing of the signal, the sequence was resampled at 
4 Hz. Finally, eight temporal parameters and ten frequency 
parameters were computed. The MindWave headset mobile 
device provides a raw EEG signal, a power spectrum in dif-
ferent frequency ranges (alpha1: 8–9 Hz, alpha2: 10–12 Hz, 
beta1: 13–17 Hz, beta2: 18–30 Hz, delta: 1–3 Hz, gamma1: 
31–40 Hz, gamma2: 41–50 Hz, theta: 4–7 Hz), attention 
level and mediation level.1 Table 3 summarizes all the fea-
tures extracted, whereas a detailed description of feature 
extraction is reported in (Semeraro et al. 2018).

3.4.2 � Feature selection

The computed features were then normalized to reduce the 
inter-subject variability. For each subject, the normalized 
features (Fn) was computed considering the data coming 
from the baseline acquisition, thus the values of each feature 
(Fe) was expressed as a percentage of the variation respect 
to this baseline value (Fb) (Eq. 1).

Then the dataset was manually labelled. The relaxed 
instances corresponding to the ones acquired during the 
relaxed phase. For what concern the elicited features, we 
consider only the features starting from the time-windows 
during which subjects declared to have felt the emotional 
state as reported in the SAM. The previous instances have 
been discarded because they do not carry information 
regarding the mood that we want to classify and are not in 
any way described by the SAM compiled by the user.

For assigning the label, we the Russels et al. dimensions: 
the (a) “Valence”, which means the intrinsic attractiveness, 

(1)Fn =
(Fe − Fb)

Fb
%

Table 2   Wearable sensors description

The name of the sensors, the operative frequency used in this work, 
the acquired signals (i.e., ECG, GSR, BA and attention/meditation) 
and the data transmission were detailed

Sensors Frequency (Hz) Signals Data transmission

Zephyr BioHarness 250 ECG Bluetooth
Shimmer GSR 

module
51.2 GSR Bluetooth

MindWave 512 BA Bluetooth
1 Attention, 

medita-
tion

1  MindWave User Guide, Available: http://devel​oper.neuro​sky.com/
docs/lib/exe/fetch​.php?media​=mindw​ave_user_guide​_en.pdf, p.14.

http://developer.neurosky.com/docs/lib/exe/fetch.php%3fmedia%3dmindwave_user_guide_en.pdf
http://developer.neurosky.com/docs/lib/exe/fetch.php%3fmedia%3dmindwave_user_guide_en.pdf
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goodness or averseness, badness of an event, object or 
situation and the (b) “Arousal” which means the state of 
being awoken or of sense organs stimulated with respect to 
the point of perception (Frijda 1986). According to these 
domains, in this work, we assigned to these elicited phases 
two sets of labels.

The first set of label (“3 classes” option) assign the elic-
ited features to the positive or negative labels according to 
valence scale. The valence scale between 0 and − 4 were 
mapped to “negative” (low valence—LV) and between 0 and 
4 were mapped as “positive” respectively (high valence—HV). 
Whereas in the second method we assigned the label according 
to the levels of the valence and the arousal assigned through 
SAM ratings as proposed in (Subramanian et al. 2018). The 
purpose of this second approach is to evaluate whether our 
proposed system is able to distinguish considering two differ-
ent dimensions of the emotional paradigm. The valence scale 
was mapped as in the first method. For what concern arousal 
scale, values between 0 and − 4 were mapped as “passive” and 
values between 0 and 4 as “active”, respectively. Indeed, the 
dataset was divided into four classes: (1) High Valence/High 
Arousal (HVHA), which includes positive emotions such as 
happy and excited. (2) High Valence/Low Arousal (HVLA), 
which includes emotions such as relaxed, calm and pleased. (3) 
Low Valence/Low Arousal (LVLA), which includes negative 
emotions such as sad and depressed. (4) Low Valence/High 
Arousal (LVHA), which includes emotions such as anger, fear 
and distressed. In the text, we refer to this set of label as “4 
classes” method.

3.4.3 � Feature reduction and machine learning analysis

Shapiro–Wilk test of normality was applied to each feature 
distribution. Since all features were not normally distributed, 
Kruskal–Wallis test was then applied to evaluate which fea-
tures could be more useful in distinguishing between relaxed, 
positive and negative moods (HV and LV respectively). If 
p > 0.05, this specific feature was discarded from the analysis. 
Then, the Spearman correlation coefficient was computed. 
Those features with correlation coefficient higher than 0.85 
(absolute values) and p < 0.05 were carefully discarded (Kao 
et al. 2015).

The reduced dataset was then classified with the Machine 
Learning Toolbox of Matlab 2018a. Particularly, Support 
Vector Machine (SVM), Decision Tree (Tree) and K-nearest 
Neighbors (KNN) were applied with different kernels to the 
dataset. Particularly, we considered the quadratic, the cubic 
and the medium Gaussian kernels for the SVM, for what con-
cern the other parameters, in this work the preset selection of 
the Matlab toolbox was chosen. This toolbox is able to support 
the multiclass SVM, thus it finds the best hyperplane that sepa-
rates all data points of one class from those of other classes. 
As concern the Tree we used the Gini’s diversity index and 
maximum number of split equal to 20. To train a k-nearest 
neighbours model, the Classification Learner app of Matlab 
was used. Particularly, the following specifications were used: 
we consider k = 1 and the Euclidean distance as distance met-
ric for the fine model; k = 10 and Minkowsky distance metric 

Fig. 1   System architecture. 
The Bioharness, Shimmer and 
Mindwave devices were con-
nected through the Bluetooth 
to a computer. A customized 
interface managed data acquisi-
tion and storage. After the 
experimentation session, the 
sensor data were retrieved from 
the computer, analysed and clas-
sified using machine learning 
techniques
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for the cubic model and k = 10 and Euclidean distance metric 
for the weighted KNN.

A 5-Cross Fold validation technique was used to train 
and test the classifiers. The results were organized in confu-
sion matrix and accuracy, precision, recall, specificity and 

F-Measure were then computed for each classes to estimate 
the overall performance of the classifiers (Lara and Labrador 
2013):

Accuracy =
TP + TN

TP + TN + FP + FN

Table 3   Features from HRV, GSR and EEG signals in time (t) and frequency (f) domains

Feature name Signal Description

RR mean HRV(t) Mean of R-to-R inter-beat intervals belonging to the same time window
SDNN HRV(t) Standard deviation of normal RR intervals (also said as NN intervals)
HR mean HRV(t) Mean of heart rate
SD mean HRV(t) Heart rate standard deviation
RMSSD HRV(t) Square root of mean of squared differences between adjacent NN intervals
pNN50 HRV(t) Percentage of differences between adjacent NN intervals > of 50 ms
VLF peak HRV(f) Frequency peak of heart activity VLF (0–0.04 Hz)
VLF power HRV(f) PSD area in VLF
%VLF HRV(f) Percentage ratio between PSD area in VLF and total one
LF peak HRV(f) Frequency peak of LF (0.04–0.15 Hz)
LF power HRV(f) PSD area in LF
%LF HRV(f) Percentage ratio between PSD area in LF and total one
HF peak HRV(f) Frequency peak of HF (0.15–0.40 Hz)
HF power HRV(f) PSD area in HF
%HF HRV(f) Percentage ratio between PSD area in HF and total one
LF/HF HRV(f) Ratio between LF and HF powers
# Startle GSR(t) Number of detected startles
Amplitude mean GSR(t) Mean value of startles peak amplitude (µS)
Amplitude std GSR(t) Standard deviation of startles peak amplitude (µS)
Sum rise time GSR(t) Sum of all detected startles rise time duration within the phasic signal portion analysed (s)
Sum fall time GSR(t) Sum of all detected startles fall time duration within the phasic signal portion analysed (s)
Rise rate mean GSR(t) Mean value of a startle rise time (s)
Rise rate std GSR(t) Standard deviation of startle rise time (s)
Decay rate mean GSR(t) Mean of a startle fall time (s)
Decay rate std GSR(t) Standard deviation of a startle fall time (s)
Phasic value mean GSR(t) Mean value of the phasic signal (µS)
Phasic value std GSR(t) Standard deviation of the phasic signal (µS)
Startle time mean GSR(t) Mean value of a startle duration (s)
Startle time std GSR(t) Standard deviation of a startle duration (s)
Startle RMS mean GSR(t) Mean Value of the Root Mean Square of the curve identifying a startle (µS)
Startle RMS std GSR(t) Standard deviation of the Root Mean Square of the curve identifying a startle (µS)
Startle RMS overall GSR(t) Value of the Root Mean Square of the whole phasic signal portion analysed (µS)
Alpha1 BA(f) Signal power in frequency range 8–9 Hz
Alpha2 BA(f) Signal power in frequency range 10–12 Hz
Beta1 BA(f) Signal power in frequency range 13–17 Hz
Beta2 BA(f) Signal power in frequency range 18–30 Hz
Delta BA(f) Signal power in frequency range 1–3 Hz
Gamma1 BA(f) Signal power in frequency range 31–40 Hz
Gamma2 BA(f) Signal power in frequency range 41–50 Hz
Theta BA(f) Signal power in frequency range 4–7 Hz
Attention EEG(f) NeuroSky index for user’s level of mental “focus” or “concentration”
Meditation EEG(f) NeuroSky index for user’s level of mental “calmness” and “relaxation”
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where the True positive (TP) is the number of correct clas-
sification of positive instances and the True negative (TN) 
is the number of correct classification of negative instance. 
False Positives (FP) and False Negatives (FN) are the num-
bers of negative instances classified as positive and the num-
ber of positive instances classifies as negative respectively.

All the analysis were computed on a windows machine 
with a 64-bit operative system and × 64-based processor 
[Intel®Core™ i7-6700HQ CPU@2.60 Ghz] with an installed 
RAM of 12 GB. The requested computational time was also 
recorded.

4 � Results

According to the results, nobody had a severe score in the 
BDI questionnaire and nobody had a positive response to the 
MOCQ-R questionnaire. Thus all the recruited participants 
were included in the analysis. In the end, 17 subjects have 
been tested in the negative condition, while 17 subjects have 
been tested in the positive one.

A total of 239 instances were extracted from the acquired 
signals. Particularly, 72 instances are related to the relax 
phase. For what concern the other classes, according to the 
first method in which we consider only the valence dimen-
sion, 89 instances are related to the positive mood (HV) 
and 78 to the negative mood (LV). As concern the second 
method, 77 instances belongs to the HVHA groups, 12 
instances to the HVLA groups and 78 instances to the LVHA 
groups. According to the SAM responses, the LVLA sub-
group is empty (see Fig. 2).

Starting from a set of 42 features the results of the sta-
tistical analysis (Spearman Correlation Coefficient and 
Kruskal–Wallis) led to a subset of 16 features, 7 from ECG 
(IBI mean, SDHR, RMSSD, HF peak, %VLF percentage, 
%LF percentage, %HF percentage), 4 from GSR (# startle, 
Amplitude mean, Rise time std, Fall time std) and 5 from BA 
(Alpha1, Beta2, Gamma1, Gamma2, Delta).

Table 4 reports the features extracted from HRV, GSR 
and BA signals as mean values. At the end of each row, 

Precision =
TP

TP + FP

Recall =
TP

TP + FN

Specificity =
TN

TN + FP

F −Measure = 2 ⋅
Precision ⋅ Recall

Precision + Recall

the p-values, calculated with Kruskal–Wallis test for non-
parametric data, are also shown. A p values index lower than 
0.05 provided information on the presence of potentially 
significant differences between the investigated conditions. 
These values were calculated using the features extracted 
from signals recorded during the different phases of the pro-
tocol (relax, positive and negative). The result confirms that 
all the selected features were significantly different in dis-
tinguish among the three states, indeed they were included 
in the final analysis. Table 5 reports the computational time 
requested for each classifier. The fastest classifier is the KNN 
in both cases, among the KNN the fastest is the weighted 
KNN.

This paper aims to investigate whether is possible to clas-
sify different moods according to valence and to arousal 
dimension. As concern the “3 classes” analysis, among all 
the selected classifiers, the fine KNN classifier reaches the 
best overall performance in terms of accuracy and F-Meas-
ure (0.866 and 0.865 respectively), whereas the cubic KNN 
reaches the worst ones with an accuracy equal to 0.707 and 
F-measure equal to 0.699. All the other classifiers reach 
accuracy higher than 0.82, whereas the specificity value is 
higher than 0.90 for each classifier except the cubic KNN. 
The results of the classification into relax, HV (positive) and 
LV (negative) instances are summarized in Table 6.

As concern the “4 classes” analysis, similarly and the “3 
classes” analysis, the fine KNN classifier reaches the best 
performance in terms of accuracy and F-measure (0.877 and 
0.873 respectively). The worst classifier is the cubic KNN, 
which reports an accuracy value equal to 0.655. For what 
concern all the remaining classifiers, the accuracy is higher 
than 0.750, it is worth od mention that the SVM with cubic 
and quadratic kernel report similar performances. Table 7 
reports the complete results for all classifiers.

Figure 3 compares the performance of the selected clas-
sifiers in terms of accuracy. From visual inspection, it is 
possible to notice that the two approaches reach comparable 
performances. Additionally, Cubic SVM, Quadratic SVM 
and Fine KNN classifiers reach higher performance with 
the “4 classes” approach whereas the remaining classifiers 
reach higher performance with the “3 classes” method. Since 
the fine KNN classifier reaches the best performance with 
both approaches, in the remaining part of this section, more 
details on its performance are reported. Figure 4 reports 
and compare the F-Measure values obtained in the pro-
posed analysis with the fine KNN classifiers. Particularly, 
in the green box is reported the performance for the posi-
tive instances (high valence) and in the yellow box for the 
negative instances (low valence). Whereas, Fig. 5 depicts the 
confusion matrixes. It is worth to underline that the relax and 
LVHA (equal to HV group in our case) reach slight higher 
F-measure values with the “4 classes” approach rather than 
the other one (“3 classes”: Relax = 0.851, LV = 0.863; “4 
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classes”: Relax = 0.895, LVHA = 0.877). Conversely, the 
F-measure of the HVHA and HVLA groups are slightly 
lower than the HV group (HV = 0.880, HVHA = 0.863, 
HVLA = 0.857).

5 � Discussion

The aim of this paper was to investigate whether the pro-
posed system was able to recognize different moods accord-
ing to the valence dimension (3 classes method) and to a 
combination of arousal and valence dimensions (4 classes 
method). The proposed test aims at the elicitation of positive 

and negative moods (valence) through dyadic interactions 
in healthy subjects. According to the SAM scores, the tests 
achieve the goal, since the methods it is able to elicit the 
desiderated moods. Indeed, as depicted in Fig. 2, the sub-
jects who performed the positive elicitation reports the 
positive value of valence and the ones who performed the 
negative test reported negative values of valence (red dots 
and blue dots respectively). It is worth to underline that, as 
concern the arousal dimension, the negative test is able to 
evoke only high value of arousal (score values between 0 and 
4), whereas the positive test is able to evoke both high and 
low level of arousal (between − 4 and 0).

In this paper, we present the performance of seven differ-
ent supervised classifiers, and we obtain high performance 
with both sets of labels (see Fig. 3). The best classifier is 
the fine KNN which represent a good trade-off between 
accuracy and the requested computational time. Indeed, 
fine KNN classifier reaches an accuracy equal to 0.866 
and 0.877 with the “3 classes” and “4 classes” approaches 
respectively. These results are aligned with the results of 
our previous preliminary analysis that we obtained from a 
reduced dataset. Indeed, we obtained an accuracy equal to 

Fig. 2   Result of the SAM 
assessment in the valence/
arousal space performed at the 
end of the experimental session. 
The red dots represent the sub-
jects which perform the positive 
test, whereas the blue dots 
represent the subjects which 
perform the negative test. The 
black dot represents the relax 
status, whereas the blue boxes 
represent the “3 classes” label 
assignment (i.e., positive—HV 
and negative—LV in addition to 
the relax phase) and the yellow 
boxes represent the “4 classes” 
label assignment (i.e., HVHA, 
HVLA, LVHA in addition to 
the relax phase)

Table 4   Normalised mean values of the three states (Relax, Positive/
HV and Negative/LV) and significance in distinguishing the three 
moods (p value) of the selected features

Relax HV LV p value

IBI mean − 0.0093 − 0.14 − 0.13 2.80e − 23
SDHR 0.033 0.42 0.45 3.33e − 08
RMSSD − 0.034 − 0.20 − 0.21 7.04e − 06
HF peak 0.0043 − 0.21 − 0.20 7.26e − 09
VLF percentage 0.037 0.59 0.52 2.58e − 05
LF percentage 0.062 0.58 0.46 5.85e − 05
HF percentage − 0.016 − 0.15 − 0.11 0.00062
# startle 0.43 0.92 2.86 1.58e − 09
Amplitude mean 0.72 5.41 6.096 1.02e − 11
Rise time std 0.17 0.35 2.95 0.042
Fall time mean − 0.048 0.29 0.013 4.32e − 15
Alpha1 0.086 0.56 0.28 4.16e − 08
Beta2 0.060 0.96 0.54 7.21e − 15
Gamma1 0.27 1.85 1.31 1.76e − 15
Gamma2 − 0.13 1.01 0.052 1.64e − 06
Delta 0.084 1.174 0.734 1.05e − 10

Table 5   The requested computational time expressed in s

Computational 
time [s]
“3 classes”

Computa-
tional time 
[s]
“4 classes”

Cubic SVM 4.545 4.058
Quadratic SVM 4.627 4.146
Medium Gaussian SVM 2.537 0.429
Medium Tree 3.247 2.710
Fine KNN 1.381 1.453
Cubic KNN 0.982 1.08
Weighted KNN 0.907 0.429
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89.67% for the SVM classifier with the polynomial kernel 
(Semeraro et al. 2018). As concern the comparison with lit-
erature (see Table 1), our proposed method reaches compara-
ble performances with other works which use physiological 
signals but different ways to evoke emotions (i.e., music, 
videos, pictures). Recently, Al Machoth et al. (Al Machot 
et al. 2018a, b) and Subramanian et al. (2018) analyzing 
physiological features obtained lower performances com-
pared with the ones obtained with our system. Albanie et al. 
(2018) obtained an average and comparable accuracy equal 
to 85% by using camera-based strategies.

As depicted in Fig.  4, the arousal domain slightly 
increases the recognition performance of the relax phase and 
the LV classes, whereas slightly decrease the performance 
of the positive instances. The highest accuracy performance 

was achieved by the fine KNN in classifying the 4 classes. 
This could be explained by the nature of the signals recorded 
by the worn sensors. The Zephyr BioHarness and the Shim-
mer GSR Module record, in fact, measured the variations 
linked to the functioning of the autonomic nervous system. 
As well known modifications at this level are more related 
to the arousal than valence (Heller 1993).

In this work, we extract the features over a time-windows 
of 180 s to be sure to capture the variation of the physiological 
signals. Since we obtain high performance of the evaluation 
metrics, we could suppose that this time-window is appropri-
ate to capture the variation of the physiological parameters.

Our approach proposed the dyadic interaction to evoke 
moods in the subject, whereas other literature works use 
other methods (i.e., pictures, video, sounds) that are far from 

Table 6   Overall performance 
of the classifiers in distinguish 
the relax, HV and LV status (“3 
classes” set of labels)

Accuracy F-measure Precision Recall Specificity

Cubic SVM 0.828 0.805 0.830 0.829 0.907
Quadratic SVM 0.833 0.840 0.832 0.835 0.909
Medium Gaussian SVM 0.824 0.827 0.827 0.826 0.905
Medium Tree 0.821 0.861 0.822 0.820 0.901
Fine KNN 0.866 0.865 0.867 0.863 0.927
Cubic KNN 0.707 0.699 0.732 0.711 0.828
Weighted KNN 0.828 0.827 0.838 0.829 0.906

Table 7   Overall performance of 
the classifiers in distinguishes 
among the relax, HVHA, 
HVLA, and LVHA (“4 classes” 
set of labels)

Accuracy F-measure Precision Recall Specificity

Cubic SVM 0.837 0.854 0.854 0.854 0.867
Quadratic SVM 0.837 0.839 0.827 0.855 0.864
Medium Gaussian SVM 0.799 0.786 0.849 0.754 0.855
Medium Tree 0.766 0.701 0.713 0.692 0.843
Fine KNN 0.877 0.873 0.854 0.904 0.884
Cubic KNN 0.665 0.511 0.517 0.529 0.805
Weighted KNN 0.787 0.768 0.813 0.746 0.857

Fig. 3   Comparison of the accu-
racy among the selected clas-
sifiers of the two set of labels, 
the three classes (Relax, HV, 
LV) and the four classes (Relax, 
HVHA, HVLA, LVHA)
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realistic applications where it is important to capture what 
happened during social interaction. It is worth to mention 
that physiological measures could be affected by high inter-
subject variability during an elicited phase, consequently, 
there are high fluctuations of physiological features which 
can affect the performances of the classifiers. Additionally, 
the subjects were set free to move during the tests. Other 
literature works required that the subject perform reduced 
movements during the data acquisition to reduce the noise. 
In our work, subjects were free to move their body, and han-
dle the interaction at their own willing, as long as they stayed 
sit down. Also, this aspect could introduce disturbances in 
acquiring the physiological sequences.

Additionally, the obtained results suggest that physiologi-
cal signals could be used to monitor the emotional status 
of the subject as an alternative way to the most commonly 
used video-based analysis (Khan et al. 2013; Turabzadeh 
et al. 2018; Dong et al. 2018). Indeed, wearable sensors 

solve part of the drawbacks of the camera system related to 
privacy, occlusion of the camera and light resource (Cavallo 
et al. 2018b). In fact, to correctly analyse video and achieve 
valuable performance, the subject should stay in the front of 
the camera with the correct brightness of the environment, 
which is not always feasible in real settings. Physiological 
signals do not require these constraints.

Furthermore, for what concern the wearability of the sen-
sors for prolonged time, for instance in case you would like 
to monitor the emotional status of the user over the 24 h 
because of clinical reasons, ring-shaped devices have the 
potential to acquire physiological signals which can be mon-
itored to investigate subject’ emotional status (Fiorini et al. 
2019). On the other side, the performance of the system in 
terms of requested computational time could be enhanced 
exploiting cloud computing resources. In this sense, further 
research should be planned.

Further analysis and experimentation should overcome 
the limitations of this work which are mainly related to 
the dimension of the dataset, the off-line analysis and the 
limited mood evoked. Indeed further experimentation ses-
sions should be planned to increase the number of subjects 
involved in the study trying to elicitated and an higher num-
ber of moods/emotions. Additionally, in this study, we per-
formed an off-line analysis, thus further development of the 
work should lead towards the implementation of a real-time 
system which can be used in affective computing applica-
tions such as the development of robot behavioural models 
and the monitoring of the health status since some cognitive 
disorders can be correlated with a variation of the moods.

6 � Conclusion

The paper presents a wearable system able to identify dif-
ferent moods (i.e., relax, positive and negative). A total of 
seven supervised machine learning algorithms were applied 
to classify the physiological features over the valence and 

Fig. 4   F-measure values of the fine KNN classifiers over the classes: 
Relax, Positive (HV—HVHA, HVLA) and negative (LV—LVHA). 
The red bars refer to the “3 classes” model and the blue bar to the “4 
classes” model

Fig. 5   Confusion matrix of 
the fine KNN classifiers which 
result to be the best classi-
fier. On the left, the confusion 
matrix obtained using the “3 
classes” labels (i.e., relax, 
positive/HV, negative/LV). On 
the right, the confusion matrix 
obtained considering also the 
arousal domain as output in 
addition to the valence (i.e., 
relax, HVHA, HVLA, LVHA)
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arousal dimensions. In the proposed approaches, the moods 
were elicited through social interaction, instead of using 
videos or pictures as proposed by related literature works. 
The results of the self-assessment questionnaire underlined 
that our proposed approach is able to elicit the desiderated 
moods. The final goal of our paper was to investigate if our 
system is able to recognize the selected moods, the achieved 
results were promising since the best classifier (fine KNN) 
reach an accuracy equal to 0.877 suggesting that it is able 
to classify the features along the valence and the arousal 
dimension.
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