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#### Abstract

Chemical guidelines to target a well-defined electronic structure and magnetic anisotropy are of primary importance in physics, chemistry and biology. Our literature overview highlights that engineering the energy gap between the ground and first excited state and tailoring the magnetic anisotropy of paramagnetic molecules is an excellent starting point for boosting the performances of many molecular materials with emerging properties of technological relevance such as Single Molecule Magnets, Pseudo Contact Shift agents, Optically Addressable Qubits, Magnetic Refrigerants, and Magnetic Anisotropy Switches. We also discuss the compatibility between different functionalities.


## 1. Introduction

The electronic structure of a paramagnetic material defines its magnetic properties and stems from a combination of several contributions. Some of them originate from the intrinsic energy level structure of the constituent atoms while others are connected to the chemical structure of the material (i.e. the mutual organization of the atoms in it) or to external perturbations such as magnetic fields.

In solid state inorganic materials, the magnetic properties are often related to strong interactions between the magnetic centres that produce magnetic ordering [1-3]. The spatial control over such interactions is pivotal because it can generate magnetic anisotropy, that is the directional dependence of a material's magnetic properties [4-6]. Magnetic anisotropy is at the base of several magnetic phenomena such as magnetic coercivity, with a variety of applications in diverse fields such as mechanical engineering and biophysics [7-9].

Conversely from extended inorganic lattices, the properties of molecular materials, especially of coordination complexes, are predominantly influenced by the single molecule electronic structure, while intermolecular magnetic interactions often play a minor role. This behaviour is essentially dictated by the chemical structure of most coordination compounds. A metal core is surrounded by an organic shell that stabilizes and protects the magnetic properties from external perturbations. This picture stresses the importance of coordination chemistry as the primary tool to create materials with ad hoc magnetic properties. Playing with the specific characteristics of the metal ion(s),
such as oxidation states and radial extension of the valence orbitals, is key to build up performant materials. Of course, the ligands and their geometry are also extremely important. For instance, a judicious use of coordination chemistry has led to materials with complex magnetic anisotropy structures, from spin chains [10] to 3D spin architectures [11].

In this review we describe how the electronic structure and magnetic anisotropy must be chemically engineered to target five types of functional materials. In Section 2 we briefly present how the electronic structure, and the resultant magnetic anisotropy, can be described and visualized. In Section 3 we focus on the electronic structure and magnetic anisotropy design that must be adopted to target specific functional materials. Each subsection of Section 3 contains a brief introduction describing the potential of the examined material, with the minimum number of equations necessary to introduce the relevant physical properties, and some outstanding examples. Importantly, the chemical guidelines provided here are mandatory but not always sufficient to achieve an optimal performance of a specific type of material. If this is the case, appropriate references addressing the remaining challenges are acknowledged.

## 2. Electronic structure and magnetic anisotropy

The electronic structure of a metal ion can be described using a Hamiltonian formalism in the framework of the Crystal Field theory. Although not exact, this description has the advantage of proving a tight
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Fig. 1. Influence of the Crystal Field and of the Zeeman terms on the ground $J$ (or $S$ ) multiplet. The red double arrow marks the separation between the ground and first excited state ( $\Delta_{0-1}$ ).
connection with the chemical structure of the molecule. The effective Hamiltonian contains several terms:
$\mathscr{H}=\mathscr{H}_{0}+\mathscr{H}_{e e}+\mathscr{H}_{S o}+\mathscr{H}_{C F}+\mathscr{H}_{Z}$
$\mathscr{H}_{0}$ represents the energy in the central field approximation and accounts for the kinetic and potential energy of the electrons in the electric field generated by the nuclei. $\mathscr{H}_{e e}$ describes the interelectronic repulsion. $\mathscr{H}_{\text {so }}$ accounts for the Spin-Orbit coupling. $\mathscr{H}_{C F}$ describes the Crystal Field generated by the ligands. $\mathscr{H}_{Z}$, the Zeeman term, accounts for the effect of a magnetic field on the energy levels. Other terms, such as the hyperfine interaction, might be added to equation (1) but will not be discussed here.

For lanthanoids, the $\mathscr{H}_{\text {So }}$ term dominates over the $\mathscr{H}_{C F}$ term due to the compact character of the partially filled $4 f$ orbitals, therefore we consider the total spin ( $S$ ) as tightly coupled with its orbital angular momentum ( $L$ ) forming non-degenerate Russell Saunders multiplets described by a total angular momentum $(J)$. The $J$ multiplets can further split upon the action of the Crystal Field imposed by the ligands depending on the value of their projection along the $z$ axis, i.e. $m_{J}$. The Crystal Field is generally described, for these systems, using Stevens operator equivalents, that are based on spherical harmonics [12,13].
$\mathscr{H}_{C F}=\sum_{k=2,4,6} \sum_{q=-k}^{k} b_{k}^{q} \widehat{\boldsymbol{O}}_{k}^{q}$
Where $b_{\mathrm{k}}^{\mathrm{q}}$ and $\boldsymbol{O}_{\mathrm{k}}^{\mathrm{Q}}$ are the parameter and the operator, respectively, associated with the spherical harmonics of degree $k$ and order $q$.

For light transition metals the large radial extent of the $3 d$ orbitals causes significant covalency and therefore constrains the electrons in the electrostatic potential produced by the ligands. The orbital angular momentum is (partially) quenched and the resultant energy level structure relevant for the discussion of the magnetic properties can be, in most cases, satisfactorily described using a Spin Hamiltonian, i.e. an Hamiltonian acting on the basis of the total spin $S$. The effect of the ligands on the energy structure of these systems is modelled with the socalled Zero Field Splitting term of the Spin Hamiltonian:
$\mathscr{H}_{\text {ZFS }}=D\left(\widehat{\boldsymbol{S}}_{z}-\frac{1}{3} \widehat{\boldsymbol{S}}^{2}\right)+E\left(\widehat{\boldsymbol{S}}_{x}^{2}-\widehat{\boldsymbol{S}}_{y}^{2}\right)$
where $D$ and $E$ are the axial and rhombic Zero Field Splitting parameter, respectively. Of course, it must be kept in mind that this approximation has its own limitations, described elsewhere [14]. The residual orbital angular momentum of light transition metals is usually accounted for in the Zeeman term:


Fig. 2. Most common magnetic anisotropy shapes derived from the free energy. a) easy axis magnetic anisotropy. The $z$ direction corresponds to a minimum in the free energy, i.e. an axis that can be easily magnetized. b) easy plane magnetic anisotropy. The $x y$ plane corresponds to a minimum in the free energy, i.e. a plane that can be easily magnetized.
$\mathscr{H}_{Z}=\mu_{B} \widehat{\boldsymbol{S}} \overline{\bar{g}} \boldsymbol{B}$
where the $g$ tensor that couples the spin with the magnetic field is anisotropic. The anisotropy of $g$ is the only source of magnetic anisotropy in $S=1 / 2$ systems.

In Fig. 1 we have depicted the influence of the Crystal Field and of the Zeeman terms on the ground $J$ (or $S$ ) multiplet. In this paper we propose to use the separation between the ground state and the first excited state ( $\Delta_{0-1}$ in Fig. 1) as a good criterion to judge the potential of a molecule for a given application in the field of magnetic materials. The systems that we discuss in this review exhibit $\Delta_{0-1}$ values ranging from fractions of $\mathrm{cm}^{-1}$ to thousands of $\mathrm{cm}^{-1}$. Therefore, the most suitable spectroscopic technique for the evaluation of $\Delta_{0-1}$ is system-dependent. A detailed explanation of the commonly used experimental setups in the detection of $\Delta_{0-1}$ is beyond the scope of the review, however we cite here some references that can be used to familiarize with such techniques. For materials with $10<\Delta_{0-1}<2000 \mathrm{~cm}^{-1}$, the energy level structure is typically measured using low temperature Luminescence [15-17], Inelastic Neutron Scattering [18] or In-Field Far Infrared Spectroscopy $[17,19,20]$. On the contrary, materials with $\Delta_{0-1}<15 \mathrm{~cm}^{-1}$ are conveniently measured using EPR spectroscopy at various fields and frequencies [21-23].

The type of magnetic anisotropy can also be important, and in the following paragraphs we will discuss why the magnetic anisotropy of some materials must be designed to have a certain shape. Magnetic anisotropy is usually classified as "easy axis" or "easy plane" ("easy cone" and other exotic magnetic anisotropy shapes are discussed elsewhere $[4,24]$ ). In general, the descriptor "easy" and "hard" denote an energetically favoured and unfavoured direction, respectively. The shape of magnetic anisotropy can be described using different physical
quantities: free energy, magnetization, or magnetic susceptibility.
The free energy $F$, in equilibrium conditions, can be defined as follows:
$F(T, B(\theta, \varphi))=-k_{B} T \ln Z=-k_{B} T \ln \left(\sum_{i=1}^{n} e^{-\frac{E_{i}(B,(\varphi))}{k_{B} T}}\right)$
where $k_{\mathrm{B}}$ is the Boltzmann constant, $T$ is the absolute temperature, $\boldsymbol{B}$ $(\theta, \varphi)$ is the external applied magnetic field vector expressed in spherical coordinates, the summation runs over all the $n$ states of the system and $E_{\mathrm{i}}$ is the energy of the $i$-th state.

The magnetization $(M)$ can be retrieved by deriving the free energy with respect to the magnetic field:
$\boldsymbol{M}(T, \boldsymbol{B}(\theta, \varphi))=-\frac{\partial F(T, \boldsymbol{B}(\theta, \varphi))}{\partial \boldsymbol{B}(\theta, \varphi)}$
The magnetic susceptibility $(\chi)$ can be obtained by further derivation:
$\chi(T, B(\theta, \varphi))=-\frac{\partial \boldsymbol{M}(T, \boldsymbol{B}(\theta, \varphi))}{\partial \boldsymbol{B}(\theta, \varphi)}=\frac{\partial^{2} F(T, \boldsymbol{B}(\theta, \varphi))}{\partial(\boldsymbol{B}(\theta, \varphi))^{2}}$
In most experimental conditions and for most compounds the description of the magnetic anisotropy based on the aforementioned three quantities coincides. However, this is not always the case [4]. Plots that ease the visualization of the free energy corresponding to the most common magnetic anisotropy landscapes are reported in Fig. 2. The free energy of an easy axis system appears as a "donut" in which the hole corresponds to the lowest energy direction (usually $z$ ), that is, the easy axis. The $x y$ plane corresponds to the maximum free energy value and it is therefore called hard plane. Instead, the easy plane free energy plot resembles the $2 p_{z}$ orbital. The nodal plane of the orbital (xy plane) corresponds to the minimum $F$ direction and it is therefore called easy plane. The $z$ axis of this plot corresponds to the maximum $F$, i.e. the hard axis. The plots describing the magnetic anisotropy of $M$ and $\chi$ usually have opposite shape compared to the ones obtained from $F$ [24].

It is finally important to remark that some compounds can have different types of magnetic anisotropy depending on external stimuli such as temperature, magnetic field, and pressure. We will discuss this class of materials in Section 3.5. For all the other materials described here, the targeted magnetic anisotropy is intended as the magnetic anisotropy that the material exhibits at the described (or desired) experimental conditions.

## 3. Molecular magnetic functional materials and their design

### 3.1. Single molecule magnets

Magnetic bistability of molecular origin in coordination compounds was discovered in 1993 [25]. A bistable magnetic molecule can be magnetized along a certain axis and retains its magnetization for a long time in absence of applied magnetic field. This peculiarity renders Single Molecule Magnets (SMM) extremely appealing for data storage at the molecular level. The foreseen possibility to use molecules as bits paves the way to miniaturize the storage devices by more than two orders of magnitude [26], effectively promoting a more efficient and considerate use of resources.

The basic working principle of SMM, as in classical bits, stems from a bistable ground state, that occurs if the magnetic anisotropy is of easy axis type. A pictorial way to represent the energy level scheme associated with a SMM is a double-well potential such as the one reported in Fig. 3. In this picture the two wells bottoms represent the opposite orientations of the magnetization (i.e. up and down). The application of a magnetic field removes the degeneracy of the ground state (favouring one orientation over the other) allowing the selective population of one well. When the field is removed, the spins remain "trapped" in the well
for a characteristic period of time called relaxation time ( $\tau$ ). The temperature at which the value of $\tau$ reaches 100 s is called blocking temperature ( $T_{\mathrm{B}}$ ) and is related to the quality of a SMM (the higher the better).

The value of $\tau$ stems from the relaxation processes that contribute in reversing the orientation of the magnetic moment. A detailed description of all the relaxation processes, and their usual relative magnitude in molecules with different chemical composition is reported elsewhere [27-30]. Here we will just describe the three most important relaxation processes in high performance SMM called Quantum Tunnelling (QT), Orbach, and Raman.

The Raman relaxation is a two-phonon process and its dependence has not been trivially related to the electronic structure of the system. Seminal works of Chilton [31] and Lunghi [27,28] suggest that a careful engineering of the intramolecular (optical) and intermolecular (acoustic) phonons is key to achieve control over this process. On the contrary, Orbach and QT have a strong connection with the electronic structure and the magnetic anisotropy of the system. Eq. (8) shows the contribution to the temperature dependence of the relaxation time by the QT and Orbach processes (first and second term in Eq. (8), respectively):
$\tau=\tau_{t u n}+\tau_{0} e^{U_{\text {eff }} / k_{B} T}$
Where $\tau_{\text {tun }}$ is the tunnelling time, $\tau_{0}$ is the pre-exponential factor, $U_{\text {eff }}$ is the barrier for the relaxation of the magnetization and $\mathrm{k}_{\mathrm{B}} T$ is the thermal energy.

QT is a very detrimental process that involves the tunnelling of the spin through the barrier. It is usually considered temperatureindependent and it can be tuned by changing the applied field and/or varying the composition of the states involved in the transition (e.g. by appropriate tuning of the Crystal Field) [32-34]. More specifically, it has been theoretically predicted [35] and experimentally demonstrated [34] that a high purity of the ground state (i.e. low mixing) minimizes the influence of QT in the slow relaxation. Recent works suggest that coupling with phonons could also contribute in mixing the levels and therefore modifying QT [36-38].

The Orbach process requires to absorb resonant phonon(s). Sometimes (especially in lanthanoids-based SMM) the relaxation can occur via the absorption of a single resonant phonon and then QT. This process is called Thermally Assisted Quantum Tunnelling (TA-QT) and effectively decreases the $U_{\text {eff }}$ (often to $\Delta_{0-1}$ ). A representation of these two processes is reported in Fig. 3. Independently from the preferred


Fig. 3. Double well potential of a SMM and most relevant relaxation processes. The red and the yellow arrows represents Quantum Tunnelling and Thermally Assisted Quantum Tunnelling, respectively, the blue line represent the Orbach relaxation process.


Fig. 4. Current best performant SMM of different nuclearity and chemical composition. a) Polynuclear transition metal: [ $\left.\mathrm{Co}_{4}\left(\mu-\mathrm{NP}^{\mathrm{t}} \mathrm{Bu}_{3}\right)_{4}\right]^{+}[43]$ b) Mononuclear
 purple, Dy: aquamarine, N: blue, O: red, P: orange, C: grey, Si: light pink, I: green. H atoms were omitted for clarity.
thermally active relaxation pathway (either Orbach or TA-QT), the target $\Delta_{0-1}$ value must be as large as possible to increase the working temperature of a SMM. Therefore, the most relevant candidates as high performance SMM are molecules possessing a large $\Delta_{0-1}$ and easy axis magnetic anisotropy.

In order to target this specific type of electronic structure and magnetic anisotropy, the chemical design of the molecule depends on the chosen metal ion [5,39-41]. As discussed in Section 1, in complexes containing first row transition metals the ligand's repulsion dominates over the SOC. This produces highly symmetric molecules allowing to deduce the magnetic anisotropy, in many cases, by simple geometric considerations. However, the quenching of the orbital angular momentum reduces the magnetic anisotropy. Nonetheless, the first SMM were based on transition metal clusters to achieve very high values of the total spin [42]. The $\mathrm{Co}_{4}$ cluster reported by the Long group (Fig. 4a) holds, to the best of our knowledge, the record barrier $U_{\text {eff }}=87 \mathrm{~cm}^{-1}(B$ $=0.1 \mathrm{~T}$ ) and $T_{\mathrm{B}}=3.6 \mathrm{~K}$ (butterfly hysteresis) [43]. Another remarkable example is the $\mathrm{Mn}_{6}$ cluster reported by Brechin et al., that has a lower barrier ( $U_{\text {eff }}=62 \mathrm{~cm}^{-1}$ ) but in zero applied field, and a classical hysteretic behaviour with $T_{\mathrm{B}}=3.5 \mathrm{~K}$ [44]. Although this research line has produced an essential understanding of the physics of mesoscopic systems [45-47], the barriers of these molecules remained relatively modest. In 2007, a seminal paper by Waldmann pointed out that the height of the anisotropy barrier in these systems increases as $S^{0}$ and not as $S^{2}$, as naively expected from Eq. (3) [48].

Targeting molecules containing ions with large orbital contribution is much more appealing. A literature review clearly shows that trigonal bipyramidal $\mathrm{Ni}^{2+}$ [49] or tetrahedral $\mathrm{Co}^{2+}$ complexes [50,51] are good SMM. However, linear complexes with weak donor ligands are the most
rewarding [19,52-54]. because the linear coordination prevents Jahn Teller distortion, therefore maintaining a doubly degenerate ground state ( $d_{x y}$ and $d_{x y}^{2}$ orbitals) and the high symmetry avoids level mixing effectively reducing QT [32]. At the same time, the weak ligand field assures a high spin configuration and favours a Hund's rule arrangement of the spins (maximization of the orbital angular momentum) instead of the common lowest energy orbital filling. To the best of our knowledge, the record barrier for the reversal of the magnetization has been reported in 2018 by Long and co-workers on $\left[\mathrm{Co}\left(\mathrm{C}\left(\mathrm{SiMe}_{2} \mathrm{ONaph}\right)_{3}\right)_{2}\right]$, see Fig. 4b [19]. This molecule has indeed retained the largest orbital angular momentum achievable for transition metal $(L=3)$ and exhibits the largest spin compatible with it $(S=3 / 2)$. The low ligand field strength allows the insurgence of a total angular momentum $J=9 / 2$, with an impressive barrier of $450 \mathrm{~cm}^{-1}$.

The alternative to achieve very high orbital angular momentum in the ground state is the use of lanthanoids, where SOC is dominant [55]. The relatively high atomic number of lanthanoids and low radial extension of the partially filled $4 f$ orbitals is well suited to avoid orbital quenching, therefore providing a source of magnetic anisotropy in connection with appropriate Crystal Field design. Indeed, a golden rule has been extracted: strong easy axis magnetic anisotropy can be achieved by coordinating ions with prolate electron density of its highest $m_{J}$ state (e.g. $\mathrm{Er}^{3+}$ ) with an equatorial ligand or ions with oblate electron density of its highest $m_{J}$ state (e.g. Dy ${ }^{3+}$ ) with an axial ligand $[56,57]$. However, the low Crystal Field potential compared to the SOC, and the large ionic radius, pose experimental difficulties in controlling the coordination geometry of lanthanoid complexes. This problem has been recently tackled in several ways. Planar O-based or N-based neutral ligands have been used to lock the equatorial positions and leave space to axial charged
ligands in complexes of oblate ions such as $\mathrm{Ho}^{3+}$ [58] and Dy ${ }^{3+}$ [59-68]. Alternatively, bulky equatorial ligands have been used to exclude axial coordination in $\mathrm{Er}^{3+}$-based SMM [69]. It is worth noticing that several axially coordinated $\mathrm{Er}^{3+}$-based organometallic complexes have also been reported [70-73]. Also inserting lanthanoid in fullerene cages provides an axial Crystal Field with remarkable magnetic properties [74-76]. However, the most successful strategy so far has been the use of rigid and densely charged organic cyclic ligands [77-83]. The current record was obtained by Layfield and co-workers for $\left[\left(\mathrm{Cp}^{\mathrm{iPr} 5}\right) \mathrm{DyCp} *\right]\left[\mathrm{B}\left(\mathrm{C}_{6} \mathrm{~F}_{5}\right)_{4}\right]$ $\left(\mathrm{Cp}^{\mathrm{iPr} 5}=\right.$ penta-iso-propylcyclopentadienyl, $\mathrm{Cp}^{*}=$ pentamethylcycl opentadienyl). This complex, reported in Fig. 4c, has a barrier of 1541 $\mathrm{cm}^{-1}$ and a blocking temperature of 65 K [84]. It is worth mentioning that very recently the complex $[\mathrm{K}(18$-crown- 6$)]\left[\mathrm{Dy}\left(\mathrm{BC}_{4} \mathrm{Ph}_{5}\right)_{2}\right]$ with comparable blocking temperature and barrier ( 65 K and $1500 \mathrm{~cm}^{-1}$, respectively) has been reported [85].

Due to the unquenched orbital momentum, the possibility to strongly couple several lanthanoids could seem appealing [86]. However, the very same reason why lanthanoid-based mononuclear SMM are performant, i.e. the compact nature of the $4 f$ orbitals, constitutes an obstacle for promoting efficient magnetic exchange between centres. In the last decade, the synthesized polynuclear $4 f$-based SMM have shown moderate potential [87-89]. The game-changer in this context was reported by Long and co-workers in 2022. The molecule [ $\left(\mathrm{Cp}^{\mathrm{iPr} 5}\right)_{2} \mathrm{Dy}_{2} \mathrm{I}_{3}$ ] (Fig. 4d) contains two lanthanoids of mixed valence $\left(\mathrm{Ln}^{2+} / \mathrm{Ln}^{3+}\right)$ and a $d$ electron equally shared between the two centres. This valence delocalization is key to impart a parallel alignment of the spins, which in turn generates a barrier of $1631 \mathrm{~cm}^{-1}$ and a blocking temperature of 72 K [90].

It is worth mentioning that coupling $4 f$ metals with diffuse radicals can enhance the magnetic properties [91-95] leading to remarkably large hysteresis loops [96-101].

Finally, actinoids might seem a perfect building block for SMM due to the relatively large radial extension of the $5 f$ orbitals and the unquenched orbital angular momentum. However, the best performances obtained so far with these ions are modest [102-105] and the strategy of synthesizing multinuclear systems seems the most rewarding [106,107].

### 3.2. Pseudo contact shift agents

Nuclear Magnetic Resonance (NMR) is an extremely useful tool to determine the structure of molecules. However, in very large molecules (e.g. proteins) many NMR signals could fall in a relatively narrow range, crowding the spectrum and making peak assignment difficult. A local magnetic field can shift the nearby signals depending on the relative orientation between the field and the nuclei. Since the electron magnetic moment is 660 times greater than the proton one, unpaired electrons can be used to produce intense local fields.

A Pseudo Contact Shift agent (PCS) is a paramagnetic molecule able to shift the NMR signals of the nuclei placed in its proximity $[108,109]$. Discovered in 1996 [110], they have been successfully used for the structural determination of biomolecules [111-114], even in-cell [115].

The pseudo contact shift depends only on the anisotropic character of the magnetic susceptibility [116]. In a reference frame where the susceptibility tensor is diagonal, the pseudo contact shift assumes the following form:
$\delta^{p c}=\frac{1}{12 \pi r^{3}}\left[\Delta \chi_{a x}\left(3 \cos ^{2} \theta-1\right)+\frac{3}{2} \Delta \chi_{r h} \sin ^{2} \theta \cos 2 \varphi\right]$
where $r, \theta$ and $\varphi$ are the spherical coordinates defining the position of the nucleus with respect to the paramagnetic centre, and
$\Delta \chi_{a x}=\chi_{z z}-\frac{\chi_{x x}+\chi_{y y}}{2}$
$\Delta \chi_{r h}=\chi_{x x}-\chi_{y y}$


Fig. 5. Distance from a $\mathrm{Dy}^{3+}$ ion with easy axis magnetic anisotropy (solid lines) and easy plane magnetic anisotropy (dashed lines) at which a shift of | 0.051 ppm is observed. The blue and red curves represent shifts of nuclei along the $z$ axis and the $x y$ plane, respectively. The green ellipsoids represent the magnetic susceptibility.

Here $\chi_{\mathrm{xx}}, \chi_{\mathrm{yy}}, \chi_{\mathrm{zz}}$, are the principal components of the susceptibility tensor, therefore $\Delta \chi_{\text {ax }}$ defines the axiality (i.e. how much the susceptibility along $z$ differs from the average susceptibility in the plane) and $\Delta \chi_{\text {rh }}$ defines the rhombicity (i.e. the anisotropy in the $x y$ plane). A detailed discussion on the relaxation time and magnetic anisotropy influence on, e.g., the signal broadening is outside the scope of this review. However, we must mention that long relaxation times and high magnetic anisotropy cause significant signal broadening, therefore reaching a reasonable compromise between high anisotropy and signal broadening is often crucial, as reviewed in literature [108].

The influence of magnetic anisotropy is, in PCS literature, conveniently discussed using the anisotropy of the magnetic susceptibility ( $\Delta \chi$ ) as descriptor because $\Delta \chi$ is directly proportional to the obtained shift (Eq. (9)). Since magnetic anisotropy stems from spin orbit coupling, the same metal ions used in the design of SMM are the most common in PCS [117,118]. Indeed, in the last 10 years the field was dominated by the use of lanthanoid complexes, and, to a lower extent, $\mathrm{Co}^{2+}$ high spin $(S=3 / 2)$ and $\mathrm{Fe}^{3+}$ low spin $(S=1 / 2)$ complexes [108,109]. Room temperature typical values of $\Delta \chi_{a x}$ are of the order of $10^{-31}$ (heavy lanthanoids) or $10^{-32} \mathrm{~m}^{3}$ (light lanthanoids and transition metals). Since most biomolecules maintain their structure only at very stringent pH and temperature conditions, the structure, stability and solubility of the complexes become key factors. Indeed, the majority of the ligands recently studied for PCS purposes are polydentate ligands such as cage ligands [119-121] or functionalized macrocyclic cavities [109,122,123].

Keeping $\Delta \chi_{\mathrm{ax}}$ constant and changing its sign (e.g. from easy axis to easy plane) has no effect on the magnitude of the induced pseudo contact shift, as evident from equation (9). For example, [TmDOTA• $\left.\mathrm{H}_{2} \mathrm{O}\right]^{-}$ and [DyDOTA $\left.\cdot \mathrm{H}_{2} \mathrm{O}\right]^{-}(\mathrm{DOTA}=1,4,7,10$-tetraazacyclododecane $\mathrm{N}, \mathrm{N}$, N', ${ }^{\prime}$ ", -tetraacetate) possess comparable $\Delta \chi_{\mathrm{ax}}$ (positive and negative respectively, at room temperature) $[124,125]$ and they indeed produce similar shifts [108].

However, from a practical point of view the most immediate strategy to increase the magnetic anisotropy is maximizing $\Delta_{0-1}$, as discussed for


Fig. 6. Experimental ${ }^{1} \mathrm{H}$ NMR spectrum, and structure of Dy (bbppn) Cl [118]. The spectrum was recorded at 293 K and 9.4 T in $\mathrm{CD}_{2} \mathrm{Cl}_{2}$. Colour code: Dy: aquamarine, Cl : yellow, O : red, N : blue, $\mathrm{C}:$ :grey. H atoms omitted for clarity.

SMM. In Fig. 5 we have reported the distance at which a shift of $|0.05|$ ppm can be observed at $T=300 \mathrm{~K}$ and $B=15 \mathrm{~T}$ for a perfectly easy axis (straight lines) and easy plane (dashed lines) $\mathrm{Dy}^{3+}$ ion ( $J=15 / 2$ and $g_{J}$ $=4 / 3)$ as a function of $\Delta_{0-1}$. The shape of the curves depend on the magnetic anisotropy of the system. For an easy axis system, enlarging $\Delta_{0-1}$ increases the magnetic anisotropy, effectively allowing to observe the shifts at longer distance, and the curves tend to saturate when the ground state is the only one significantly populated. For easy plane systems, the curves show a peak after which the magnetic anisotropy decreases and so does the pseudo contact shift. This phenomenon is due to the decrease of the magnetic moment that an easy plane system experiences when only the ground state gets populated and it is in fact particularly relevant for non-Kramers ions (ground $m_{J}=0$ for axial easy plane systems).

By comparing the curves in Fig. 5 along, e.g., the $z$ axis, it is possible to extract the best magnetic anisotropy to target when the purpose of the experiment is mapping the largest portion of space. It is evident that easy axis systems with sufficiently large $\Delta_{0-1}$ can shift signals at longer distance than easy plane systems. In other words, with a fixed $\Delta_{0-1}$ an easy axis system is more anisotropic than the corresponding easy plane one. Although the exact value of $\Delta_{0-1}$ at which the magnetic anisotropy of an easy plane and an easy axis system equate depends on the considered ion, the conclusion that easy axis magnetic anisotropy must be preferred over easy plane is general. This is a positive news for Chemists, because lanthanoid ions with large total angular momentum values are more prone to exhibit an easy axis magnetic anisotropy than an easy plane one, as theoretically predicted [35] and experimentally demonstrated [125]. Following this simple reasoning, Sessoli and co-workers recently exploited the same magnetic anisotropy design employed for SMM to engineer a promising PCS [118]. The structure of the molecule, Dy (bbppn)Cl ( $\mathrm{H}_{2} \mathrm{bbppn}=\mathrm{N}, \mathrm{N}$ '-bis(2-hydroxybenzyl)-N,N'-bis(2-methyl-pyridyl)-1,2-propylenediamine), is reported in Fig. 6 and a thorough magnetic study revealed an extremely pronounced easy axis anisotropy at all temperatures and fields. At the conditions of the NMR experiment ( 293 K and 9.4 T ) the shifts produced on the ligand protons exceed 1000 ppm , as reported in Fig. 6. The value of $\Delta \chi_{\mathrm{ax}}$ and $\Delta \chi_{\mathrm{rh}}$ are $2.1610^{-30} \mathrm{~m}^{3}$ and $-2.1710^{-32} \mathrm{~m}^{3}$, respectively. Such a high axiality has the potential to produce shifts of 0.05 ppm at a distance as high as $130 \AA$ (along the $z$ axis of the molecule). This value, to the best of our knowledge, outperforms all current PCS and demonstrates that SMM and PCS can be
designed with similar principles.
It is now interesting to comment on how to map crowded environments, a very common scenario in biological systems. Let's suppose to have a sphere of protons at, e.g., 5 nm from the paramagnetic centre. The acquisition of the NMR spectrum using an hypothetical PCS axial system with $\Delta \chi_{\mathrm{ax}}=10^{-30} \mathrm{~m}^{3}$ would reveal shifts of $\sim 400 \mathrm{ppm}$ along the $z$ axis and of -200 ppm in the $x y$ plane, therefore not allowing an unambiguous mapping of the $x y$ plane. This problem has been elegantly tackled using chemistry. Changing the length of the chemical linker connecting the PCS to the protein allows to access different spatial conformations, providing complementary information [126]. In the case of quite rigid linkers, also rhombicity can be considered as a useful asset to impart different shifts to the ${ }^{1} \mathrm{H}$ nuclei in the $x y$ plane. For instance, maximizing the rhombicity of the aforementioned tag would impart chemical shifts of -320 and -107 ppm to protons along the $y$ and $x$ axis, respectively, therefore boosting the spatial resolution in the $x y$ plane.

### 3.3. Optically Addressable Qubits

Quantum bits, or qubits ( QB ), are quantum objects that can be prepared in a coherent superposition state, $\psi=\alpha|0\rangle+\beta|1\rangle$ [127]. This characteristic renders them somewhat complementary to SMM: while SMM are two-states systems, and are therefore suitable for classical information storage, QB are much more appealing for processing and transmitting coherent quantum information. QB have the potential to be game-changers in several fields. For example, thanks to the no-cloning theorem (i.e. the impossibility to prepare an independent and identical copy of an arbitrary unknown quantum state [128]) QB could revolutionize the field of cryptography. Another intriguing perspective is the possibility to simulate the properties of matter using bits that obey the same laws as atoms (i.e. quantum mechanics). A fascinating and realistic perspective on the future quantum internet $[129,130]$ was recently reported by Laorenza and Freedman [131].

In 2000, DiVincenzo distilled the five essential characteristics that a QB must possess [132]: I. A QB must be well-defined and scalable to produce QB architectures, II. It must have the proper electronic structure to be initialized in a defined state, III. It must possess an appropriate coherence time (i.e. the lifetime of the superposition state) to perform operations, IV. It must be able to perform a set of quantum operations, V. It must be individually measurable.

At the present stage, the prime candidates to realise quantum networks are solid state defects in materials [133,134], or superconducting circuits [135-137]. For example, nitrogen vacancies have shown potential for quantum teleportation of an arbitrary quantum superposition state with average state fidelity exceeding the classical limit [138]. However, the advantages of molecular spins are rapidly putting molecules back in the race [139-141]. Molecular QB are not bound to a specific host and they can be arranged in architectures of various dimensionality [127,142,143], therefore satisfying the first DiVincenzo criterion. Moreover, their properties can be finely tuned by the judicious use of coordination chemistry [144-149].

To demonstrate that the electron spin can be coherently controlled, a pulsed EPR experiment is usually performed, and the Rabi oscillations typical of a two-levels quantum system are extracted [150]. In practical terms, the manipulation of a QB requires that the two involved states can be coupled by readily available microwave frequencies in an EPR experiment. Therefore, the simplest QB that can be imagined is an $S=1 /$ 2 molecule. Many such molecules have been synthetized and proposed as possible QB [140]. A chemical approach has been used to pinpoint the main sources of decoherence, that are the fluctuating fields caused by the nuclear spins $>6 \AA$ away from the spin centre [151,152]. This problem can be circumvented by the usage of elements with null nuclear spin or specific isotopes [153-155], or by the exploiting transitions less sensitive to the environment such as clock transitions [139,156,157]. However, the first approach has an obvious economical drawback and can be seldomly applied in organic chemistry, while the second partially


Fig. 7. a) Energy level scheme and initialization process for an $S=1$ molecular QB. The symbols $|+\rangle$ and $|-\rangle$ represent the linear and antilinear combination of the $\left|m_{s}\right\rangle=| \pm 1\rangle$ states belonging to the ground $S=1$ multiplet. b) Structure of $\mathrm{Cr}(\mathrm{o}-\text { tolyl })_{4}$ [165]. Colour code: Cr: violet, C: grey, H omitted for clarity.
nullify the tuneability advantage and the possibility to couple molecular QB [127].

With these premises, it might seem that an electronic structure design is superfluous for QB. Indeed the only initialization process possible for such a system is a thermally-driven one, i.e. applying a
magnetic field and lowering the temperature enough to selectively populate the ground state. At fields of the order of 1 T , a selective population of the ground state ( $>99 \%$ ) can be achieved at $T<290 \mathrm{mK}$, making $S=1 / 2$ QB suboptimal to satisfy the second DiVincenzo criterion.

This problem can be overcome by optical initialization using the ZFS of, e.g., $S=1$ systems. Indeed, the initialization mechanism of nitrogen vacancies in diamond [158], divacancies in silicon carbide [159] and chromium impurities in gallium nitride [160] occurs exploiting the electronic structure of the $S=1$ "impurity". In 2018 Freedman and coworkers proposed to mimic this initialization process in molecular qubits, labelling this type of materials Optically Addressable Qubits (OAQB) [161]. In order to synthesize OAQB candidates several criteria must be met. First of all, a state $m_{S}=0$ must be present in the ground multiplet, therefore non-Kramers ions must be selected. Among these, ions with $S=1$ must be preferred in order to minimize the number of involved states. Moreover, the value of $\Delta_{0-1}$ must be commensurate to the EPR microwave energy ( $0.3 \mathrm{~cm}^{-1}$ in the X-band spectrometers) to allow manipulation. The rest of the electronic structure (i.e. the first excited spin multiplets) must also be carefully engineered via a combination of (strong) ligand field and (high) molecular symmetry to allow appropriate optical control. A more thorough guideline to address this point can be found in the literature [161], while here we simply describe the electronic structure and initialization process recently proposed by Awshalom and Freedman on a series of $\mathrm{Cr}^{4+}$ complexes [162].

Although simplified, the scheme reported in Fig. 7a captures the physics of the process. A resonant optical pulse excites the spins from the $|0\rangle$ ("bright") state belonging to the ground $S=1$ state to an excited $S=$ 0 state. Then, spontaneous photoluminescence occurs and the spins can either relax to the $|0\rangle$ state (and then getting re-excited) or to the $| \pm 1\rangle$ ("dark") states. If the characteristic relaxation time of the spins in the ground state $\left(T_{1}\right)$ is longer than the excited state lifetime ( $T_{\mathrm{opt}}$ ), multiple cycles accumulate polarization in the $| \pm 1\rangle$ states (i.e. allow initialization). The optical contrast between the start and the end of a single pulse effectively constitutes a lower limit on the spin polarization. Notably, if the transition between the ground and excited state is sufficiently narrow, both initialization and readout can be performed. Since the polarization process occurs due to the composition of the states (and not their relative energy), the sign of the ZFS parameter is immaterial for this application. Great progress in this area has been done over the last few years with $\mathrm{V}^{3+}$ [163], $\mathrm{Ni}^{2+}$ [164], and $\mathrm{Cr}^{4+}$ [165] complexes.

It is now intriguing to discuss the role of the rhombicity in this


Fig. 8. a) Simplified mechanism describing the magnetocaloric effect. b) Influence of the ZFS parameter on the magnetocaloric effect.
process. If rhombicity is null (i.e. the $|+1\rangle$ and $|-1\rangle$ states are degenerate) the complex is, in zero field, a simple two level system. This is the case of $\mathrm{Cr}(o \text {-tolyl })_{4}$ (Fig. 7b) [162]. However, if the complex has some degree of rhombicity the degeneracy of the doublet is removed and the two states become the linear and antilinear combination of $| \pm 1\rangle(|+\rangle$ and $|-\rangle$ in Fig. 7a). This degeneracy removal constitutes an asset because the transition between these states is poorly sensitive to external perturbations (as in nuclear clock transitions) while maintaining the advantages of involving electron spins instead of nuclear spins. Rhombicity has been introduced by proper structural modification [162] or by dilution in a non-isostructural, lower symmetry matrix [166].

### 3.4. Magnetic Refrigerants

Many modern technologies require low temperatures to operate. In this article we have discussed two categories of materials (SMM and QB) that, at the present stage, require low temperature to work. However, there are many more, such as superconductors. If the desired operational temperature is below liquid nitrogen boiling temperature ( 77 K ), liquid He is generally used. Nowadays cryogenics and superconductivity applications consume almost $30 \%$ of the global He supply [167]. However the price of this cooling fluid is rapidly raising due to the limited supply. Even more problematic is reaching very low temperatures because it usually requires ${ }^{3} \mathrm{He}$, prohibitively expensive even compared to ${ }^{4} \mathrm{He}$ [168]. Nonetheless, 25 mK is the operational temperature of the most powerful quantum computers currently in use, therefore cryorefrigeration is a very active research field.

Molecular materials, thanks to their monodispersity and controllability, can offer a cheap and environmentally friendly solution to this problem by employing the Magneto Caloric Effect (MCE). Normal MCE is a physical process that exploits a change in magnetic entropy of a system upon application/removal of a magnetic field to cool the surroundings. Also the opposite effect, called reverse MCE, can be obtained and used for energy recovery [169], but we will not discuss it here. In conventional normal MCE setups the magnetic field is applied on a fixed single crystal or thin layer of molecules.

The molar magnetic entropy $\left(S_{m}\right)$ of an isolated system can be obtained by simple derivation of the free energy with respect to the temperature [170]:
$S_{m}(T, H)=-\left(\frac{\partial F}{\partial T}\right)_{B}=R T\left(\frac{\partial \ln Z}{\partial T}\right)_{B}+R \ln Z$
where the symbols have the same meaning as in Eq. (5). If the system is paramagnetic, the levels in the partition function will correspond to different (combinations of) $m_{S}$ or $m_{J}$.

Let's refer to Fig. 8a and consider a magnetic refrigerant in a condition A , with an associated entropy $S_{\mathrm{A}}$, at temperature $T_{\mathrm{A}}$ and magnetic field $B_{1}$ (typically, $B_{1}=0 \mathrm{~T}$ ). If we increase the field to a value $B_{2}$, we expect a lowering of the entropy of the magnetic system due to the selective population of the lowest state(s), associated with heat release to the bath. If this process is conducted isothermally (i.e. the released heat is efficiently captured by heat sinks) we end up in the situation described by the point B in Fig. 8a. If we now perform an adiabatic demagnetization process (i.e. we lower the field to the previous value keeping the total entropy constant) the entropy that the magnetic system gains must be taken from the environment, with a consequent cooling (i.e. $\Delta T=T_{C^{-}}$ $T_{\mathrm{B}}$, point C in Fig. 8a). Several types of refrigeration cycles based on this effect have been proposed [171].

For the purpose of this review it is now interesting to evaluate the role of the anisotropy in this process, while a rigorous treatment of the effect, that takes into account also the lattice entropy, is described in the literature [171-175]. We have plotted the zero field entropy vs temperature curves of two $S=5$ systems with different ZFS values $(g=2$ and $D=-0.15 \mathrm{~cm}^{-1}$ or $D=-1.5 \mathrm{~cm}^{-1}$, black and blue curves in Fig. 8b, respectively). The black curve (referring to the system with the smaller


Fig. 9. Outstanding Molecular Refrigerants. a) $\mathrm{Mn}(\mathrm{glc})\left(\mathrm{H}_{2} \mathrm{O}\right)_{2}$ [178] b) $\mathrm{Gd}_{60}$ [189] c) $\mathrm{Gd}_{102} \mathrm{Ni}_{36}$ [191] Colour code: Mn: brown, O: red, Gd: green, Br: violet, C: grey, S: yellow, N: blue, Ni: light pink H atoms omitted for clarity.

ZFS) has a higher entropy at all temperatures. This can be simply explained by recalling that in the less anisotropic system more levels are thermally accessible. In the high temperature limit (all states equally populated in both systems) the entropy in zero magnetic field assumes the value $S_{m}=R \bullet \ln (\Omega)=R \bullet \ln (2 S+1)$ (where $S$ is the total spin). Since the entropy curves of these systems are almost identical at high
temperature (i.e. the red and magenta curves are superimposable in the right region of Fig. 8b), the isothermal demagnetization process causes a larger temperature drop in the system with smaller magnetic anisotropy (i.e. $\left|T_{\mathrm{C}}-T_{\mathrm{B}}\right|>\left|T_{\mathrm{D}}-T_{\mathrm{B}}\right|$ in Fig. 8 b ). This result can be intuitively explained by recalling that magnetic anisotropy is necessary to provoke a thermal evolution of free energy in zero field (an isotropic system has a constant magnetic entropy), but the application/removal of the magnetic field must affect the partition function significantly to produce measurable temperature drops. In other words, the effect of a magnetic field variation on a very anisotropic system is negligible because the population of the states does not change significantly, and it is therefore not useful for conventional MCE purposes. The preferred sign of $D$ in the literature is negative, because for certain positive values of $D$ a reverse MCE can be observed [176]. Interestingly, a change in sign of the $D$ parameter (i.e. a magnetic anisotropy change from easy plane to easy axis) has a lower impact on the curves than the same change in magnitude. For example, changing the sign of $D$ from $-0.15 \mathrm{~cm}^{-1}$ to + $0.15 \mathrm{~cm}^{-1}$ enhances the MCE of only $4.2 \%$ while the same relative change in magnitude ( $-0.15 \mathrm{~cm}^{-1}$ to $-0.45 \mathrm{~cm}^{-1}$ ) provokes a decrease of MCE of about $26 \%$. We can conclude that in these materials keeping the ZFS (and therefore $\Delta_{0-1}$ ) sufficiently small has priority over designing the nature of magnetic anisotropy.

Although the most straightforward observable for evaluating the potential performance of a MCE agent is $\Delta T$, this is not usually measured due to experimental difficulties in its detection. Instead, the preferred way to assess the potential of a MCE agent is to obtain other two quantities, namely the isothermal change in magnetic entropy ( $\Delta S_{\mathrm{m}}$ ) and the cooling power or refrigerant capacity (RC) via magnetometric data. The former is simply defined as the difference between the entropy of the system in the field $B_{2}$ and the entropy of the system in the field $B_{1}$ (usually 0 T ), and therefore corresponds to the isothermal process A-B in Fig. 8. Since the sign of $\Delta S_{\mathrm{m}}$ is negative for normal MCE, literature usually reports its maximum absolute value. RC accounts for the effective amount of heat that is transferred between the hot and cold reservoirs [176,177].

Since the most desirable requirements extracted from our analysis are I. Large spin values and II. Small ZFS, the best metal ions to use in mononuclear complexes are the ones with half-filled configurations (total orbital angular momentum $L=0$, since in these cases SOC only acts at the second-order to introduce magnetic anisotropy). Therefore $\mathrm{Mn}^{2+}$ and $\mathrm{Gd}^{3+}$ are ideal choices $(S=5 / 2$ and $7 / 2$, respectively). This approach has indeed been used to produce impressive $\left|\Delta S_{\mathrm{m}}\right|$ values. Currently, the record value for a mononuclear $\mathrm{Mn}^{2+}$ complex namely $\mathrm{Mn}(\mathrm{glc})\left(\mathrm{H}_{2} \mathrm{O}\right)_{2}(\mathrm{glc}=$ glycolate $)$ is fixed at $\left|\Delta S_{\mathrm{m}}\right|=60.3 \mathrm{~J} \mathrm{~kg}^{-1} \mathrm{~K}^{-1}\left(B_{2}\right.$ $=7 \mathrm{~T}$ ) and has been reported by the group of Tong in 2014 (Fig. 9a) [178]. The reported value, scaled per mass, is even more impressive if one takes into account that the magnetic centres density in molecular materials is usually lower than in extended networks. The record value of $\left|\Delta S_{\mathrm{m}}\right|$ for a mononuclear $\mathrm{Gd}^{3+}$ complex is held by [[Gd $\left.\left.(\mathrm{OAc})_{3}\left(\mathrm{H}_{2} \mathrm{O}\right)_{2}\right]_{2}\right] \cdot 4 \mathrm{H}_{2} \mathrm{O}\left(\left|\Delta S_{\mathrm{m}}\right|=40 \mathrm{~J} \mathrm{~kg}^{-1} \mathrm{~K}^{-1}\left(B_{2}=7 \mathrm{~T}\right)\right)$ and has been reported by Evangelisti and co-workers [179]. However, many Gd ${ }^{3+}$ complexes have been reported and studied [180]. The key element that emerges from the analysis of the reported structures is the density of the magnetic centres, which increases with the use of lighter ligands. A good example of this concept was provided by Evangelisti who reported the compound $\left[\mathrm{Gd}(\mathrm{HCOO})_{3}\right.$ ] exhibiting an extremely high magnetic density per unit volume [181]. Using the same ligand, yet more recently, a complex of formula $\left[\mathrm{Gd}(\mathrm{HCOO})\left(\mathrm{C}_{2} \mathrm{O}_{4}\right)\right]_{\mathrm{n}}$ with $\left|\Delta S_{\mathrm{m}}\right|$ of $32.7 \mathrm{~J} \mathrm{~kg}^{-1} \mathrm{~K}^{-1}$ ( $B_{2}=2 \mathrm{~T}$ ) has been reported [182].

Bimetallic clusters have also been studied for MCE purposes. The most intuitive combination of metals to use is a transition metal coupled with $\mathrm{Gd}^{3+}$ [183]. Ideal $3 d$ metals are fairly isotropic species such as $\mathrm{Mn}^{2+}, \mathrm{Fe}^{3+}, \mathrm{Cr}^{3+}$, and $\mathrm{Cu}^{2+}$. A good example in this sense was reported in 2013 by Colacio et al. in which a ferromagnetic coupling is observed between $\mathrm{Mn}^{2+}$ and $\mathrm{Gd}^{3+}$ and a $\left|\Delta S_{\mathrm{m}}\right|$ of $23.5 \mathrm{~J} \mathrm{~kg}^{-1} \mathrm{~K}^{-1}\left(B_{2}=7 \mathrm{~T}\right)$ [184]. Bimetallic species with $\mathrm{Cu}^{2+}$ [185], $\mathrm{Cr}^{3+}$ [186], $\mathrm{Fe}^{3+}$ [187], and
$\mathrm{Ni}^{2+}$ [188] have also been reported. Of course, another viable strategy is assembling polynuclear clusters of strongly interacting ions, as evidenced by fairly recent works. If the interactions are mostly ferromagnetic, the spin ground state can reach very high values while maintaining a relatively low magnetic anisotropy. This strategy has proven particularly rewarding for Gd-based molecules. The molecular cluster reported in Fig. 9b contains 60 ferromagnetically coupled $\mathrm{Gd}^{3+}$ ions (total spin $S=210$ ) and it holds, to the best of our knowledge, the record value of $\left|\Delta S_{\mathrm{m}}\right|=48 \mathrm{~J} \mathrm{~kg}^{-1} \mathrm{~K}^{-1}\left(B_{2}=7 \mathrm{~T}\right)$ [189]. It is worth mentioning that another cluster formed by 12 weakly couple $\mathrm{Gd}^{3+}$ atoms has been recently synthesized and exhibits remarkable properties $\left(\left|\Delta S_{\mathrm{m}}\right|=46 \mathrm{~J} \mathrm{~kg}^{-1} \mathrm{~K}^{-1}, B_{2}=7 \mathrm{~T}\right)$ [190]. Another impressive result of $\mid \Delta$ $S_{\mathrm{m}} \mid=41 \mathrm{~J} \mathrm{~kg}^{-1} \mathrm{~K}^{-1}\left(B_{2}=7 \mathrm{~T}\right)$ was recently obtained by synthesizing a gigantic mixed $3 d-4 f$ cluster containing $36 \mathrm{Ni}^{2+}$ ions and $102 \mathrm{Gd}^{3+}$ ions (total spin $S=393$, Fig. 9c) [191]. Spin frustration has also been exploited as a source of large cooling power [192]. Indeed, the competition between ferro- and antiferromagnetic interactions leads to highly degenerate ground states that enhance $\left|\Delta S_{\mathrm{m}}\right|$ [193].

Finally, it is worth mentioning that in the last years an alternative setup that exploits high magnetic anisotropy for MCE purposes has been proposed [176]. If a single crystal contains (mostly) collinear anisotropic molecules (details about collinearity in crystals can be found in literature [194]), the molar entropy will also be anisotropic. Therefore, rotating the sample under a constant magnetic field changes the entropy effectively producing a cooling cycle [195-197]. Importantly, this setup saves a significant amount of time and resources because changing the magnetic field is the most time consuming and expensive part of the process [198].

### 3.5. Magnetic anisotropy switches

In the previous paragraphs we have emphasized how $\Delta_{0-1}$ and magnetic anisotropy represent a common ground to design several cutting edge materials. Therefore, obtaining materials with switchable magnetic anisotropy is of high technological interest. Although the magnetic anisotropy switch can occur due to interlevel crossings, especially in molecular clusters [199,200], in this paper we will focus on mononuclear complexes exhibiting this phenomenon due to their intrinsic electronic structure. This class of materials, called molecular Magnetic Anisotropy Switches (MAS) was discovered by Perfetti and coworkers in 2018 [201]. MAS can switch their magnetic anisotropy thanks to external stimuli such as temperature, magnetic field, and pressure [4,24].

To understand the chemical design that must be followed to obtain MAS materials we must first pinpoint the origin of the switch. In this article we will discuss the phenomenon qualitatively, while a numerical evaluation of the effect is reported in literature [201]. Let's consider a hypothetical $\mathrm{Ce}^{3+}$ ion ( $J=5 / 2, g_{J}=6 / 7$ ) in an axial Crystal Field. For certain Crystal Field parameters we can imagine having the following composition of the $m_{J}$ states: ground state $| \pm 1 / 2\rangle$ at energy $E_{\mathrm{g}}$, first excited state $| \pm 5 / 2\rangle$ at energy $E_{1}$, second excited state $| \pm 3 / 2\rangle$ at energy $E_{2}$. For the sake of simplicity, and without any loss of generality, we can neglect the presence of the second excited state assuming that its energy is sufficiently high to avoid its population at all the considered temperatures ( $E_{2} \gg E_{1}$ ). The corresponding Zeeman diagram of such a system with a magnetic field along the $x y$ plane and along $z$ is reported in Fig. 10. If only the ground state is populated (i.e. at low temperature) the resulting anisotropy is easy plane because the slope of the pure $| \pm 1 / 2\rangle$ level (i.e. its $g$ factor) is higher in the $x y$ plane than along $z$ ( $18 / 7$ vs 30 / 7). However, the opposite is true for the $| \pm 5 / 2\rangle$ level ( 0 vs $30 / 7$ ). Therefore, if we increase the population of the first excited state by increasing the temperature (Fig. 10b) the anisotropy must switch to easy axis. The resulting magnetic anisotropy phase diagram is reported in Fig. 10c. In this simple scenario no level crossings were involved, and the effect originated from a simple change of population difference between the states. Our example can be trivially extended to consider the


Fig. 10. a) Low and b) high temperature spin distribution of the levels of an hypothetical $\mathrm{Ce}^{3+}$ ion (see text for details). c) Resultant magnetic anisotropy phase diagram.
effect of a magnetic field or pressure change [24]. If more (possibly mixed) levels are involved, the picture gets more complicated but the physics of the effect described here remains valid [24,201]. For such reason, we will describe here a simple chemical recipe to obtain MAS based on ground and first excited state only.

The two key parameters to control for designing ad hoc molecular switches are, in close resemblance with the other materials described in this paper, $\Delta_{0-1}$ and the level composition. $\Delta_{0-1}$ must be kept sufficiently small to have more than one thermally accessible level in the temperature range of interest, however a too small separation could result in a switch at extremely low temperature. Therefore, the targeted $\Delta_{0-1}$ is somewhat intermediate between the desired one for SMM/PCS and MR/ OAQB. In practice, this can be achieved exploiting ions with large potential for magnetic anisotropy (e.g. lanthanoids) in quasi-spherical coordination environments. Highly symmetrical environments can help in


Fig. 11. a) Structure and b) magnetic anisotropy phase diagram of [Dy $\left.\left(\mathrm{H}_{2} \mathrm{O}\right)_{9}\right]^{3+}$ [24]. Colour code: Dy: aquamarine, O: red, H: white.
lowering the mixing of the levels, therefore allowing a higher degree of control. Moreover, since a nontrivial order of the $m_{J}$ levels is mandatory (i.e. not from lowest to highest or vice versa) high order Crystal Field parameters are key. For this reason, lanthanoids are well-suited ions while transition metals (especially first row) are not ideal.

Two textbook lanthanoid complexes in this respect are $\left[\mathrm{PPh}_{4}\right][\mathrm{Ln}[\mathrm{Pt}$ $\left.\left.(\mathrm{SAc})_{4}\right]_{2}\right]\left(\mathrm{Ln}=\right.$ Ho or $\mathrm{Er}, \mathrm{SAc}^{-}$: thioacetate) [201]. The eight oxygen atoms of the two ligands coordinate the lanthanoids in an almost perfect square antiprism fashion. The resulting quasi D4d symmetry favours low mixing and a nontrivial order of the $m_{J}$ levels. By raising the temperature, the Er-derivative switches anisotropy from easy plane to easy axis at 45 K while the Ho-derivative does the opposite at 18 K . Interestingly, the $\mathrm{Pt}^{2+}$ diamagnetic ion in the structure have been replaced with $\mathrm{Pd}^{2+}$, showing that changes in the ligand structure can be exploited to tune the switch and even to quench it, as for $\left[\mathrm{PPh}_{4}\right]\left[\mathrm{Dy}\left[\mathrm{M}(\mathrm{SAc})_{4}\right]_{2}\right]\left(\mathrm{M}=\mathrm{Pd}^{2+}\right.$ or $\mathrm{Pt}^{2+}$ ) [32,34].

Moreover, even simple molecules can exhibit complicated magnetic anisotropy diagrams. One such case is the $\left[\mathrm{Dy}\left(\mathrm{H}_{2} \mathrm{O}\right)_{9}\right]^{3+}$ complex, that exhibits a crowded tricapped square prism geometry (Fig. 11a). Indeed, this molecule was theoretically predicted, and experimentally verified to have two switches in temperature [24], as evident from the magnetic anisotropy phase diagram reported in Fig. 11b. A comprehensive overview of molecules exhibiting a switch can be found in the literature [4,24].

### 3.6. Multifunctional materials

In this review we have shown that the five discussed functional materials can, to a reasonable extent, be designed based on $\Delta_{0-1}$ and


Fig. 12. Classification of the molecular magnetic materials discussed in this paper based on the separation between their ground and first excited state ( $\Delta_{0-1}$ ).
magnetic anisotropy. A full optimization of each property requires a fine tuning of other material-specific parameters (e.g. the relaxation time in SMM or the signal broadening in PCS). Consequently, a complete synergy between two properties is impossible. However, it is often possible
to synthesize molecules with several unrelated subunits exhibiting different properties.

If one keeps in mind the required values of the molecular spin, $\Delta_{0-1}$ and magnetic anisotropy can also be used to assess the possible synergic combinations between different functionalities. In the next paragraphs we focus on multifunctional materials in which the same functional unit is responsible for both properties. Fig. 12 qualitatively summarizes the ideal $\Delta_{0-1}$ value that must be targeted to obtain a certain material and the degree of overlap between different functionalities.

MR must possess large value of the total spin and extremely small $\Delta_{0}$ ${ }_{1}$ to exhibit sizable magnetic entropy changes at low temperature (where the MCE is mostly needed). The first requirement hampers the synergy between MR and OAQB, because OAQB are typically $S=1$ systems. Moreover, the second requirement is in direct opposition with MAS, PCS and SMM design. To the best of our knowledge, there are no reports of MR + MAS or MR + PCS, but there are several examples of MR + SMM. Typically the combination of these functionalities is obtained in moderately anisotropic metal clusters that are not outstanding SMM [202-204]. A notable exception is the rotating magnetocaloric effect, where an anisotropic single crystal is rotated in a constant magnetic field. For this specific application, good SMM are excellent candidates [195].

OAQB must possess a rather unique electronic structure preventing substantial synergy with the other examined functionalities. Although many SMM have been encoded as electronic [139,205-208] and nuclear [209,210] non-optically addressable qubits, the electronic structure necessary for performing quantum operations in optically addressable systems is substantially at odds with SMM design.

The last three functionalities that we need to discuss are MAS, PCS and SMM. The magnitude of $\Delta_{0-1}$ in SMM and PCS is very large, while for MAS is usually moderate. However, there is reasonable overlap between


Fig. 13. Pictographic representation of the compatibility between MAS, PCS and SMM properties. The examples discussed in the main text are inserted in the intersections. PCS and SMM: [Dy(bbppn)Cl] [118], PCS and MAS: [ErW ${ }_{30}$ ] [211], MAS and SMM: [Er[Pt(SAc) $\left.)_{4}\right]_{2}^{2}$ [32], PCS, MAS and SMM: Dy(DOTA)•H2O [218]. Colour code: S: brown, O: red, Dy: aquamarine, Pt: light brown C: grey, Cl: yellow, N: blue, Er: violet, W: green, P: orange. H omitted for clarity.

Table 1
Indicative values of $\Delta_{0-1}$, magnetic anisotropy type required to target the five classes of materials discussed in this paper: Single Molecule Magnets (SMM), Pseudo Contact Shift agents (PCS), Optically Addressable Qubits (OAQB), Magnetic Refrigerants (MR), and Magnetic Anisotropy Switches (MAS) and remarkable examples taken from the literature.

| Material | $\Delta_{0-1} / \mathrm{cm}^{-1}$ | $\Delta_{0-1}$ values for some notable examples | Magnetic anisotropy type |
| :---: | :---: | :---: | :---: |
| SMM | > 100 | $\begin{aligned} & {\left[\mathrm{Co}\left(\mathrm{C}\left(\mathrm{SiMe}_{2} \mathrm{ONaph}\right)_{3}\right)_{2}\right] 468 \mathrm{~cm}^{-1}[19]} \\ & {\left[\left(\mathrm{Cp}^{\mathrm{iPr} 5}\right) \mathrm{DyCp}^{*}\right]\left[\mathrm{B}\left(\mathrm{C}_{6} \mathrm{~F}_{5}\right)_{4}\right] 672 \mathrm{~cm}^{-1}[84]} \\ & {\left[\left(\mathrm{Cp}^{\mathrm{iPr} 5}\right)_{2} \mathrm{Dy}_{2} \mathrm{I}_{3}\right] 558 \mathrm{~cm}^{-1}[90]} \end{aligned}$ | Easy axis |
| PCS | $>100$ | [Dy(bbppn)Cl] $405 \mathrm{~cm}^{-1}$ [118] <br> $\left[\mathrm{Tb}_{2}(\mathrm{obPc})_{3}\right] 370 \mathrm{~cm}^{-1}$ [117] | Easy axis better than easy plane |
| MAS | $5<\Delta_{0-1}<150$ | [ $\mathrm{YbPc}_{2}$ ] $153 \mathrm{~cm}^{-1}$ [223] <br> $\left[\mathrm{PPh}_{4}\right]\left[\mathrm{Er}\left[\mathrm{Pt}(\mathrm{SAc})_{4}\right]_{2}\right] 30 \mathrm{~cm}^{-1}$ [201] <br> $\left[\mathrm{Dy}\left(\mathrm{H}_{2} \mathrm{O}\right)_{9}\right]\left[\mathrm{ES}_{3} 8 \mathrm{~cm}^{-1}{ }_{[24]}\right.$ | Easy axis and easy plane |
| QB | $0.1<\Delta_{0-1}<5$ | [ $\left(\mathrm{C}_{6} \mathrm{~F}_{5}\right)_{3}$ trenVCN $\left.{ }^{t} \mathrm{Bu}\right] 3.6 \mathrm{~cm}^{-1}$ [163] <br> [ $\left.\mathrm{Ni}(\text { phen })_{3}\right]\left(\mathrm{BF}_{4}\right)_{2} 0.9 \mathrm{~cm}^{-1}$ [164] <br> [Cr(o-tolyl) $\left.)_{4}\right] 0.12 \mathrm{~cm}^{-1}$ [165] | - |
| MR | $\ll 1$ | $\begin{aligned} & \mathrm{Mn}_{10} \approx 0 \mathrm{~cm}^{-1} \\ & \mathrm{Gd}_{12} \mathrm{Na}_{6} \approx 0 \mathrm{~cm}^{-1} \end{aligned}$ | - |

these values, suggesting possible synergy between these functionalities. Fig. 13 shows four molecules that possess a combination of these functionalities.

If the low temperature anisotropy of a MAS is easy axis, it can function as a SMM. At low temperature, the complex [ $\mathrm{PPh}_{4}$ ][Dy[Pt (SAc) $\left.4_{2}\right]_{2}$ ] (Fig. 13) has an easy axis magnetic anisotropy and is a SMM [32,34], but the slow relaxation of the magnetization disappears at much lower temperature ( $<10 \mathrm{~K}$ ) compared to the switching point at which the magnetic anisotropy becomes easy plane (ca. 120 K ). We can argue that for a complete switch (i.e. easy axis to easy plane) the switching temperature is an upper limit for the working conditions of a SMM because at such transition the bistability is lost.

The combination MAS + PCS has not yet been reported. However, since the magnetic anisotropy of PCS can be either easy axis or easy plane, many reported MAS could function as PCS. In order to prove this point we have performed a simple calculation using the reported Crystal Field parameters for two polyoxometalate complexes of short formula $\operatorname{LnW}_{30}(\mathrm{Ln}=\mathrm{Er}$ and Tm) [211], that are known to be MAS [24]. The Erbased species switches its anisotropy from easy plane (low temperature) to easy axis (high temperature) while for the Tm species the opposite is true. We must notice that the occurrence of the anisotropy switch below room temperature imposes an anisotropy of the magnetic susceptibility below average for these systems. The value of $\Delta \chi_{\mathrm{ax}}$ is, at NMRcompatible experimental conditions ( $T=298 \mathrm{~K}$ and $B=10 \mathrm{~T}$ ), 6.0 $10^{-33}$ and $-1.510^{-33} \mathrm{~m}^{3}$ for $\mathrm{ErW}_{30}$ and $\mathrm{TmW}_{30}$, respectively. However, if these molecules were used as PCS agents they would be able to provoke sizable NMR shifts at quite large distances. We calculate that a shift of $|0.05| \mathrm{ppm}$ would be experienced by nuclei at 18.5 and $11.7 \AA$ away from the metal centre in $\mathrm{ErW}_{30}$ and $\mathrm{Tm} \mathrm{W}_{30}$, respectively.

Finally, we discuss perhaps the most synergic combination: SMM + PCS. Such a combination is possible thanks to the common requirement of having large $\Delta_{0-1}$. The magnetic anisotropy of a SMM must be easy axis, while there is not a strict requirement for the anisotropy of a PCS but, as we have demonstrated in Section 3.2, an easy axis anisotropy is the most convenient also for PCS. However, the operational conditions of these materials are very different: SMM should ideally function when deposited as a solid state array on a surface, while PCS are usually employed in liquid media (typically water) in the presence of biomolecules. This poses stringent constrains regarding the chemical stability, and solubility of the PCS. Unfortunately, the current high performance SMM are solvent, moisture and/or oxygen sensitive. The polydentate bbppn ligand makes $\mathrm{Dy}(\mathrm{bbppn}) \mathrm{Cl}$ a quite robust easy axis magnetic anisotropy building block, although the labile equatorial chlorine atom can be replaced by other ligands, adding some degree of tenability [212-217]. However, the complex is virtually insoluble in water and in fact the outstanding PCSs of Dy(bbppn)Cl were measured in dichloromethane [118]. Summing up, to achieve a SMM and a PCS, one
must target a ligand design that boosts an easy axis magnetic anisotropy, keeping in mind that the molecular structure must be robust enough to withstand competing ligands. Functionalized macrocyclic lanthanide complexes with strong axial O-based donors could be an ideal choice.

Finally, we notice that a molecule can even exhibit three of these functionalities (centre of Fig. 13). DyDOTA is a low temperature SMM [218] with the easy axis pointing almost perpendicular to the $\mathrm{Dy}-\mathrm{OH}_{2}$ bond [219-221]. DyDOTA is also recognized as a PCS due to its robust structure in solution [108,124,222]. The magnetic anisotropy of DyDOTA as PCS is close to being of easy plane type. This implies that DyDOTA is also a MAS complex, and it has been indeed demonstrated that its anisotropy switches [125].

## 4. Conclusions

In this paper we have discussed how the electronic structure and the magnetic anisotropy affect the performances of five types of molecularbased magnetic materials. Our analysis identifies the separation between the ground and the first excited state $\left(\Delta_{0-1}\right)$ as an excellent starting point to assess if a material will be more or less suitable for a certain application, as summarized in Fig. 12. Even though exact numbers are difficult to provide, a rough estimation of the best $\Delta_{0-1}$ and magnetic anisotropy type for each application is specified in Table 1 alongside with $\Delta_{0-1}$ values extracted from outstanding reported examples. Moreover, our analysis on the chemical structure of the best performance metal complexes present in the literature provide basic guidelines to be used as mainstays for the synthesis of magnetic materials with excellent performances.
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