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Abstract. This paper explores the potential of utilizing ChatGPT, a
large language model (LLM), for generating and evaluating visual novel
(VN) game stories in the context of global warming awareness through
a VN game. The study involves generating two stories using ChatGPT,
one with given global warming related keywords as an inspiration for
ChatGPT along with a specified ending and another without, and eval-
uating them based on several linguistic criteria: coherence, inspiration,
readability, word complexity, and narrative fluency. Results reveal that
keywords-inspired story exhibit higher coherence, while the basic one
demonstrate greater inspiration. The findings highlight the advantages
of each story and emphasize the value of AI-driven narrative genera-
tion in creating engaging and informative experiences. Furthermore, the
study introduces an innovative approach by employing ChatGPT as an
evaluator for the story quality, by combining various prompt engineering
techniques showcasing the diverse applications of LLMs in interactive
storytelling. This work contributes to the growing field of LLM-based
story generation and underscores the potential of AI-driven narratives in
fostering awareness and engagement on critical issues like climate change.
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1 Introduction

Climate change is defined by United Nations as “long-term shifts in tempera-
tures and weather patterns” [30]. While to some degree variations in atmospheric
conditions occur in nature [4,51], human activities have managed to exacerbate
this phenomenon to critical levels, being responsible for 1.1C◦ of global warm-
ing since 1800 [11]. Specifically, the human footprint in climate change can be
found in the widespread consumption of fossil fuels that lead to an increase in
greenhouse gases present in the atmosphere, which prevents solar heat from dis-
persing, thus increasing temperatures [18,30]. Several measures have been taken
to tackle climate change issues, such as using video games as tools that have the
potential to realize this enlightenment and intervention, due to their prevalence
and the audiences they reach [15].

Serious games, a specific sub-type of video games that aim to increase knowl-
edge and awareness while maintaining entertainment value for improved informa-
tion retention and learning [12,21], have historically been used in various fields
including training, military applications, interpersonal communication, and edu-
cation [21]. As a subgroup of serious games, Games for Change (G4C) focus on
influencing attitudes and promoting positive social and behavioral change [2]
and have attracted the interest of developers, researchers, and non-profit organi-
zations for their potential in climate change education [5,12,15,44]. These G4C
include different game genres and themes designed to effectively engage players
[3,28]. In particular, visual novels (VNs), a popular genre, have been extensively
studied in G4C contexts, due to their ability to mediate messages while maintain-
ing player motivation [8,9,29,47]. VNs, characterized by plot-driven narratives
and player choices within text boxes [9], have a large community of players.

Among various means employed by serious games and G4C to create signif-
icant attitude changes, storytelling plays a crucial role [19,24,26]. Storytelling
is the technique through which stories are developed and coherently exposed [6]
and it manages to increase immersion, engagement, and motivation [21,26], also
employing other technological vehicles (e.g.: virtual reality and augmented real-
ity storytelling [22,49]). In the past decade, large language models (LLMs) have
been used in many story generation studies and LLMs’ AI has been shown to
be successful [33,48,50]. However, despite recent interest in AI story generation
[16,50], the studies on game stories and stories generated for G4C are highly
limited. In this context, the contributions of our paper are as follows:

– Demonstrate a combination of prompt engineering techniques, i.e., zero-shot
and generated knowledge promptings, for linguistic evaluation of generated
visual novel game story.

– Propose a workflow utilizing various prompts for generating and evaluating
a visual novel game story.

– Evaluate two global warming stories created by ChatGPT, one with given
keywords and the other without any guidance, to ascertain which story has
a higher level of coherence, inspiration, readability, word complexity, and
narrative fluency.
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The final objective involves taking the narrative produced by ChatGPT and
integrating it into our work-in-progress VN game, as illustrated in Fig. 1.

Fig. 1. A screenshot of the visual novel titled ICE Chronicles: Everglow’s Crises

2 Related Work

2.1 G4C, Storytelling, and VN

G4C defines video games as entertainment tools designed to influence individu-
als’ behavior and attitudes in a positive change [2,27]. A study found that inter-
activity increases the effects of such games by providing better appreciation [37].
Moreover, games incorporating gameplay elements linked to the causes, as well
as a simple story, have presented positive results [32]. G4C has the potential to
serve educational objectives as well [17]. While it remains vital to increase adults’
awareness, youth education is not something that can be neglected. Lastly, it is
also known that using stories to reach players and change their attitudes is use-
ful for serious games and G4C, since they are a good way to generate empathy
[34,35].

Storytelling serves as a highly potent method for message conveyance, finding
application across various advocacies. Climate change for instance, is among
them [13,36]. By offering an interactive and immersive experience, emotions can
be used in order to make the message more engaging. Especially, interactive
storytelling finds application within games as well, making the story adaptive
and thus augmenting player enjoyment [41].
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VN is a game genre relaying on narrative and interactive storytelling where
the story adapts based on player choices [8]. Furthermore, in contrast to conven-
tional novels, VNs incorporate a diverse range of illustrations and images that
significantly contribute to the player’s overall experience [20]. For instance, the
VN game titled Cancer Sucks [10] was able to provide empathy to the audience
regarding breast cancer due to its storytelling. Therefore, in a similar fashion,
using a VN to promote the risks of climate change can be effective.

Writing an engaging story can be difficult, yet, resources like LLMs are
already used in such endeavors [1]. While not without its imperfections, such
as maintaining narrative coherence, this study tries to address this concern by
employing pre-generated places and characters. Additionally, the relatively con-
cise length of the narrative minimizes this issue, making LLMs a good option to
write satisfying story outcomes.

2.2 LLMs in Games

Recent studies have employed LLMs for game-related tasks like procedural con-
tent generation (PCG) [38,40,42]. PCG is an approach to automatically generate
game content, including levels, quests, items, and story elements, with minimal
to no human intervention [31]. Sudhakaran et al.’s study [38] proposed Mari-
oGPT, a fine-tuned LLM that is capable of generating Super Mario Bros.’ game
levels. A study by Todd et al. [42] suggested that fine-tuned LLMs have the
ability to generate novel and playable levels of Sokoban.

In contrast to Sudhakaran et al.’s [38] and Todd et al.’s studies [42] that
employed fine-tuned LLMs, Taveekitworachai et al. [40] conducted a study to
investigate optimal prompts for an instruction-tuned LLM, i.e., ChatGPT, to
generate game contents. To achieve that, the study organized the 1st Chat-
GPT4PCG competition, where participants are tasked with creating prompts
for ChatGPT to generate Angry Birds-like structures that resemble English cap-
italized letters. To optimize the prompt for the PCG task, the participants are
encouraged to leverage their creativity and prompt engineering skills.

Prompt engineering (PE) is an emerging field focused on developing and
optimizing prompts for LLMs. A recent study [46] discerned six prompt pattern
categories that function as reusable frameworks to accomplish specific tasks, e.g.,
tasks related to input semantics or formatting the output. In addition to prompt
patterns, notable techniques have emerged to enhance LLMs’ performance [7,
25,45]. Few-shot prompting [7,25] adds examples within the prompt—aiding
contextual learning and performance improvement. Chain-of-thought prompting
[45] guides models through reasoning using a few examples prior to conclusions.

Past studies demonstrated the usage of PE in narrative and storytelling [39,
48]. Yuan et al. [48] developed Wordcraft, a web application for collaborating
with an LLM for the purpose of writing a story. Wordcraft demonstrated the
usage of PE in creative writing and enhance the writers’ co-writing experience.
Swanson et al. [39] developed Story Centaur, a user interface to assist story
writers with limited knowledge of PE in interacting with LLMs to generate
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stories. Story Centaur auto-generates prompts that enable few-shot prompting
with a simplified interface for the writers.

Similar to Taveekitworachai et al.’s study [40], our study explores PE to
generate game content. However, instead of generating game levels and solely
targeting the game-related factor, we aim to generate VN’s stories for G4C to
foster awareness about global warming.

3 Methods

We generate and evaluate VN game stories using ChatGPT. An overview of
the method is shown in Fig. 2. We provide detailed information about story
generation, including the prompts used to interact with ChatGPT, in Sect. 3.1.
In Sect. 3.2, we illustrate how we incorporate PE techniques for story evaluation
based on selected criteria.

Fig. 2. An overview of the method used in the study: Top: The story generation process
using ChatGPT and our final goal of extracting the generated story for a VN game.
Bottom: The story evaluation process using ChatGPT along with the PE technique
called ‘generated knowledge’ to evaluate the generated story based on selected criteria.

3.1 Story Generation with ChatGPT

We generate two stories using ChatGPT through the web interface1, employing
a series of prompts. While most of the prompts are the same, there is a slight
difference in the initial prompt given to ChatGPT for their story generation. In
the second story, we specifically ask ChatGPT to incorporate certain concepts
related to climate change, the green environment, and terminology used by other
studies in the field [14] to inspire the story generation.

1 http://chat.openai.com.

http://chat.openai.com
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The prompts are displayed in Table 1. We have chosen to use multiple
prompts in the same context window to have ChatGPT generate the story
chapter-by-chapter, ensuring greater coherence over time. Moreover, the sub-
sequent parts of the story can build upon the previously generated content.
This approach aligns well with the nature of our game, which consists of mul-
tiple routes where decisions made in earlier parts may impact the future story.
Additionally, we explicitly instruct ChatGPT that our story will be divided into
three chapters, reducing the chance of generating less relevant story content. Our
inspiration for this approach comes from Wei et al.’s study [45], wherein they
found that asking LLMs to work step-by-step improves the performance of the
generated outcomes. This methodology also allows us to generate longer stories
by introducing more chapters in the future.

To avoid significant deviations in characters, places, and story endings that
may influence the emotions of our participants and impact our measures, we
explicitly condition the prompts on characters and places. The ending is retrieved
from the first generated story and provided during the second story generation.
In doing so, we expect the model to utilize this information for generating a story.
The information on characters and places is generated beforehand using Chat-
GPT2. Subsequently, the responses from ChatGPT, which contain this infor-
mation, have been incorporated at the beginning of our prompt. Moreover, this
information is also utilized for generating graphical assets by text-to-image gen-
erative models.

Our main objective is to promote awareness of global warming. Therefore, the
first prompt of the series explicitly states that the story should revolve around
global warming. Subsequent prompts are simpler and only ask ChatGPT to
continue the story. We expect each response to include the story, dialogues, and
choices, along with their effects. After the stories and details are generated, we
manually extract the information generated by ChatGPT as a Ren’py script
for the game, along with keywords and phrases used for generating character
and background images. The full conversations, including the full prompts, the
generated stories, and details, can be found at the following links: https://bit.
ly/vn-story1 and https://bit.ly/vn-story2.

3.2 Story Evaluation with ChatGPT

Inspired by a study by Wang et al. [43] on using ChatGPT as a natural lan-
guage generation evaluator and a study by Liu et al. [23] on improving LLM
performance by first asking it to generate knowledge about the topics and incor-
porating that knowledge for the tasks, we develop similar prompts utilizing both
ideas to evaluate generated stories in the following aspects: (1) coherence, (2)
inspiration, (3) readability, (4) word complexity, and (5) narrative fluency. Our
goal is to assess coherence in the generated stories to determine if the over-
all story progresses in the same direction, considering that the generated stories
may contain branches. Additionally, we aim to evaluate whether ChatGPT draws

2 The full conversation is available at https://bit.ly/chars-places.

https://bit.ly/vn-story1
https://bit.ly/vn-story1
https://bit.ly/vn-story2
https://bit.ly/chars-places
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Table 1. Prompts 1, 2, and 3 used to instruct ChatGPT to generate a game story for
Chaps. 1, 2, and 3, respectively, where the bold part in Prompt 1 resides only when
generating the second story.

# Prompt

1 Characters:

// Character details are omitted for brevity

Places:

// Place details are omitted for brevity

Ending: The alliance, comprising beings from all walks
of life, stands united against the dark force. Together,
they muster the strength to face the malevolent adver-
saries, defending the Celestial Tower with the combined
power of both realms.

The battle is fierce and intense, pushing them to their
limits. However, through their unity, the alliance pre-
vails, dispelling the dark force and restoring balance to
the Celestial Tower.

// Parts of the ending are omitted for brevity

And so, the tale of Eamon and his companions became
a legend, echoing through the ages as a reminder that
even in the face of darkness, unity and compassion can
heal the world and restore the balance between all living
beings.

Generate a fantasy game story about global warming. Gener-
ate it in Ren’py story format. Add choices when appropriate.
Choices will only slightly affects dialogue but not the main story
line. Also, generate the story affected by the choices.

Do not introduce new characters or locations aside from the ones
already mentioned.

Using the following concepts as an inspiration.

Concepts: greenhouse effect, ozone depletion, CO2
emissions, sea level rise, climate change, ice melting,
air pollution

This game contains three chapters. Generate the first chapter.

2 Continue the second chapter.

3 Continue the third chapter (final chapter).
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inspiration from the given words (those in bold) in Sect. 3.1 or not. For readabil-
ity, word complexity, and narrative fluency, we want to assess general linguistic
characteristics in the generated stories. The interactions are conducted via the
web interface of ChatGPT. The prompts, source code, and results are available
in Appendix.

We ask ChatGPT through OpenAI API using default sampling temperature
to list and explain the factors contributing to the evaluation of the mentioned
criteria, as shown in Table 2. After obtaining the generated knowledge, we incor-
porate it into the second prompt, shown in Table 3, where we provide ChatGPT
with a story and ask it to evaluate the story based on those factors, assigning
a maximum score of 10 for each factor. We also request ChatGPT to output
the results in JSON format, making it easier for data extraction. All data are
extracted as JSON files, and a script was used to summarize the results.

Table 2. A prompt used to interact with ChatGPT to obtain details and factors
of the target criterion. The <|criterion|> is replaced with one of the criterion names:
“coherence,” “narrative fluency,” “readability,” and “word complexity.” For inspiration,
the <|criterion|> is replaced with “the use of specified concepts as inspiration”, along
with concepts in bold.

Criterion Explanation Prompt

List and explain factors for evaluating the <|criterion|> of a visual novel game’s story.

Concepts: greenhouse effect, ozone depletion, CO2 emissions, sea level rise, climate change, ice
melting, air pollution

4 Results and Discussions

This study evaluated two global warming stories generated by ChatGPT, one
with given keywords along with the specified ending and the other without any
keywords. The generated stories have different lengths, with the story containing
words having a length of 2,736 words, and the one without words having 2,225
words when combining all branch content. This suggests that the generated sto-
ries without words may result in a higher word count. However, a more extensive
experiment is required to confirm this hypothesis.

The story evaluation was based on the five aforementioned metrics. The factor
was assigned a maximum score of 10, where 10 is the best and 0 is the worst.
Each result from each factor in the story was an average score and standard
deviation by performing 100 trials for each criterion of each story through the
ChatGPT API. This approach allows us to ensure the reliability of the evaluation
process, notwithstanding the stochastic nature of ChatGPT when utilizing the
default sampling temperature. This approach ensures that the evaluation results
are statistically robust and representative of the performance of ChatGPT in
evaluating the stories. By conducting multiple trials, the study accounts for any
variations or inconsistencies in the generated stories and stochasticity existed
within the LLM.
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Table 3. A prompt asked ChatGPT to evaluate a given story, based on the pro-
vided criterion details. Concepts in bold text are only given when we ask ChatGPT
to evaluate the story against the “inspiration” criterion. The <|criterion detail|> is
replaced with its associated details generated by ChatGPT as shown in Appendix,
while <|story|> is replaced with the generated story as mentioned in Sect. 3.1.

Story Evaluation Prompt

Evaluate the following visual novel game story according to the specified criteria and assign a score
with a total of 10 for each criterion, where 10 is the best and 0 is the worst. Provide reasons for your
scores. Make sure to output it in a MarkDown code block, i.e., between ```json and ```.

Output format:

```json
{
''story id'': <|story id|>,

''<|criteria|>: [{ ''<factor name>'': <int score out of 10>, ''reason'': < reason for the given score > }]
} ```

Criteria:

<|criterion detail|>

Concepts:

greenhouse effect, ozone depletion, CO2 emissions, sea level rise, climate change, ice
melting, air pollution

Story:

<|story|>

The results of the study are presented in Table 4, which shows the aver-
age scores and standard deviations for the five different criteria for each story.
Comparing the results of Stories 1 and 2, we can see that Story 2 has a higher
coherence score, showing how effectively the story flows and how well the differ-
ent parts of the story fit together. However, the word complexity score is much
higher for Story 1, which means that it uses more complex vocabulary. The other
three criteria have similar scores for both stories. This suggests that Story 2 is
slightly better in terms of coherence, while Story 1 has more complex vocabulary.
However, both stories are equally inspiring, fluent, and readable.

Table 4. The evaluation results of two global warming stories generated by ChatGPT,
one with given keywords along with the specified ending and the other without any
keywords, based on five factors

Coherence Inspiration Narrative fluency Readability Word complexity

Story 1 8.23 ± 0.09 7.38 ± 0.08 8.08 ± 0.00 7.95 ± 0.07 7.21 ± 0.07

Story 2 8.25 ± 0.05 7.30 ± 0.10 7.89 ± 0.04 7.93 ± 0.00 5.48 ± 0.19

The table also presents the standard deviations, which exhibit notably low
magnitudes. Specifically, Narrative Fluency in Story 1 and Readability in Story
2 both register values of 0. The low standard deviation in the evaluation scores
of both stories suggests that ChatGPT consistently performs well in evaluating
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generated stories in this context. These findings demonstrate the potential of
using LLMs like ChatGPT, when given appropriate prompts, for generating and
evaluating stories related to climate change and creating effective structures
for story writing in the context of a VN game. The study also emphasizes the
importance of providing relevant prompts and guidance to enhance the coherence
and overall quality of the generated stories.

The findings from the study reveal that both stories possess their own set of
strengths and weaknesses, and the selection between them hinges on the individ-
ual reader’s specific goals and preferences. Notably, the coherence score emerges
as a pivotal metric in this investigation, as it gauges the logical and seamless pro-
gression of the narrative, a crucial element for capturing the reader’s attention.
Importantly, these results exhibit reliability and consistency, stemming from
an extensive array of trials, thereby facilitating a comprehensive comparison
between the two narratives and the identification of their respective strengths
and weaknesses. It is worth highlighting that, in the eyes of ChatGPT, both
stories are essentially comparable in terms of their linguistic attributes.

However, it is important to acknowledge a limitation in our study. While we
thoroughly examined the scores and identified the strengths and weaknesses in
the narratives, we did not fully explore how these objective measures align with
people’s personal preferences or the views of relevant experts on the generated
stories. This aspect, which is crucial, was not addressed in this study. In future
research, we will focus on this intriguing aspect, which involves understanding
how readers’ preferences match the specific strengths and weaknesses we iden-
tified in the stories. This should provide valuable insights into how the logical
flow of a narrative interacts with individual readers’ tastes. Such inquiries would
also help us better understand how storytelling significantly influences readers
and offers valuable guidance for authors looking to tailor their narratives for
maximum reader engagement.

5 Conclusions

This study highlighted the potential of using ChatGPT for generating stories
related to climate change and creating effective structures for story writing in
the context of VN and G4C. We evaluated two global warming stories produced
by ChatGPT, i.e., with and without climate-change-related keywords and a spec-
ified ending. The evaluation focused on coherence, inspiration, readability, word
complexity, and narrative fluency of the stories. This study revealed strengths
and weaknesses in both stories. While we assessed the narratives’ strengths and
weaknesses of the stories, the correlation between our evaluation metrics with the
readers’ preferences was not addressed. Future study should address this vital
aspect to enhance the comprehension of how storytelling profoundly impacts
readers, and to guide authors in improving stories that optimize readers’ engage-
ment.
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Appendix

A. Generated Knowledge of Criteria

– Coherence: https://chat.openai.com/share/502ac82b-83c4-4874-874a-1a3
80f73196c

– Inspiration: https://chat.openai.com/share/ba7b7c33-866a-4f95-8253-38ce
9ea6c60b

– Readability: https://chat.openai.com/share/18bc9653-f692-4ed9-9f3b-fcf3
45f0dfd0

– Word complexity: https://chat.openai.com/share/9572b1cd-34d7-428d-96c1-
e36ff83b261b

– Narrative fluency: https://chat.openai.com/share/684ead54-626d-4e2b-a6e3-
fc56c3f4dd71

B. VN Game Story Evaluation

We make our prompts, source code, and raw data available at https://github.
com/Pittawat2542/chatgpt-visual-novel-evaluation.
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