H/V measurements as an effective tool for the reliable detection of landslide slip surfaces: Case studies of Castagnola (La Spezia, Italy) and Roccalbegna (Grosseto, Italy)
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ABSTRACT

A variety of methods (detailed geomorphological surveys, geotechnical investigations, local instrumentation, satellite data, and radar interferometry) along with geophysical techniques may be used to investigate slope instabilities and to detect the inhomogeneities of materials as well as their properties, boundaries, and sliding surfaces. Of these techniques, the method based on seismic noise measurements allows abrupt changes in seismic impedance at landslide boundaries resulting from varying levels of seismic velocity and material density to be detected. Peaks of the Horizontal to Vertical Spectral Ratio have proven to serve as effective indicators of the resonance frequency of low-impedance surface layers. In this work, horizontal to vertical spectral ratio surveys of the Castagnola (La Spezia, Italy) and Roccalbegna (Grosseto, Italy) landslides were carried out. From roughly 100 single-station measurements made inside and outside the landslides at each site, we define a threshold number of single-station seismic noise measures beyond which information is redundant because the variation in reconstructed impedance contrast surfaces is not significant. This approach allows one to reliably retrieve the geometry of a landslide body, ultimately generating useful information for determining whether further measurements are needed to improve landslide body reconstruction.

© 2016 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

1. Introduction

Slope instabilities, which are some of the most dangerous phenomena that affect human life and properties, can cause vast direct and indirect socioeconomic losses. Although a reliable way to prevent these damages would involve avoiding the construction of cities near areas that are susceptible to landslides, rapid population growth unfortunately often makes this solution inevitable, resulting in a sort of forced cohabitation. Landslides involve approximately all geological materials and can occur and evolve in a large variety of shapes and volumes (Cruden and Varnes, 1996). Consequently, only an adequate knowledge of these complex phenomena and their kinematics and evolution can help reveal the correct solution. The investigation of deformation processes and landslide characterization is not a simple task and requires access to a broad range of data and observations. Detailed geomorphological surveys, geotechnical investigations, local instrumentation, remote-sensing satellite data, aerial techniques, meteorological parameters analyses, and Synthetic Aperture Radar (SAR) interferometry can be employed (Antolini et al., 2013; Bicocchi et al., 2015, 2016; Fidolini et al., 2015; Frodella et al., 2015; Tofani et al., 2014). Moreover, geophysical techniques can be used to investigate slope instabilities and understand material inhomogeneities and their properties, boundaries and potential slip surfaces (Hack, 2000; Lotti et al., 2015; Maurer et al., 2010).

According to Jongmans and Garambois (2007), geophysical techniques can be used for the subsurface mapping of landslides with both advantages and disadvantages. On the one hand, geophysical methods i) are flexible, relatively efficient and deployable on slopes; ii) are non-invasive and generate information on the internal structures of soil or rock mass; and iii) allow one to examine large volumes of soil. On the other hand, i) resolution decreases with depth and is dependent on the signal-to-noise ratio; ii) the solution for a set of data is non-unique, and the results must be calibrated; and iii) these methods yield indirect information on subsoil such as physical parameters rather than geological or geotechnical properties. Moreover, the success of geophysical methods is mostly dependent on the presence of a significant and
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detectable contrast in the physical properties of different lithological units. However, because almost all of the advantages of geophysical methods correspond to disadvantages of geotechnical techniques and vice versa, the two investigation techniques can be considered complementary.

Among all of the geophysical techniques that are available, seismic refraction, reflection, and electrical tomographies are difficult to set up and require the use of complex processing tools, thus causing them to be expensive and time-consuming. Over the last ten years, passive methods based on seismic noise measurements have been used more frequently. Lithology, porosity, and interstitial fluids affect P-wave velocities and, with the exception of interstitial fluid, shear wave (S-wave) velocities. Because slip surfaces can generate shear wave velocity contrasts (landslide mass can be represented as a softened layer wherein changes in seismic impedance at boundaries result from the varying seismic velocity and density of materials) and polarize seismic noise, seismic noise methods can theoretically detect such surfaces (Castellaro et al., 2005; Danneels et al., 2008; Galea et al., 2014; Panzera et al., 2012 and references within). Although this method was originally devised to investigate flat and horizontally layered sites, it also proved capable of revealing resonance properties in more complex settings such as unstable or marginally stable slopes (Del Gaudio et al., 2014).

Nevertheless, seismic noise amplification has rarely been employed as a method to reliably detect landslide slip surfaces (Del Gaudio et al., 2014 and references within), but in the last several years, it has been applied to examine the seismic triggering of landslides. In fact, a layer’s geometry (topographic effects) and strong impedance contrasts between seismic bedrock and landslide deposits (local seismic amplification) may be responsible for triggering or reactivating landslides (Bourdeau and Havenith, 2008; Bozzano et al., 2011; references within; Galea et al., 2014; Moisidi et al., 2012, 2015). Seismic noise methods, which require less instrumentation and the use of less sophisticated processing tools, are cost effective, fast and easy to deploy and applicable even to hardly reachable areas (Bonnefoy-Claudet et al., 2006; Delgado et al., 2000; Lermo and Chavez-Garcia, 1994; Méric et al., 2007). These features make the technique useful for other purposes such as seismic site characterization, environmental seismology and seismic vulnerability estimation (Bonnefoy-Claudet et al., 2006; Del Soldato et al., 2016; Galea et al., 2014; Larose et al., 2015; Moisidi et al., 2012; Pazzi et al., 2016a, 2016b).

The present study focuses on the relation between the number of single-station seismic noise measurements employed and resulting inferred slip surfaces for landslides. The aim is to detect, if it is present, a threshold in the number of measurements beyond which information obtained is redundant because the variations observed in the reconstructed impedance contrast surface are no longer significant. To accomplish this objective, i) a seismic noise survey of two selected sites where landslides have occurred was carried out. ii) These data were then analysed to determine the depth of the deepest seismic impedance contrast, which can be associated with a single sliding surface or the envelope of more coalescent surfaces. iii) Punctual measurements of the depth of the sliding surface were then interpolated by means of GIS software to reconstruct the sliding surface. iv) Finally, the number of measurements employed was then reduced step by step, and the resulting sliding surface was compared to the other surfaces obtained, considering the other steps.

The methodology was validated for a site in Castagnola (La Spezia, Italy), for which direct measurements (drillings, piezometers, inclinometers, and InSAR data; Antolini et al., 2013) were available, and it was then applied to another much smaller landslide area for which no direct information was available, i.e., the Roccalbegna landslides (Grosseto, Italy). The resulting surface reliably represents the interface between materials involved in the landslides and underlying undisturbed layers (seismic bedrock), i.e., the sliding surfaces.

2. Study areas

2.1. Geological background

The Northern Apennine is a NE-verging fold-and-thrust belt whose origin is related to the closure of the Jurassic “Ligure-Piemontese” Ocean, which started in the Cretaceous, and to a subsequent Oligocene–Miocene collision between the Corso-Sardinian block and Adria microplate (e.g., Boccaletti and Guazzzone, 1974). In this structural asset, two main palaeogeographic domains are identifiable: the oceanic Ligurian Basin and the Continental Adriatic Margin. The Ligurian Units are the most elevated in the nappe pile and consist of Jurassic ophiolites (representing the remains of the Ligurian oceanic crust), and their sedimentary cover of pelagic deposits and flysch units spans in age from the Upper Cretaceous to the Eocene. During accretion of the units formed an accretionary wedge that was overthrust from west to east, and Umbro-Tuscan units then deposited on the western continental margin of Adria (Abbate et al., 1980). These Umbro-Tuscan units include (from bottom to top) a thick Triassic evaporitic sequence and a Mesozoic sedimentary sequence of a carbonatic platform followed by sediments of pelagic environments and thick siliciclastic turbiditic sequences. The Subligurian Units are tectonically sandwiched between the Ligurian and Umbro-Tuscan units, and they are thus generally referred to as a paleogeographic domain positioned between the oceanic Ligurian Basin and Continental Adriatic Margin (e.g., Bortolotti et al., 2001). From the Oligocene to the present, the Northern Apennines have experienced two phases of eastward migrating deformation: early compression with eastward thrusting and a subsequent phase of extension (e.g., Elter et al., 1975). Tectonic activity related to these deformation phases caused the opening of several NW-SE trending basins, which were subsequently filled with sediments eroded from sedimentary rocks forming the mountain chain.

2.2. Castagnola and Roccalbegna landslides

The Castagnola landslide (hereafter the CL), located in the province of La Spezia, covers roughly 540,000 m² and has an approximate volume of 6,000,000 m³ (Fig. 1a). The CL is a well-known landslide since the late XII century, having caused frequent damage to the surrounding buildings and church of the Castagnola Village (Lagormarsino, 2002). The first investigations carried out in this area date to the early 1970s and were initially limited to surveys focused on geological mapping (Decandia and Elter, 1972). In the second half of the 1980s, the first in-depth geological surveys designed to assess hydrological risks in the national territory (including the CL) were undertaken by the national group for the defence of natural disasters (GNDCN). According to Nosengo (1987), the CL originated from complex rototranslational movements involving both soils and bedrock. The latter consists of Ligurian Units ophiolitic, sedimentary series outcrops and intensely altered limestone blocks interbedded with shale (“Argille a Palombini” Fm.) and mafic intrusive rocks (serpentine and gabbro) of a former oceanic crust. In addition, outcrops of cherts (“Dispari di Monte Alpe”; Fig. 1a) exist at the southeastern margin of the area. In February of 2001, an initial
account of the perimeter of the landslide was included in the national inventory database of landslides. Now, the landslide is monitored by an integrated network of piezometric, pluviometric and radar-interferometric sensors. It is a rather complex landslide with an average displacement rate of roughly 20 mm/yr but is characterized by different areas and layers with various velocities and deformation patterns, complicating the precise reconstruction of sliding mechanisms.

The second test site in Roccalbegna (Grosseto, Italy; Fig. 1b) is an area affected by a roto-translational slide that subsequently turned into an earth flow in its lower portion on February 14, 2014. The Roccalbegna landslide (hereafter the RL) has an extent of roughly 200,000 m² and a volume of roughly 2,000,000 m³ and is located in an area that was previously recognized as an active landslide area (Fig. 1b). The RL includes both Tuscan (“Calcareniti di Dudda” and “Calcareniti di Montegrossi” Fms, consisting of turbiditic limestone block interbedded with thin layers of marl and shale) and Ligurian Units (“Argille a Palombini” Fm.). In the area, the presence of landslides has been reported on the Geological Map of Italy since Jacobacci et al. (1967) and Cestari et al. (1979). In the site, rainfall infiltration is promoted by the presence of hardly cracked clayey soils at the surface, causing water to accumulate at significant depths and causing an increase in water pressure, triggering instability mechanisms. The movement of this landslide typology is typically slow and occurs during maximum rainfall periods when water content exceeds the liquid limit (W_L) of materials. The landslide was monitored until December 2015 using a ground-based radar interferometric sensor and laser scanner.

3. Analytical methods

3.1. Geotechnical properties determination

The effective internal friction angle $\phi'$ and the total cohesion value $c$, which is the sum of the effective cohesion $c'$ and of $c_a$ (apparent cohesion), were obtained for an interval of $\sigma$ (normal tension) of 20–90 kPa using the BST (Borehole Shear Test; Luttenegger and Hallberg, 1981). BST measurements were carried out at a depth of 0.4 m from the ground surface, where soils are often unsaturated. In these conditions, the pore water pressure $u_w$ is lower than the air pressure $u_a$, with the difference between the pressure levels ($u_a-u_w$) denoted by soil matric suction, as measured using a tensiometer. The saturated hydraulic conductivity levels $k_s$ was estimated close (~1 m) to the BST site at a similar depth by means of a constant-head well permeameter Amoozemeter (Amoozegar, 1989). The measurement results were processed using the Glover solution (Philip, 1985). In addition to the on-site measurements made, grain size distributions, Atterberg limits and phase relationships (natural water content, porosity, and dry and natural unit weight $\gamma_d$ and $\gamma_n$) were determined in the laboratory following ASTM recommendations.

3.2. The H/V technique: theory, measurement, and data analysis

Over the last several years, among all of the geophysical passive methods that are available, the horizontal to vertical spectral ratio (H/V or HVSR) method (Nakamura, 1989) has been widely used owing to its cost and time effectiveness. The technique is based on...
the measurement of microtremors or environmental seismic noise, which is characterized by low energy and amplitude levels (Okada, 2003) and which has proven to be one of the most suitable procedures for estimating the fundamental or resonance frequency ($f_r$) of soft deposits. The technique is thus used to study the spectral ratio between horizontal (H) and vertical (V) components of motion recorded at a single station (Cartiel et al., 2006; Lermo and Chavez-Garcia, 1993), as it is well known that the spectral features and polarization of seismic noise show a strong correlation with site geological settings (Lermo and Chavez-Garcia, 1994). Del Gaudio et al. (2014) presented an overview of this technique.

In a planar-layered stratigraphy with varying levels of impedance contrast (e.g., soft sedimentary or fractured layers of overlying bedrock), resonance results from surface wave entrapment between layers. The $f_r$ of the upper level thus corresponds to the ratio between its average shear wave velocity ($V_S$) and its thickness ($h$) as shown in the following equation:

$$f_r = \frac{V_s}{4h} \quad (1)$$

According to Castellaro and Mulargia (2009a), if $f_r$ is the central frequency of the ith peak in the H/V-frequecy curve, a natural peak (i.e., a peak corresponding to a possible seismic-stratigraphic level or reflector) is clearly denoted by “eye-shaped” detachment in spectral component curves of horizontal components from the vertical one centred at $f_r$ (SESAME, 2004) and by a H/V curve amplitude of $< 1$ around 2$f_r$. In practice, H/V curves show several peaks that are caused by the presence (at considerable depths) of several alternating layers of different lithology rather than by the presence of horizontal stratification in homogeneous layers (Fah et al., 2001; Field and Jacob, 1993; Herak, 2008; Ibs-Von Seht and Wohlenberg, 1999; Lachet and Bard, 1994; Lermo and Chavez-Garcia, 1993; Nakamura, 1989). Moreover, the amplitude of the average H/V curve is related to the impedance contrast between the layer and lower layers (Moisidi et al., 2012). When the layer depth or its $V_S$ are known, it is possible to reconstruct the seismic stratigraphy and subsurface model, and therefore move from the H/V-frequency domain to the depth-$V_S$ domain (Castellaro and Mulargia, 2009b; Lane et al., 2008).

In the two study areas, single-station seismic noise data were collected by means of five Trominos, an all-in-one compact 3-directional 24-bit digital tromometer developed by MoHo s.r.l. (maximum portability: 1 dm$^3$ volume and 1 kg weight). Instrument-soil coupling was obtained using the pin set supplied with these instruments, and thus drilling and cable use were not required. Each acquisition ran for 20–24 min at 256 Hz. These instruments were chosen according to SESAME Project (2004) and Italian Civil Protection guidelines on microtremor measurements owing to i) their ease of use, ii) compact size, and iii) absence of connection cables between geophones, seismographs and data-loggers, considerably reducing noise induced by instrumentation on measures of seismic noise.

Each single-station seismic noise acquisition was analysed and processed using the Grilla software program (by MoHo s.r.l.), which applies guidelines for processing ambient vibration data according to the H/V technique and SESAME project standards (2004). An initial approximation, each trace was subdivided into 20 s of non-overlapping windows and each window was: i) analysed to keep the most stationary parts of the signal separate from the transient; ii) fast Fourier transformed (FFT) and iii) smoothed using Konno and Ohmachi's (1988) windows at a width equal to 10% of the central frequency. A directional H/V analysis with an angular step of $10^\circ$ (Del Gaudio et al., 2008) allowed us to evaluate the directionality of each spectral peak. During this first signal analysis, transients were carefully removed. Later, based on these initial outcomes, some parameters such as the analysis frequency range and smooth-window width were changed to improve results. Consequently, the single component spectra (NS, EW and Z) are the averages computed for all analysis windows, and the final H/V curve is the ratio between the Euclidean average of the horizontal (EW and NS) and vertical (Z) component for each window (Castellaro and Mullargia, 2009a).

In addition, a local seismic stratigraphy model was reconstructed using the Grilla® software: all geotechnical parameters (soil density and porosity) of both sites were derived from the in-situ and laboratory analyses (see § 3.1), and all H/V curves were constrained in terms of velocity. This velocity was estimated by means of direct measures carried out using Trominos: the shot point was located 1 m away from the Tromino such that the velocity in m/s was the reciprocal of the time of the first arrival read on the recorded trace. This procedure was validated for the CL by comparing the calculated velocities with the i) ranges available in the literature; ii) MASW results (Imposa et al., 2015 and references within) and by iii) comparing the thickness of the theoretical model with the results of some inclinometers and stratigraphical logs, as some boreholes/inclinometers were created in 2011 within the landslides's perimeter (Antolini et al., 2013).

Finally, according to Amorosi et al. (2008) and Spizzichino et al. (2013), some alignments crossing the two landslides were individuated, and single-station seismic noise acquisitions acquired along each alignment were elaborated using a tool developed by Castellaro to generate synthetic contour maps of the H/V.

3.3. Reconstruction of the deepest impedance contrast surface

For each landslide area, a dataset of single-station measures of the deepest impedance contrast surface value $z$ obtained through seismic stratigraphy inversion ($h$ in Eq. (1)) and resulting from the same discontinuity was created as a geographic reference file (shapefile format). Subsequently, the selected depth values derived from timely measurements were applied in a GIS environment and spatially interpolated using the Inverse Distance Weighted (IDW) method (Shepard, 1968). The IDW deterministic method was preferred over other methods such as the kriging method (Oliver, 1990) because it involves the use of very few parameters (a search neighbourhood, an optimized power value, and a minimum number of points). This latter consideration is important because during a second stage, the interpolation was iterated with the same standardized parameters in multiple stages, with each considering a new subset of data with five fewer points than the previous ones.

The aim of this step-by-step procedure was to study differences between the resulting reconstructed slip surfaces when reducing the original size of the dataset. This process, as applied to the CL and RL, is summarized in the flowchart shown in Fig. 2.

The IDW method was set up using an elliptic neighbourhood with semiaxes of 200 m × 400 m while considering at least 12 points up to a maximum of 15 for Castagnola and with semiaxes of 60 m × 90 m while considering at least 5 points up to a maximum of 15 for Roccalbegna. To prevent the generation of artefacts from the interpolation, the resulting raster was filtered based on mean values calculated in a circular neighbourhood with a radius length opportune calculated. Eventually, to establish a more suitable radius length for the filtering neighbourhood, the distance (in meters) between each possible point couple of the dataset was calculated. The radius length was selected as the average value of the 10th percentile of the ordered distribution. Thus, all of the generated depth maps were compared to assess the differences between interpolating with all of the points or with a reduced number (but with a more homogeneous distribution) of points.
This comparison was performed using ArcGIS by observing the following:

- internal distributions of depth values in each map (in terms of means and standard deviations);
- volumetric differences between each map;
- geometric differences between reconstructed slip-surface levels for the selected sections.

The main objective was to establish which number and distribution of measurement points is the minimum required to obtain a reliable representation of a level that can be reasonably assumed to be the landslide slip surface or at least an envelope of different contiguous and coalescent slip surfaces.

4. Results

4.1. Geotechnical properties of Roccalbegna and Castagnola

Geotechnical properties of the RL and the CL were identified to characterize shallow layers of materials involved in the landslides. Owing to the rugged terrain in the RL area, on-site investigations were carried out just above the landslide crown, where four different sites (RL-A to RL-D; Fig. 3b) of relatively short extents (10 m) were investigated. For the CL, 3 different sites (CL-A to CL-C; Fig. 3a) in the area covered by the landslide were investigated. In Roccalbegna, although the sand fraction always predominated (from 36.2% to 56.9%) over other fractions in all four samples, grain size distributions were found to vary, and especially in regards to clay fraction abundances (from 8.8% to 20.9%). Furthermore, measured saturated hydraulic conductivity levels were quite variable, ranging from $5 \times 10^{-7}$ to $3 \times 10^{-6}$ m/s. Conversely, the friction angles, dry unit weights and bulk porosities were found to be quite homogeneous among the different samples and were valued at approximately $32^\circ$, 16.5 kN m$^3$ and 36.5%, respectively.

In Castagnola, the grain size distributions were found to be characterized by high volumes of sand (up to 46.1%) and gravel (up to 34.3%). The saturated hydraulic conductivity levels, similar to that of Roccalbegna, covered over one order of magnitude (from $4 \times 10^{-7}$ to $1 \times 10^{-6}$ m/s). The dry weight unit was recorded as 15.5–18.1 kN m$^3$, with higher values corresponding to the gravel-rich CL-B sample. Owing the Atterberg limits of the Roccalbegna and Castagnola samples, $W_L$ varied from 28% to 35% and from 36% to 39%, respectively, while $W_P$ ranged from 20% to 26% and from 28% to 30%, respectively, thus reflecting slightly plastic behaviour in both cases (IP from 7% to 9%). These results are summarized in Table 1.

4.2. H/V results

The distribution of the seismic noise single-station measures is shown in Fig. 3a and b and is summarized in Table 2. In the CL, 109 acquisitions (94 inside and 15 outside the landslide boundaries) were carried out, and in the RL, 140 acquisitions (118 inside and 22...
outside) were carried out. In this figure, green areas denote areas that are inaccessible due to the declivity or presence of brambles and/or dense undergrowth. This area covers roughly 36% of the CL and roughly 50% of the RL. Because it is not possible to list all of the acquired traces here, we list these measures as clustered in Figs. 4 and 5 based on spatial distributions.

4.2.1. Castagnola H/V results

The 94 CL H/V curves, taking into account spatial distributions, can be grouped into 6 main clusters (Fig. 4): in clusters A and B, there is a natural peak at roughly 4–5 Hz (corresponding to a depth of roughly 15–20 m); in clusters C, D and E, there is a natural peak at roughly 3–4 Hz (corresponding to a depth of roughly 20–30 m); and in cluster F, there is a natural peak at 5–6 Hz (corresponding to a depth of roughly 5–12 m). Some of the peaks at higher frequencies visible in all of the clusters are both natural and anthropic. The H/V curves taken from Castagnola are noisier due to the presence of anthropic activity, and natural peaks are often overlaid on anthropic peaks.

4.2.2. Roccalbegna H/V results

The 118 RL H/V curves, considering the spatial distributions, can be grouped into 6 main clusters: in three of them, there is only one natural peak ranging from 3 to 6 Hz (cluster A peak at 4–6 Hz, cluster D peak at 3–5 Hz and cluster F peak at 5–6 Hz corresponding to a depth of 15–40 m), and in two of them, there are two natural peaks that are very close together (cluster B: 4 Hz and 6–7 Hz and cluster C: 3 Hz and 4–5 Hz). Finally, cluster E is very noisy with wide natural peaks, which is likely due to the presence of rough topography with many discontinuities and counter slopes.
Fig. 4. The CL average H/V curves clustered according to the spatial distribution. Natural peaks occur at roughly 4–5 Hz (clusters A and B), 3–4 Hz (clusters C, D and E) and 5–6 Hz (cluster F).
Fig. 5. The RL average H/V curves clustered according to the spatial distribution. Natural peaks occur at approximately 4–6 Hz (cluster A), 3–5 Hz (cluster D), 5–6 Hz (cluster F), 4 Hz and 6–7 Hz (cluster B) and 3 Hz and 4–5 Hz (cluster C). Cluster E (Ea and Eb) is very noisy with broad natural peaks.
4.3. Slip surface depth reconstruction

Punctual depth measurements were collected in a GIS environment and were interpolated using the IDW for the CL and the RL sites to calculate the depth of sub-surface levels hosting the slip surfaces. For each site, the topography of such levels was obtained by subtracting depth maps from the surface topography using a Digital Elevation Model (DEM). The corresponding results are shown in Fig. 6, along with three orthogonal profiles for each site.

Some main features (e.g., volume, mean and maximum depth and surface altitude) inferred from the depth maps of the two landslides are summarized in Table 3. The map of the CL shows a greater depth throughout the village and in the northeastern area and reaches 21.4 m below ground. The depth map for RL shows maximum values in the central part of the landslide body along with a broad area in the northwestern region with a depth nearly equal to zero. This peculiar feature is caused by the total absence of measurement points in this area because it is difficult to access and thus generates locally inaccurate depth reconstructions. Slip surface profiles were generated for each landslide from depth maps and drawn in correspondence with the same sections considered in the seismic data analysis. Table 4 summarizes the main features of the H/V measurement dataset and subsets used for the reconstruction of slip surfaces: the number of H/V measurements, the neighbourhood radius used for filtering and the point density calculated with respect to the landslide area in ha.

The resulting depth maps obtained via the interpolation of single station measurements can serve as reliable representations of the envelopes of landslide slip surfaces. To take this a step further, a general assessment of the accuracy of the resulting depth map and of the method was performed to investigate whether H/V measurements are adequate in terms of quantities, distributions and spatial densities. A grid with 30 m × 30 m cells was created over the landslide perimeter, and cells containing at least one point were selected. Then, the spatial distribution of points was analysed by creating a density map (created using the ESRI® ArcGis 9.3 Kernel Density tool). Five points of the original shapefile were selected from cells with more points in areas with higher Kernel Density values and were then deleted. We in turn produced a reduced dataset with 5 less points than the original one but with a potentially more homogeneous spatial distribution. This subset generation process was repeated, creating a set of shapefiles derived from the original with 5 fewer points relative to that derived from the previous iteration. New raster depth maps were then created using the IDW method and were filtered using a neighbourhood selected based on the average of the 10th percentile of the new point couples of distance distributions for each iteration.

To summarize, from the CL test site, 17 depth maps were generated from 94 points corresponding to a density of 1.72 points/ha using the full dataset and from 14 points corresponding to a density of 0.26 points/ha using shapefiles obtained from the 16th iteration. In the RL test site, 23 depth maps were generated from 118 points corresponding to a density of 6.16 points/ha using the dataset and from 9 points corresponding to a density of 0.47 points/ha using shapefiles obtained from the 22nd iteration.

5. Discussion

5.1. H/V measurements for reconstructing landslide slip surfaces

Measures carried out in the CL allowed us to fine-tune the proposed methodology. The selection of peaks of interest was validated by comparing the seismic stratigraphic model with data associated with 10 inclinometers placed both inside and outside the landslide perimeter. In particular, our examination of respective inclinometric diagrams reveals pipe ruptures resulting from landslide movements at the same depth as strong impedance contrasts detected using tromometers. The stratigraphical logs obtained by observing drilling cores collected through piezometer installation reveal some intensely deformed levels at variable depths of 10–25 m with clear evidence of underground water circulation within generally undisturbed dry claystone. Sparse centimetric fragments of claystone in a finer plastic and wet matrix have formed such features. Our geotechnical measurements show that within upper soil layers, similar conditions are present. For the collected samples, differences in the abundance of granulometric fractions (i.e., in the grain size distribution) were likely responsible for the variations in saturated permeability and dry unit weight (Table 1). The results of geotechnical surveys performed in the RL can be interpreted in the same way, allowing us to hypothesize that variations in grain size distributions are responsible for differences in permeability, whereas for the RL, dry unit weights appear to be less affected than they are in the CL based on grain size distributions.

Our analysis of seismic noise records (Figs. 4 and 5) shows that H/V amplification is greater in the RL than in the CL. The CL also does not show significant variations from its central area to its boundaries while in the RL, values decrease from the crown to the foot (Danneels et al., 2008; Delgado et al., 2015). This is likely attributable to mean slope inclination angles of the two landslides (CL: 10° and RL: 13°). Both of these angles are less than 15°, and thus topographic amplification/deamplification effects can be neglected with respect to landslide mass resonance, which is more intense (Bouchouvalas and Papadimitriou, 2005; Lenti and Martino, 2012; Wang et al., 2015).

Figs. 8 and 9 present synthetic contour maps of the H/V. In these maps, warm colours (from yellow to red) are associated with positive impedance contrasts (log10 (H/V) > 0), such as a clear contrast between an upper layer of sediment that is more or less saturated or a fractured rock and a deeper layer of intact seismic bedrock (Amorosi et al., 2008). Cool colours (from light to dark blue) are associated with negative impedance contrasts (log10 (H/V) < 0) corresponding to velocity inversion in the uppermost layers (Castellaro and Mulargia, 2009a). Green areas correspond to an absence of impedance contrast and therefore to an absence of seismic velocity variations between layers (log10 (H/V) = 0).

Seven alignments of single-station measures were identified for the CL. For all of these H/V alignments (Fig. 8), it is possible to identify a very high impedance contrast at a mean depth of 30 m associated with the potential sliding surface. Moreover, in section GG', it is possible to identify lateral landslide boundaries.

Five alignments of H/V measures were identified for the RL. Even for this area, it is possible to identify very high impedance contrasts between all of the sections associated with potential sliding surfaces (Fig. 9). The H/V sections of both sites show a strong correspondence to the profiles obtained by spatially interpolating all timely seismic measurements.

According to Del Caudillo et al. (2014), the use of the H/V technique to detect slip surface depths is mainly based on the principle that the resonance frequency of a landslide can be generated from soft debris (the landslide mass itself) over rigid bedrock, i.e., when low shear-wave velocity layers present a sharp impedance contrast with bedrock. Although this principle is theoretically correct,
Fig. 6. Slip surface depth maps reconstructed for the CL (a) and RL (b) with sections and corresponding height profiles showing ground and slip surface geometries.
several other conditions can spur more complex local seismic responses in landslide masses and thus remove soil resonance effects. Over the last decade, as stated in the introduction, several studies have examined seismic responses in landslide-involved slopes using field evidence, geophysics and numerical modelling. Some of the main outputs obtained thus far have demonstrated that: a) the slope dip can control the expected seismic response of a landslide mass, i.e., in strengthening less-pronounced or absent dip resonance effects; b) depending on the impedance contrast between the landslide mass and bedrock, the main resonance can be measured (or not); c) in the same landslide mass, the impedance contrast can vary from the detachment area to the landslide foot, thus showing that seismic amplification can disappear in parts of a landslide mass; and d) the polarization of seismic noise signals must be considered because this can generate phenomena of resonance directional variability (Galea et al., 2014; Lenti and Martino, 2012; Moisidi et al., 2015; Panzera et al., 2012; Wang et al., 2015).

The geological features and physical properties (i.e., the values of geotechnical parameters) of the two studied landslides and their slope shapes (both have angle slopes less than 15°) justify the reliability of the applied techniques because topographic amplification/deamplification effects can be neglected with respect to landslide mass resonance (Bouckovalas and Papadimitriou, 2005; Lenti and Martino, 2012).

The interpolation workflow iterated by decreasing the number of single H/V stations employed in the determination of slip surfaces allowed us to identify possibly redundant measurements in terms of the quantities and spatial distributions. We in turn determined the minimum number of measures (assuming a homogeneous spatial distribution) that ensure the reliable reconstruction of depths of the investigated level. In doing so, the depth maps obtained for each step were compared in terms of the average depth values and differences in volume for all potential map couples. This latter approach involved comparing a depth raster by a second depth raster by separately calculating the volume of zones where the second one had a greater (volume loss) or smaller depth (volume gain). At this stage, all depth maps were compared to obtain a matrix containing all differences in volume between each couple of surfaces.

5.1.1. Castagnola landslide case study

The results obtained from the Castagnola case study are shown in Fig. 10. The figure presents mean depth values for all 17 maps (Fig. 10a) and differences in volume between the map obtained with all measurements (total map) and the other maps from the 16 iterations (Fig. 10b). Each data series is associated with a regression line determined from a 4th-order polynomial, and trends were analysed by calculating the value of the tangent in relation to the polynomial function of each step. Our analysis of the mean depth plot shows very minor variations for the first nine iterations (dark to light green areas in Fig. 10a). Then, from the 11th iteration onward, the graph shows a considerable increase in gradients, denoting more significant differences between the resulting maps (yellow to red area in Fig. 10a). In particular, mean map depth values corresponding to the first 10 iterations consistently range from 10.79 to 10.67 m with an average value of 10.74 m and a standard deviation of 0.039 m. For the last 5 iterations, values vary considerably to up to 8.73 m due to the insufficient spatial density of measurements.

The series of volume differences between the total depth map and other maps generated from the 16 iterations associated with a regression line and calculated using a 4th-order polynomial is shown in Fig. 10b. The results show a gradual increase for the zones with volume gains and for the zones showing volume losses within the first 9 iterations, denoting a constant but rather minor

<table>
<thead>
<tr>
<th>Points</th>
<th>Neighbourhood radius (m)</th>
<th>H/V measurements density (points/ha)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total</td>
<td>94</td>
<td>35</td>
</tr>
<tr>
<td>Iteration 1</td>
<td>89</td>
<td>39</td>
</tr>
<tr>
<td>Iteration 2</td>
<td>84</td>
<td>41</td>
</tr>
<tr>
<td>Iteration 3</td>
<td>79</td>
<td>42</td>
</tr>
<tr>
<td>Iteration 4</td>
<td>74</td>
<td>45</td>
</tr>
<tr>
<td>Iteration 5</td>
<td>69</td>
<td>52</td>
</tr>
<tr>
<td>Iteration 6</td>
<td>64</td>
<td>48</td>
</tr>
<tr>
<td>Iteration 7</td>
<td>59</td>
<td>49</td>
</tr>
<tr>
<td>Iteration 8</td>
<td>54</td>
<td>51</td>
</tr>
<tr>
<td>Iteration 9</td>
<td>49</td>
<td>52</td>
</tr>
<tr>
<td>Iteration 10</td>
<td>44</td>
<td>54</td>
</tr>
<tr>
<td>Iteration 11</td>
<td>39</td>
<td>56</td>
</tr>
<tr>
<td>Iteration 12</td>
<td>34</td>
<td>60</td>
</tr>
<tr>
<td>Iteration 13</td>
<td>29</td>
<td>64</td>
</tr>
<tr>
<td>Iteration 14</td>
<td>24</td>
<td>70</td>
</tr>
<tr>
<td>Iteration 15</td>
<td>19</td>
<td>75</td>
</tr>
<tr>
<td>Iteration 16</td>
<td>14</td>
<td>82</td>
</tr>
<tr>
<td>Iteration 17</td>
<td>13</td>
<td>30</td>
</tr>
<tr>
<td>Iteration 18</td>
<td>9</td>
<td>64</td>
</tr>
<tr>
<td>Iteration 19</td>
<td>28</td>
<td>33</td>
</tr>
<tr>
<td>Iteration 20</td>
<td>23</td>
<td>36</td>
</tr>
<tr>
<td>Iteration 21</td>
<td>18</td>
<td>43</td>
</tr>
<tr>
<td>Iteration 22</td>
<td>13</td>
<td>50</td>
</tr>
<tr>
<td>Iteration 23</td>
<td>9</td>
<td>64</td>
</tr>
</tbody>
</table>

Table 4 Features of the H/V measurement datasets used for the reconstruction of slip surfaces in the CL and RL (TOTAL) and for subsets generated through the iterative process.
increase in differences between the first map and the other maps (green area in Fig. 10b). Within this interval, differences constantly falling below 150,000 m$^3$ based on the spatial extent of the landslide can be considered very minor (i.e., 2.5% of the estimated total volume). From the 9th and 11th iterations, the two series continue to follow a similar trend but with a slight gradual increase in gradients, whereas from the 11th iteration onward, the two series show completely different behaviour and tend to diverge (yellow Fig. 7. Average H/V curves (A), component spectra (B), seismic velocity profiles (C), signal directions (D) and stationary values (E) of the three measures recorded near boreholes. The table summarizes H/V measure and borehole topographic heights ($z_{\text{top}}$), the depths of seismic discontinuities and inclinometer cuts ($h$) and the topographic height ($z_{\text{surf}}$) of the discontinuity/cut.
area in Fig. 10b). In particular, the series of volume gain assumes exponential behaviour growth, whereas the differences in volume loss tend to remain constant between the 11th and 14th iterations, beginning to decrease until the last step (red area in Fig. 10b). This can be attributed to the insufficient number and spatial density of measurement points, rendering the calculated surfaces progressively more inaccurate and decreasing in depth.

In Fig. 11a, differences in depth between the map obtained from all of the data and that obtained from data of the 16th iteration are shown with the profiles of sections AA’, BB’ and FF’ (Fig. 11b–d, respectively). These profiles were calculated using depth maps from the total dataset and from the 10th and 16th iterations, and
they show minor differences in geometry from the total and the 10th iteration. However, the profile of the surface reconstructed from the 16th iteration subset is considerably different in all the three sections.

Profile AA’ shows that differences from the 16th step surface are more pronounced in the upper and lower sections of the landslide and likely due to globally inhomogeneous point distributions in these areas that are often inaccessible due to the presence of private property or dense vegetation. In contrast, differences in the central part of the landslide are considerably reduced because the area is occupied by a village and farmland crossed by accessible roads, making it possible to perform a survey with more homogeneous point coverage. Analogous behaviour can be observed in marginal areas of the landslide that are characterized by inaccessible areas and are thus less surveyed. As a whole, the three proposed approaches substantially confirm the same hypothesis that differences between the resulting depth maps are minimal when using more than 50 measurements (as long as they are well distributed). In other words, to generate an approximate representation of the slip surface depth of the CL, a minimum number of 39 H/V single stations must be used. Increasing the number of measures to 49 considerably enhances the accuracy and reliability of the model, but using more than 60 measurement points generates moderate improvements in model quality.

5.1.2. Roccalbegna landslide case study

Plots of the average depth values and volumetric differences are shown in Fig. 12. The plot of the mean depth (Fig. 12a) reveals minor variations for the first 13 iterations. From the 17th iteration onward, the graph shows a considerable increase in gradients, denoting a more significant difference between the resulting maps. The mean depth calculated for maps corresponding to the first 13 iterations consistently ranges from 11.28 m to 11.90 m with an average value of 11.56 m and a standard deviation equal to 0.2 m (dark to light green areas in Fig. 12a); in the maps of successive iterations, values decrease considerably up to a value of 8.73 m due to the insufficient spatial density of measurements made (yellow to red areas in Fig. 12a). The graph of volume differences shows the same gradual increase in both areas with volume gains and losses occurring until the 13th step (green areas in Fig. 12b). From the 13th and 17th iterations onward, the two series continue to exhibit similar trends but with a slight gradual increase in gradients (light to dark yellow areas in Fig. 12b). From the 17th iteration onward, the two series show completely different behaviour as shown for the CL, tending to diverge (light to dark red areas in Fig. 12a). In particular, the series of volume gains denotes exponential behaviour while the series of volume loss shows a declining gradient until the 17th iteration, where it starts to decrease. This behaviour is analogous to that observed for Castagnola, where an insufficient number and spatial density of measurement points render calculated surfaces progressively more inaccurate and decreasing in depth.

Fig. 13a shows the differences in depth between the map obtained from all of the data and that obtained using data of the 22nd iteration for the profiles of sections AA’, BB’ and CC’ (Fig. 13b–d, respectively). The profiles were calculated using depth maps from the total dataset and from the 10th and 22nd iterations, and they
Fig. 11. Map of differences in depth between the slip surface obtained using all of the data and that obtained using data from the 16th iteration. The four height profiles show the ground topography and slip surfaces obtained using all of the data and data from the 6th, 10th and 16th iterations in correspondence with sections AA', BB' and FF', respectively.

Fig. 12. Graphs of the mean depths of all 23 calculated maps (a) and of volume differences between the total depth map and other maps from the 22 iterations (b) of RL. Green and red coloured areas in the background denote increasing differences between the iterations. Dark green areas denote close similarities between the resulting maps; light to dark yellow areas and light to dark red areas denote similar decreases. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
show minor differences in geometry until the 10th iteration while the profile of the surface reconstructed using the 22nd subset shows considerably different results for all three sections.

As a whole, the three proposed approaches confirm that differences between the resulting depth maps are minor when applying more than 33–35 measurements (as long as they are well distributed). In other words, to provide an approximate representation of the slip surface depth of the RL, a minimum of 33 H/V single stations must be used. Increasing the number of measures used to 53 considerably enhances the accuracy and reliability of the model, and using more than 53 measurement points produces moderate improvements in model quality.

In conclusion, our approach based on the iterative reduction of an initial H/V measurement dataset provided a good evaluation of the quality of resulting depth maps. In addition, the approach serves as a valid tool for estimating the expected timing, costs and quality of seismic surveys on landslides based on the planned measurement quantity and density levels. Because the total number of measurements made per day is dependent on available instruments and because 20/30 measures per day can serve as a realistic parameter, the results of this work can facilitate an estimate of budgets required in terms of the timing and financial costs of efficient and accurate landslide slip surface detection.

However, it is necessary to note two main drawbacks of the proposed methodology: a) the contributions of topography were not considered during interpolation, and b) the initial datasets for both landslides were affected by an irregular spatial distribution mainly resulting from the presence of inaccessible areas and rugged terrain. In particular, our reconstruction of the depth map of Roccalbegna, for which numerous measures were represented in clusters due to the varying project requirements, was extensively affected by the total absence of measurement points in the northwestern part of the landslide area, thereby generating a biased estimation of a broad area where depth values of the slip surface are equal to zero. Finally, the use of pre-landslide DEM data could constitute an advantage rather than a drawback, as these are typically the only data available on the first day of an emergency.

6. Conclusions

Because slope instabilities are some of the more complex and dangerous phenomena that affect human life and activity, understanding internal structures of landslides can facilitate the execution of reliable stability analyses and, consequently, the adoption of mitigation procedures. The approach developed and discussed in this paper allows one to obtain, over a relatively short period of time, information of interest that can ultimately be used to plan the quantity and location of direct measurements (i.e., boreholes, inclinometers, and piezometers). Indeed, the use of H/V measurements generates timely information on the main impedance contrast depths for large areas over a few days at relatively low costs. The interpolation of these timely depth
measures allows one to reliably detect and reconstruct landslide slip surfaces. The proposed approach was validated for the CL, for which direct measures of the subsoil are available. It was then applied to another case study of the RL, for which direct measurements apart from those of shallow soil layers, were not available.

These experiments conducted on the CL and RL serve as a proof of the opportunities that this approach can offer. To assess the accuracy of reconstructed seismic impedance contrasts associated with slip surfaces, an interpolation workflow was iterated by decreasing the number of H/V single stations involved in the reconstruction of slip surfaces. As a result, the following were determined: i) the minimum number of measurements for a homogeneous spatial distribution that ensures reliable reconstruction, ii) the range of measurements needed to considerably enhance the accuracy and reliability of the model and iii) the threshold number above which only slight improvements in model quality are expected.

The main drawbacks of this procedure are as follows: i) the seismic response of a landslide can be strongly affected by slope properties and shapes (e.g., geological features, physical properties, angle slopes, and impedance differences between the landslide mass and bedrock); ii) in the same landslide, seismic responses could vary, moving from one area to another (e.g., evidence of seismic amplification can disappear and seismic noise signals can be polarized, affecting the directionality of the signal itself); iii) the presence of inaccessible areas leads to an irregular spatial distribution of H/V measurements; and iv) artefacts resulting from rough topography. Through our two case studies, the reliability of the applied techniques was justified because topographic amplification/deamplification effects can be neglected with respect to landslide mass resonance, as the angle slope is less than 15°.

Furthermore, 2-D and 3-D numerical modelling methods designed to assess slope stability and perform back-analysis simulations have been developed in recent years to predict the behaviours of unstable slopes and their response to triggers (e.g., seismic shaking or rainfall). Nevertheless, such models still require access to detailed knowledge of the geological, mechanical, hydrological properties of landslides and boundary conditions. Therefore, the proposed methodology, in providing the depths of sliding surfaces and lateral geometries of landslide mass, is expected to constrain engineering-geological models, optimize the stability analysis outputs and stabilization plans, and ultimately reveal the best landslide mitigation procedures.
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