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Abstract

The properties of quantum mechanics promise to overcome the limitations of classical physics in novel quantum technologies. The potential of important applications such as quantum computations and quantum sensing motivates and provides a context to the present dissertation.

The thesis focuses on one of the most promising experimental platforms: Single nitrogen-vacancy (NV) centers in diamond. This quantum system is composed by the spins of the valence electrons of the crystalline point defects and their nearby nuclei. Quite generally, a fundamental requirement to exploit the potentialities of the quantum nature of a system is its precise control. However, this always involves new challenges, related to the need to protect the quantum system from the environment (i.e. preserving the quantum nature of the system itself) and the desire to develop measurement protocols that can enhance its performance for quantum applications. Therefore, I focused my Ph.D. work to find novel solutions to these challenges.

The dissertation, developed in the context of a research project taking place at University of Florence-European Laboratory for Non-linear Spectroscopy (UNIFI-LENS), is focused on two complementary goals: an improved characterization and control of the NV center and its environment, which enables superior performance in quantum sensing, and novel sensing methods with NV centers, that can be applied to better characterize the environment itself.

As a first project, we addressed the manipulation and control of the spin associated with a nearby nucleus. In particular, we explored the dynamic nuclear polarization mechanism of the $^{14}$N nucleus intrinsic to the NV defect itself, to produce a high-polarized nuclear spin state. The dynamics of this phenomenon depends strongly on the interaction between electronic and nuclear NV spins in the orbital excited state. Characterizing the process as a function of alignment and strength of an external magnetic field, we obtained
the first precise direct evaluation of the transverse hyperfine coupling in the excited-state of the NV center.

Then, we devised and implemented an optimal control method for magnetic field quantum sensing. The purpose was the measurement of weak variable fields via dynamical decoupling techniques with the NV electronic spin. Our technique is distinct from previous ones for the introduction in our numerical optimization of an innovative metric: The sensor sensitivity. Using this metric enables finding the best compromise between decoupling the NV spin from the environment and enhancing the effects of the target field. We tested our algorithm on different exemplary scenarios and verified it for some experimental cases. In all the considered cases, our method leads to an improvement of the sensitivity up to a factor of 2 with respect to traditional dynamical decoupling techniques. Moreover, our optimized sequences can guarantee a speed up of the sensing measurement without a deterioration of the sensitivity. This would be fundamental for the measurement of weak fields characterized by a short lifetime.

The knowledge of the environment is a prerequisite for preserving the NV spin from decoherence and enabling optimal control techniques. Therefore, the last part of the dissertation is dedicated to the study of the properties of the NV-environment interactions considering both the $^{13}$C nuclear spin bath inside the diamond and the effects of strongly interacting nearby nuclei. We implemented a method that allows us to spectrally characterize such environment, valid even in the case of relatively short coherence times. For a weak coupling regime, i.e. high bias magnetic field, we verified the robustness of the model under control sequences different from the ones used to extract the environment characteristics. We found a considerable agreement between data and numerical simulations for the NV electronic spin evolution, without any fit parameter.

The suite of methods and results obtained in this thesis can be used to improve the performance of NV-based quantum sensors, that are finding widespread applications in fields ranging from biosensing, to geoscience, condensed matter physics and precision metrology. More broadly, while all the methods presented in this thesis are designed for applications with single NV centers in diamond, they are quite general. It would then be possible to apply them to different quantum experimental platform, such as defects in silicon carbide, ultracold atoms or trapped ions, and achieve similar improvement in other quantum devices.
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Introduction

Nowadays, one of the most relevant research fields involves the study and development of quantum systems for practical applications (so-called quantum technologies). For example, the implementations of efficient computation (quantum computation) [1] and high-precision measurements (quantum metrology) [2] are important purposes both from the theoretical and experimental point of views. The basis of the reached progress are related to the peculiar properties associated to quantum mechanics, such as superposition principle and entanglement, that enable the possibility to overcome the limitations of classical physics [3, 4].

However, to really exploit these possibilities, the precise control of the quantum system is an indispensable requirement. "Control" means the capability to manipulate the system avoiding the drop of its quantum properties: To do it, a full knowledge of the system is in general necessary. This is also true since any realistic quantum platform is inevitably coupled to its (often classical) environment. Indeed, the coherent superposition of the system can be irrevocably destroyed (decoherence) due to the interaction with its surroundings. Reducing decoherence is one of the central problems in quantum control and it is the prominent argument of a wide research activity. Indeed, since addressing these arguments is the general purpose of my dissertation, the goal of this first part is to provide a brief introduction with the fundamental definitions and the concepts of both quantum computation and quantum sensing. Those two research fields have many characteristics in common and are the basis for the applications with nitrogen-vacancy (NV) centers in diamond, main subject of this thesis.

Principles of quantum computing

The necessary and sufficient requirements for any physical platform able to realize the universal quantum computing are univocally identified thanks to the Di Vincenzo criteria [5], that I report here. A quantum computer shall have the following characteristics:
I A scalable physical system with well-characterized qubits.

II The ability to initialize the state of the qubits to a simple fiducial state.

III Long decoherence times, much longer than the gate operation time

IV A universal set of quantum gates

V The capability to measure the state of specific qubits

The first criterium involves the definition of a qubit as a two level system (typically indicated with $|0\rangle$ and $|1\rangle$) encoding a bit of quantum information. The statement "well characterized" concerns several characteristics; first of all, its physical parameters should be completely known, including the internal Hamiltonian, as well as the coupling with additional levels of the qubit system. Then, a deep understanding of the interaction with its environment, e.g. other qubits, and couplings with external fields is necessary. About the scalability, it is not uniquely defined for all the possible different applications, but in general represents the capability of the system to improve its performances, proportionally to the size of the system (e.g. increasing the number of qubits). The II criterion is not simply related to the straightforward requirement to have a well known starting point for the quantum computation process, but also to the possibility to resort to this fiducial state for quantum error correction, improving the qubit performances. For the satisfaction of the third criterion, we can describe the decoherence as the loss of the quantum information stored by the qubit, i.e. the drop of the off-diagonal elements of the density matrix $\rho$ or the presence of loss channels due to states of the qubit different from $|0\rangle$ and $|1\rangle$; if the decoherence dynamics is much slower of the capability to manipulate the qubit, it enables the implementation of multiple quantum gate operations with high fidelity of operation. To be considered "universal", as required from the IV point, a set of quantum gates has to include both one-qubit gates and two-qubits (e.g., controlled-NOT, cNOT) gates; the latter point can be considered the core of the entanglement creation between qubits. The final requirement points out that the result of the computation sequence must be read out; this is possible once each specific qubit can be measured independently.

In the last two decades an important part of modern physics concerns the development of physical systems for quantum computation, and there is a number of candidates [6] that could represent a feasible platform; we can easily recognize as potential qubits photons, trapped ions or neutral atoms, superconducting circuits, electrons in quantum dots and donors or defects in solid state systems. However, it remains unclear which technology, if any, will ultimately prove successful.
Quantum sensing requirements

The definition of "quantum sensing" can be expressed as the use of a quantum object to measure a physical, classical or quantum, quantity. One of the main properties of the quantum object is given by the presence of quantized energy levels, depending on the physical quantity that we aim to measure. Another possibility is related to the use of quantum coherence, as for temporal superposition state, to perform the measurement of the target field to be measured or, otherwise, the improvement of the sensitivity of a measurement, beyond the classical limit, with the aid of entanglement.

An extended discussion about quantum sensing can be found in [7], from which we also derive some specific characteristics for the definition of a quantum sensor. In analogy to the Di Vincenzo criteria for quantum computation, a quantum sensor should have first of all discrete, resolvable energy levels related to a two-level system; obviously, an ensemble of two-level systems would exhibit many advantages as well. On the other hand, in this case the scalability requirement, belonging to the first Di Vincenzo criterion, does not play the same crucial role as for quantum computation. The presence of a fiducial state easily to be initialized is still an essential feature for a quantum sensing protocol. Then, we need the possibility to coherently manipulate the qubits, even if the possibility to entangle two of them, that is, a two-qubit gate required for a universal set of gates, is not necessary. Nevertheless, it would be an important feature for the quantum sensing platform. Of course, the ability to read out the state of the system remains at the basis also for a sensing measurement.

Up to now, the depicted characteristics of a quantum sensor are in common with the qubit for a quantum computer; another specific requirement for quantum sensing applications is the capability to interact with a relevant physical quantity that is the target of the measurement (e.g. an electric or magnetic field). This interaction can be described by a coupling parameter able to relate the changes in the external target with the ones in the transition energy of the quantum sensor. So, the two main characteristics to discriminate different quantum sensors are: i) "to what" and ii) "how much" they are sensitive. Meanwhile the first, of course, defines for which possible application you can use a given sensor, the second is one of the most prominent features to determine the quality of the sensor itself and it is represented by the "intrinsic sensitivity". Indeed, the optimum sensor should provide the strongest response to the target signal, meanwhile minimizing the effects of unwanted perturbations. Obviously, these are in general two conflicting tasks that have to be reconciled. Therefore, even if we did not consider the III Di Vincenzo criterion, concerning the ratio between coherence...
and operation time on the qubit, in the definition of a quantum sensor, it affects in a fundamental (still not exclusive) way the goodness of the sensing measurement.

We can identify a number of experimental candidates that can take on charge the quantum sensing task. A review of all possible quantum sensors goes beyond the purposes of this thesis and can be found in [7]. Here, we limit ourselves to mention the most prominent for the group related to magnetic field sensing, as it is the case of NV centers: The categories are basically the ones mentioned for the quantum computing case, ranging from vapor cells or cold clouds for neutral atoms [8, 9], to solid-state spins, like NMR sensors [10], and superconducting circuits, as superconducting quantum interference devices (SQUID, [11]) and flux qubits [12]. There is in this case also the addition of some elementary particles (muons [13]) and optomechanical systems [14].

In general, the sensing sequence can be described by a basic measurement protocol, the starting point of which consists, as discussed, in the preparation of the sensing state: It could also be not simply one of the two states of the qubit basis, but also any superposition state useful to sense the target. Then, the sensor evolves under an Hamiltonian, composed by the internal time-independent one, characterized by $|0\rangle$ and $|1\rangle$ as the eigenstates, the interaction with the target and the external control. At the end of the sensing procedure, the system is in a final sensing state; if necessary, the read out basis could be different from the initial one, and made by a combination of $|1\rangle$ and $|0\rangle$. Finally, the state of the sensor is read out with a measurement, typically a projective one $^1$. Indicating with $1\ (0)$ the eigenvalue associated to $|1\rangle\ (|0\rangle)$, the measurement would give a binary outcome of a physical quantity measurable with the experimental apparatus: Either $1$ with probability $x$ (proportional to the probability $p$ for the qubit to change its state during the measurement) or $0$ with probability $1 - x$. Therefore, to obtain a precise evaluation of $p$, a repetition of the whole sequence has to be performed, by averaging over many realizations on the same qubit or averaging over many qubits. Although the described protocol is not universal, it can be used to describe most of the quantum sensing techniques.

Dissertation contest

In the depicted scenario for quantum sensing and computing, one of the most promising opportunities to transfer quantum mechanical properties in

$^1$A projective measurement is described by a Hermitian operator on the state space of the system being observed [15].
everyday applications is represented by nitrogen-vacancy centers in diamond, subject of this thesis work. In this case, the quantum system is represented by the intrinsic angular momentum of the valence electrons of the crystalline point defects and their nearby nuclei. The ability to coherently control with very-high precision these degrees of freedom makes NV centers ideal candidates for a wide class of quantum applications, e.g. for magnetic field quantum sensing [16, 17], and for quantum computing applications [6].

About the latter, NVs have been demonstrated a good platform for the creation of quantum registers [18] and coherent feedback control of the qubit with the aid of an ancilla system [19]. They are also a suitable system to create entanglement, both between different nuclear spins by means of a single NV center [20] and between different NVs [21]. On the other hand, they are very flexible for magnetic field sensing, enabling measurements of weak variable magnetic fields with nanometric resolution [22, 23]. Therefore, it is possible to exploit these characteristics for devices that can scan different samples [24] or directly measure fields generated by molecules on the diamond surface in very small volumes [25]. Moreover, the biocompatibility of the diamond leads to important applications for biological purposes, like measurements of action potentials generated by neuron cells [26, 27].

Nevertheless, there are still some open challenges in order to push the performances of the NV quantum system to their ultimate limits: i) new measurement protocols, ii) protection from the environment and iii) quantum error correction are indispensable tools in this sense. This dissertation is therefore focused on addressing these points, with particular attention for i) and ii) by means the development and experimental realization of novel techniques for the quantum control of single NV centers. This Ph.D work has been realized as a part of an experiment running at University of Florence-European Laboratory for Non-Linear Spectroscopy (UNIFI-LENS).

The thesis is structured as following: A first part of Cap. 1 provides an introduction to NV centers, describing their physical properties. Then, after a short description of our experimental setup, I describe the measurement methods used to control the NV spin system. Chapter 2 discusses how to manipulate and control a second quantum degree of freedom: The spin associated to a nearby nucleus. In particular, we studied the possibility to polarize the nuclear spin associated to the NV color center by means of dynamic nuclear polarization mechanism. Studying the dynamics of this process, we provided a first precise experimental evaluation of the transverse hyperfine coupling between the nuclear spin of a $^{14}$N, composing the NV defect itself, and the NV electron one in the orbital excited state. In Ch. 3 I present an innovative method for the numerical optimization of amplitude measurements of ultraweak variable magnetic fields with arbitrary (known) frequency spec-
trum. The novelty of the idea lies on the use of a new optimization metric, chosen instead of the usual fidelity of operation: The sensitivity itself. We characterized the method for various exemplary cases of magnetic fields and we also demonstrated a good agreement with experimental measurements performed on a single NV center in bulk diamond. Since the basic idea is general, this approach would be relevant also for different platforms to push sensitivity towards its limit. Chapter 4 addresses the problem of the knowledge of the environment surrounding a quantum system. In particular, we studied both the properties of the diamond nuclear spin bath and the effects of strongly interacting nearby nuclei. In the Conclusions, I summarize the main results obtained with my work and the challenges and perspectives to extend it.
Chapter 1

Nitrogen-vacancy platform:
Background and applications

Negatively charged nitrogen-vacancy centers in diamond have emerged as promising platforms for quantum information processing and for a wide range of applications in quantum sensing. The NV electronic spin remarkable properties, such as optical initialization and readout of its spin state [28], and extremely long spin coherence [29], make it an excellent candidate for quantum technologies.

In this chapter I introduce what NVs are and their main properties, providing the knowledge tools that are needed to make familiar with the physics related to this quantum system. First, in Sec. 1.1, I present the physical structure of NV centers providing also a brief overview of the most used methods to create them inside the diamond structure. Second, in Sec. 1.2 and 1.3, I describe the NV quantum spin system and its relevant energy structure, that make NV centers reliable for a wide range of studies and applications. I introduce also the description of the interaction between the NV center and the local environment, made by neighboring $^{13}$C nuclei.

Then, in Sec. 1.4 I discuss the setup, already present at the European Laboratory for Non-linear Spectroscopy (LENS) at the beginning of my Ph.D. course, used to carry on the experimental work concerning this dissertation. Finally I present the standard techniques for detecting and manipulating the NV spin state, starting in Sec. 1.5 with Electron Spin Resonance experiments, and proceeding in Sec. 1.6 introducing the methods used to decouple the NV center from its environment.
The text is as follows:

1.1 NV structure and production

There are more than 500 luminescent defects in diamond and a significant fraction has been and it is also nowadays subject of research activities [30]. Nitrogen is the prominent impurity inside the crystal lattice and some defects related to this element show many important properties for a wide range of applications.

In this work I address specifically the topic related to nitrogen-vacancy centers, that is, stable point defects of the diamond lattice structure; they consist in a substitutional nitrogen that replaces a carbon atom in the diamond lattice with a vacancy center as a first neighbor. The center is characterized by $C_3v$ symmetry and appears in one of three possible different charge states: Positive NV$^+$ [31], neutral NV$^0$ [32] or negative NV$^-$ [33, 34]. Even if NV$^+$ and NV$^0$ are subject of important research studies [35, 36], our interest for this dissertation will be focused on the negatively charged variation, as it involves all the properties described in the previous section. For this reason, from now on in the remainder of the text with NV notation I will imply the negatively charged one, dropping the charge superscript.

For the production of diamond samples and the creation of NV defects, different techniques can be exploited. Even if the study related to the fabrication of samples is a critical point to determine also the possibilities for applications, it goes beyond the aim of this thesis and here I will give just a brief overview of the different methods; an extension of this discussion could be found in [37]. The main technique to grow the diamond itself consist in Chemical Vapor Deposition (CVD) synthesis, with which carbon atoms are deposited on a substrate inside a growth chamber with controlled atmosphere. CVD allows us the possibility to use different substrates materials and to obtain diamonds with very wide surfaces (over 10 cm of diameter and 1 mm of thickness [38]); it enables also the possibility to control the density of chemical impurities and so engineering the properties of the diamond itself. Indeed, only a small fraction of the substitutional nitrogen introduced during the grow process forms NV centers [39], typically < 0.5%.

It is possible to enhance the N-to-NV conversion through an additional irradiation with electrons on the sample and an annealing process; the first enhance the number of vacancies present inside the crystal. With the second, heating the sample at temperatures in the range 600 – 2000 °C, it is possible for the vacancies to diffuse towards substitutional nitrogen defects and form

---

$^1$A prefect diamond is a semiconductor with a wide band gap of 5.5 eV (225 nm, UV), so transparent in a wide range of frequencies. Therefore, it is common that a defect hosted inside the lattice presents an energy structure that allows deep radiative transitions within the diamond bandgap.
NV$^0$ centers. Usually the additional electron necessary to obtain the negatively charged species could be provided by a neighbor single nitrogen inside the lattice. In this way the relative abundance of NV centers with respect to nitrogen impurities could reach values close to 50 $\%$, that would be the most favorable case.

In order to highly reduce the dispersion of the defects inside the diamond it is possible to exploit the $\delta$-doping technique: An interruption of the grow of the matrix material during the CVD enables the deposition of dopant impurities, in this case nitrogen, on the exposed surface of a high-purity sample [40]. At this point, an annealing process could be performed; in this way, once restarted the growth, NVs are confined to the plane where nitrogen was deposited, resulting in a doping with a $\delta$-function-like profile, reducing both the depth at which NVs are and confining them in a specific layer, up to $\sim 2$ nm and $\sim 5$ nm of thickness and depth, respectively [41].

A further important method to insert NVs in the lattice close to the surface is ion implantation of nitrogen, mainly N$^+$ and N$^{++}$, into high-purity diamonds. The energy of the ion atoms as well as the ion flux and the beam shape are fundamental parameters to engineer the efficiency of the method [42–44]. This technique enables the production of samples with a regular pattern of NV defects maintaining a very low abundance of nitrogen. The spacing within the horizontal pattern and the implantation precision could be enhanced up to some tens of nm and $\sim 10$ nm, respectively, by masking off the diamond surface or focusing the ion beam. The main drawbacks related to implantation are the lower photo-stability and shorter spin coherence times with respect to NVs created with different techniques [45].

1.2 NV as quantum system

Once analysed the structural properties, now I address the description of the physical system that make NV centers reliable for a wide range of studies and applications. First of all, it is possible to describe the electron system of the diamond crystal as the sum of covalent-type interactions between the valence electrons of two nearest neighbor atoms [46]. Obviously the presence of a vacancy, i.e. the absence of an ion, breaks the bonds in the crystal, producing unpaired electrons that contribute to the properties of the center. In the case of our interest, the three carbon atoms contribute to NV valence band with one electron and the nitrogen composing the NV itself gives in turn two electrons, behaving as a donor [32, 47]. This description would correspond to the neutral NV$^0$ configuration, to which it is possible to add a last additional electron exploiting the presence of a second nitrogen close
1.2 NV as quantum system

to the defect [48].

In this configuration, the description of the orbital wavefunctions representation of the six electrons it is totally equivalent to the one made by two holes (with the caveat to consider the different sign of the interactions); it is therefore convenient to choose the representation containing the smallest number of particles. The resulting spin system associated with the NV center consists in an electronic spin \( S = 1 \), generating an energy structure similar to a "two-electrons atom" case, ideally separated in triplet and singlet states.

For an in-depth discussion related to the energy levels and their symmetries it is possible to refer to [46]. The symmetry axis of the defect, the \([1, 1, 1]\) of the crystal, defines the favored direction of the spin and consequently the three spin projections \( m_S = \{0, \pm1\} \). The ground state (GS) is given by a spin triplet where the \( m_S = 0 \) and \( m_S = \pm1 \) projections are separated by an electric quadrupole term. A second triplet forms an excited state (ES) connected with the ground state through an optical transition, with zero phonon lines (ZPLs) at wavelength 637 nm (1.945 eV), and associated vibronic bands that extend from their ZPLs to higher energy in absorption and lower energy in emission (see [49] for examples of the vibronic bands). The presence of two singlet states with energy in between the two triplet states has been demonstrated; they are connected by additional infrared optical transition, with ZPL at 1042 nm (1.190 eV) that is only observable during optical illumination (with energy > 1.945 eV) [50]. One of these two states is involved in an inter-system crossing (ISC) between singlet and triplet configurations via non-radiative transitions.

In first approximation, it is sufficient to consider an electronic system formed by a five-level scheme, depicted in [51] and shown in Fig. 1.1(a), defined by GS and ES triplets plus the singlet involved in the ISC; the dynamics of this transitions can be described through the decay rates towards the GS evaluated in [52] and reported in Tab. 1.1. In particular, we can note a difference of about one order of magnitude between the lifetime of the ES (\( \sim 10 \) ns) and the singlet state (\( \sim 300 \) ns), so that this last could be considered as a metastable state for the NV electronic spin. Moreover, we can note the presence of a faster decay towards the singlet state from the \( m_S = \pm1 \) spin projections with respect to the \( m_S = 0 \) one, and vice versa for the decay from the metastable towards the GS; this combination results in an effective higher probability to have a spin-flip \( |\pm1\rangle_e \rightarrow |0\rangle_g \) with respect to the opposite \( |0\rangle_e \rightarrow |\pm1\rangle_g \), where the ket indicates the particular \( |m_S\rangle \) quantum state and the subscript \( e/g \) the excited/ground manifold.

Exploiting this mechanism with many cycles of optical excitations with laser light it is possible to minimize the probability for the NV to be in the \( |\pm1\rangle_g \), that I will indicate with \( p_{\pm1} \), and maximize \( p_0 \) (probability to be in
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Table 1.1: Transitions and decay rates $\Gamma$ (from [52]). The labels correspond to the energy levels in Fig. 1.1(a) so that $\Gamma_{in,fin}$ indicates initial $in$ and final $fin$ levels with their spin projection $m_S = 0, \pm 1$ and manifold (the ES $e$, GS $g$ or metastable $m$).

<table>
<thead>
<tr>
<th>Transition</th>
<th>Rate [MHz]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spontaneous Emission $\Gamma_{0e,0g}, \Gamma_{-1e,-1g}, \Gamma_{+1e,+1g}$</td>
<td>63.48</td>
</tr>
<tr>
<td>Intersystem crossing from ES to singlet $\Gamma_{0e,0m}$, $\Gamma_{-1e,0m}, \Gamma_{+1e,0m}$</td>
<td>11.76, 79.91</td>
</tr>
<tr>
<td>Intersystem crossing from singlet to GS $\Gamma_{0m,0g}, \Gamma_{0m,-1g}, \Gamma_{0m,+1g}$</td>
<td>3.25, 2.37</td>
</tr>
</tbody>
</table>

$|0_g\rangle$. In this way a spin polarization is realized even if at room temperature the three different states of the GS are equiprobable because of thermal energy. In these experimental conditions, the relaxation time $T_1$ for each pure $|m_S\rangle$ state is usually $> 1$ ms. The polarization mechanism paves the way for all NV applications because it represents the usual technique for the initialization of the quantum system before all experimental sequences. Finally, the different probability to decay from the ES to the GS through the metastable state is responsible for a state-dependent photoluminescence (PL) that is exploited to discriminate between $m_S = 0$ and $m_S = \pm 1$ and so read out the spin; all these experimental routines will be discussed in Sections 1.5 and 1.6.

I underline that also other research works [51, 53, 54] report different decay rates for the internal dynamics between the electronic spin levels of NV centers. In general, their values depend on many peculiar experimental conditions, as temperature and intrinsic crystalline properties (e.g., lattice strain), leading to the possibility to have different rates for defects inside the same diamond sample; for these reasons, a complete univocal model able to predict the dynamics under different conditions has still to be developed. We are supported in our choice of the parameters reported in [52] because they are obtained with measurements on NV centers in bulk diamond at room temperature, as in our case.

1.3 Spin Hamiltonian

After describing the main characteristics of the NV energy level structure related to its electronic spin, in this section I analyze the different contributions
Figure 1.1: Level scheme of NV energy level structure. (a) Seven-level scheme of electronic structure, composed by the spin singlet $m_S = 0$ and the ground and excited state spin triplets. I show optical excitations at 532 nm (green arrows), radiative decay at 637 nm (red arrows) as well as non-radiative decay (black arrows) via the metastable level, responsible for spin polarization. The diamond valence and conduction bands, with their energy separation equal to $225 \text{nm} \cdot \hbar$, are schematically represented as well. (b) Hyperfine energy levels of the ground state considering the presence of a nuclear spin $I = 1$, as for the case of $^{14}$N. For all the physical constants indicated in the figure, refer to Tab 1.2.

to the energy within each triplet manifold. I consider also the interaction with a second quantum degree of freedom that usually is intrinsically related to NV centers: The nuclear spin $I$ associated to the nitrogen composing the defect itself.

The ground and excited triplet states of the system are governed by the same form of Hamiltonian. A detailed scheme of the level structure generated from these Hamiltonian operators is represented in Fig. 1.1 (a) and (b). The bare GS Hamiltonian for the electronic spin considered up to now, without any external interaction, would read

$$\mathcal{H}_g = D_g S_z^2,$$

where $S_z$ is the spin operator along the NV quantization axis $\hat{z}$ and $D_g = 2.87 \text{GHz}$ the electronic zero-field splitting of the GS.

In presence of an externally applied magnetic field $B$ the Zeeman effect removes the degeneracy of $|\pm 1\rangle_g$ states. Moreover, a strong coupling between
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Electronic and nuclear spins results in an hyperfine interaction, so that the only $m_S$ quantum number is not sufficient anymore to uniquely describe the NV state and we resort to $|m_S, m_I\rangle$ to do it, where $m_I$ indicates the nuclear spin projection along the quantization axis. Finally, nuclear quadrupole and Zeeman terms shift the states in energy. The final Hamiltonian results:

$$H_g = D_g S_z^2 + \gamma_e S \cdot B + Q I_z^2 + S \cdot A \cdot I + \gamma_n I \cdot B,$$

where $S$ and $I$ are the electronic and nuclear spin operators, $Q$ represents the nuclear quadrupole interaction, $\gamma_e$ and $\gamma_n$ are the electronic and nuclear gyromagnetic ratios, respectively. It is evident how the fourth term of the right hand side, the hyperfine one, removes the degeneracy of the three nuclear spin projections splitting each $|m_S\rangle$ state in $2I + 1$ hyperfine levels.

The hyperfine interaction can be rewritten as:

$$S \cdot A \cdot I = A_\parallel S_z I_z + A_\perp (S_x I_x + S_y I_y),$$

with $A_\parallel$ and $A_\perp$ amplitudes of the longitudinal and transverse coupling between the two spins. To serve as an example, in this section I consider a nuclear spin $I = 1$, as for the case of a substitutional $^{14}$N.

At room temperature, the excited state (ES) Hamiltonian $H_e$ has the same form, with a different zero field splitting $D_e$ instead of $D_g$ and hyperfine coupling tensor $C$, so that $S \cdot C \cdot I = C_\parallel S_z I_z + C_\perp (S_x I_x + S_y I_y)$. Indeed, in the excited state, the orbital contribution to the energy spin levels is quenched due to mixing of the excited state orbital doublet $\{E_x, E_y\}$, attributed to thermally-activated phonon excitations [55, 56]. Therefore, the excited state behaves as an effective orbital singlet like the ground state, where spin level energies are determined only by spin-spin and Zeeman interactions. This is no longer the case at cryogenic temperatures, where our model would not apply. All the quantities indicated for $H_g$ and $H_e$ are quantified in Tab. 1.2, considering the Planck constant $\hbar = 1$ for sake of simplicity.

For sake of clarity, in the following treatment the states labeled with a single quantum number are always referring to the electronic spin projection $m_S$; every time it would not result sufficient anymore to describe the NV state, I will indicate the latter with the aid of the nuclear spin component $m_I$ as a second quantum number.

Furthermore, in general is not uncommon to find more than one coupled nucleus, especially for diamond samples with natural abundance of $^{13}$C, characterized by $I = 1/2$. This phenomenon enriches the energy level structure leading to a number of levels equal to $\prod_j (2I_j + 1)$, with $I_j$ indicating the $j$-th nuclear spin.
1.4 Experimental setup

In the experiments, I used single NV centers hosted in an electronic grade diamond sample, with natural 1.1% abundance of $^{13}$C impurities and $^{14}$N concentration < 5 ppb (Element Six). A complete scheme of the setup is reported in Fig. 1.2.

The optical part was already present at the beginning of this thesis and its first element is a laser source at 532 nm used to excite the phononic band of the GS $\rightarrow$ ES optical transition. A combination of a waveplate and a polarizing beam splitter is used to select the desired laser power and optimize the response of the following acousto optic modulator (AOM). The latter is used as a fast switch to send laser pulses sharp (rising and falling times of the AOM first order around 15-20 ns) and short (down to some tens of nanoseconds) in time. A polarization maintaining optical fiber helps to clean the spatial mode of the laser beam and decouple the optical setup in two separated parts. Then the beam is reflected from a dichroic filter that selectively pass light in the wavelength range 545-825 nm; in this way it separates the green excitation beam from the NV photoluminescence that outcomes from the diamond through the same path.

Indeed, after the dichroic the light goes through a home-build confocal microscope (with 10x of magnification), composed by two commercial objectives; the first one focuses the laser beam on the diamond collecting the PL emitted from the same focal volume; this excitation/emission volume is

<table>
<thead>
<tr>
<th>Constants</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\gamma_e$</td>
<td>2.803 MHz/G</td>
</tr>
<tr>
<td>$D_g$</td>
<td>2.87 GHz</td>
</tr>
<tr>
<td>$A_\parallel$</td>
<td>-2.16 MHz</td>
</tr>
<tr>
<td>$A_\perp$</td>
<td>-2.62 MHz</td>
</tr>
<tr>
<td>$D_e$</td>
<td>1.42 GHz</td>
</tr>
<tr>
<td>$C_\parallel$</td>
<td>-40 MHz</td>
</tr>
<tr>
<td>$C_\perp$</td>
<td>-23 MHz</td>
</tr>
<tr>
<td>$Q$</td>
<td>-4.945 MHz</td>
</tr>
<tr>
<td>$\gamma_n$</td>
<td>-0.308 kHz/G</td>
</tr>
</tbody>
</table>
around 350 nm, close to the diffraction limit for our laser. In order to focus the beam on top of a single NV center, we take advantage of micro and nano positioner stages driven by a control software developed with MATLAB®; we exploit the same software also to control all the instrumentation. After the emission, the 637 nm light collimated from the first objective passes through the dichroic and reaches the second objective. This last focuses on an optical fiber that works as spatial filter. Through the fiber, the collected light is sent to a single photon detector (SPD). The collecting efficiency of the system is limited by both the internal reflection of the emitted PL and the detection efficiency of the SPD itself. For this reason, an high statistics, averaging over $\sim 10^5$ repetitions for each measurement, is necessary; the error associated to the expected value is mainly given by the photon shot noise, that will be represented through the error bars in the experimental PL, shown in various graphs inside the dissertation.

In Fig. 1.2 there is also a sketch of the electronic setup to control and manipulate the NV spin state within the GS manifold. A microwave signal generator (SG), ranging from DC to 4.05 GHz, is used to induce transitions between the electronic spin projections. The wave is emitted from a copper wire with 60 µm diameter, that works as antenna, soldered to a printed circuit base (PCB). Using a second termination of the PCB to the same wire we deliver also the RF wave, useful both to induce transitions within the hyperfine manifold and generate variable magnetic fields. An arbitrary waveform
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A waveform generator (AWG) is used to produce RF signals, with the possibility to create waveforms from DC to 250 MHz. The same instrument is exploited to send trigger signals to the AOM and the SG to produce the laser and MW pulses, respectively: In this way it is possible to synchronize all the possible elements of a certain measurement sequence.

Finally, to separate the $m_S = +1$ from the $m_S = -1$ components introducing static magnetic fields, the setup has a permanent NdFeB magnet, with position adjustable in all the directions with the aid of three different translation-stages and a rotation one. This allows us to completely control the orientation and alignment of the magnetic field with respect to the NV quantization axis.

1.5 Electron spin resonance

As already mentioned, usual experiments with NV centers are performed inducing transitions within the GS manifold with the aid of MW signals. The motivations of such choice rely on the fact that the energy levels, and so their energy differences, explicitly depend on the external magnetic field, that can be used as target for our quantum sensor or as a tool to engineer the energy levels themselves for quantum information purposes. Then, I point out that the easy initialization, control and manipulation of the GS spin, that I discuss in this section considering standard electron spin resonance (ESR) experiments, are the basis of the success of NV platforms for quantum technologies.

1.5.1 Continuous wave and pulsed ESR

To experimentally determine the NV ESR frequency, a first technique consists in a simultaneous laser excitation and MW radiation. The laser, as discussed, acts in order to polarize the electronic spin in the $|0\rangle$ level and, if the MW is out-of-resonance with respect to GS spin transitions, the read out of the state performed with the SPD would measure the PL related to the $m_S = 0$ component. Once the MW is on-resonance, e.g. with $|0\rangle \leftrightarrow |+1\rangle$, the spin cycles between the two states; because of a different (higher) probability to decay through the non-radiative branch, now the SPD measures a reduced fluorescence intensity. The ESR frequency is determined by monitoring the NV PL and sweeping the MW frequency; this particular ESR measurement technique is indicated with "continuous-wave ESR" (CW-ESR), where "continuous" takes its meaning from the fact that the duration of the MW is longer than the coherence time of the states involved in the transition.
Without any magnetic field the only resonance corresponds at the zero-field splitting at $D_g = 2.87$ GHz for the transitions $|0\rangle \leftrightarrow |\pm 1\rangle$. When a static field is applied with a component along the quantization axis, the degeneracy is removed via Zeeman effect and the ESR spectrum of a single NV shows two distinct resonances, as shown in Fig. 1.3(a); the amplitude of the $\hat{z}$ component of the field determines the splitting between the two dips. Certainly this is not true when collecting signal from NV ensembles, where multiple resonances would appear due to different possible NV orientations inside the lattice. This causes each NV to feel a differently oriented local field, and leads to different shifts of the energy levels among different NVs. The precision and accuracy of this technique is limited by the low contrast achievable on resonance and the microwave-power broadened linewidth, reducing the signal to noise ratio and consequently the final sensitivity (see discussion in Sec. 3.1.1).

To maximize the contrast is possible to resort to interactions between coherent GS states via short MW pulses. To achieve it the MW driving has to be on resonance with a given transition, leading to a coherent oscillation of the population $p_{m_S}$ of the two spin sublevels. These oscillations are nothing else than Rabi nutations (see [61]). Considering for instance the $|0\rangle \leftrightarrow |+1\rangle$ transition, the measurement routine starts with the optical initialization in $|0\rangle$; then a MW pulse coherently transfer the spin population and the resultant NV state is finally read out by measuring the fluorescence intensity under a second laser pulse. The duration of the SPD acquisition (80-150 ns) and its relative delay with respect to the laser pulse (50-100 ns) are set in order to maximize the count rate but to conclude the acquisition before the polarization process given by the laser occurs (after $\sim 300$ ns).

The characteristic frequency of the coherent oscillation of the population between the states is the measured Rabi frequency $\Omega'$, defined by:

$$\Omega' = \sqrt{\delta^2 + \Omega^2},$$

(1.4)

where $\delta$ is the detuning from the ESR and $\Omega = \gamma_e B_{MW}$ represents the bare Rabi frequency given by the orthogonal component of the MW magnetic field emitted by the antenna. Considering $\delta = 0$, the Rabi frequency $\Omega' = \Omega$ would depend only on MW field amplitude; so, the population transfer level depends on just pulse amplitude and length. Once fixed the first, it is possible to produce a different superposition of the two states (i.e. populations balance) simply changing the MW pulse duration. So, by acquiring the PL as a function of MW duration it is possible to reconstruct the Rabi nutation dynamics. An example of this measurement is shown Fig 1.3(b), where a maximum in fluorescence intensity corresponds to $p_0 = 1$ and a minimum to $p_{+1} = 1$. I would underline that Rabi nutations are subjected to a decay...
Figure 1.3: Electron spin manipulation. (a) Continuous-wave ESR: Measured fluorescence intensity as a function of the MW frequency (black scatter) where both $|0\rangle \leftrightarrow |-1\rangle$ and $|0\rangle \leftrightarrow |+1\rangle$ transitions are visible as dips in PL. From a Lorentzian fit (red line), the measured static magnetic field is $64 \pm 0.6$ G with an angle of $79^\circ \pm 2^\circ$ with respect to the quantization axis. The different depth of the two resonances is due to a different efficiency of the antenna emission depending on the MW frequency, that affects the effective MW power reaching the NV. (b) Rabi nutation measurement: Blue scatters correspond to experimental PL data acquired for different MW durations, where high/low fluorescence correspond to high probability to be in $|0\rangle/|+1\rangle$; red solid line is a cosine fit of data. (c) Pulsed-ESR measurement on $|0\rangle \leftrightarrow |+1\rangle$ electronic transition: PL as a function of MW frequency for a MW power equal to $-14$ dBm set on SG (black scatter). The three resonances correspondent to $^{14}$N hyperfine states are resolved and clearly visible. Red solid line correspond to Gauss fit of experimental data.

in amplitude due to inhomogeneous broadening of the transition; moreover, some beatnotes are often present due to a detuned driving of different hyperfine transitions. The amplitude of these beatnotes depends on the probability of the NV to populate different hyperfine states.

Considering to apply MW pulses with a specific length $t_{MW}$ in order to obtain a specific arbitrary superposition of the electronic levels, the most remarkable cases are certainly $\Omega t_{MW} = \pi/2, \pi$, the so called $\pi/2$ pulse and
π pulse, respectively; starting from a pure state like $|0\rangle$, the first creates a perfect superposition of the two levels involved in the transition ($p_0 = p_{+1} = 0.5$, in our example), meanwhile the second transfers all the population to the second level ($p_{+1} = 1$).

In particular, delivering a π pulse after initializing the spin in $|0\rangle$ and measuring the PL as a function of the MW frequency, it is possible to obtain an ESR spectrum that, comparing to CW-ESR measurements, exhibits an higher contrast (a factor of 2 at the same MW power) and much higher resolution (up to $\leq 1$ MHz). In Fig. 1.3(c) I report an example of this kind of measurements that I will define "pulsed-ESR" in the text, to distinguish them from the CW version; we can note the presence of three distinct resonances, signature of the GS hyperfine structure.

In fact, as discussed before in Sec. 1.3, the possible transitions $m_S \rightarrow m'_S$ are $2I + 1$, since the nuclear spin $I$ is conserved in the electronic transition. Considering to have $^{14}$N, referring to Eq. (1.2) and the parameters shown in Tab. 1.2, the transition energies differ from each other by $hA_\|$, so that the three $|0, m_I\rangle \leftrightarrow |+1, m_I\rangle$ can be distinguished.

Finally is trivial to note that to obtain a precise measurement of the π-pulse length in order to be able to perform a pulsed-ESR a knowledge of the ESR frequency is necessary and vice versa; therefore, usually this issue is overcome by iterating the procedure starting to evaluate the ESR frequency from a CW measurement.

1.5.2 Ramsey spectroscopy

Once maximized the contrast by means of a pulsed sequence, it is possible also to enhance the spectral resolution with the aid of interferometric techniques, based on Ramsey spectroscopy. This measurement method rely on the different evolution of states after the interaction with a monochromatic field depending on the detuning between the excitation and the transition energies, the so called free induction decay [61, 62].

In particular, once initialized the system, if a MW pulse with a length $t$ is applied in order to obtain a superposition with another electronic state, e.g. $|+1\rangle$, the state of the system is

$$|\psi\rangle = a_0 |0\rangle + a_{+1} |+1\rangle,$$

(1.5)

with $a_0$, $a_{+1}$ probability amplitudes related to the states $|0\rangle$, $|+1\rangle$, respectively. For the case of a two level system interacting with a monochromatic

\footnote{Unless otherwise specified, we consider to have a bias magnetic field directed along $\hat{z}$. In this way, $|m_S\rangle$ are the eigenstates of the system and the degeneracy between $m_S = \pm 1$ is removed.}
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MW field, leaving the spin to evolve for a time $T$ and applying a second MW pulse with the same duration $t$, the probability amplitude for the $|+1\rangle$ case reads

$$a_{+1} = \frac{\Omega'}{\Omega} \left[ \frac{1 - e^{i\delta' t}}{2} + e^{i\delta T} \frac{1 - e^{i\Omega' t}}{2} \right]. \quad (1.6)$$

Here, the first term of the right hand side of the equation corresponds to the amplitude arising from the first pulse and the interaction with the second pulse produces a similar term, but multiplied by a phase factor dependent on $\delta$ and the free evolution time $T$. The probability to find the NV in the state $|+1\rangle$ after the second MW pulse becomes:

$$p_{+1} = \left( \frac{\Omega'}{\Omega} \right)^2 \sin^2 \left( \frac{\Omega' t}{2} \right) \cos^2 \left( \frac{\delta T}{2} \right). \quad (1.7)$$

This equation is similar to what we could obtain for the Rabi nutation case for a pulse that lasts $t$, but with an additional oscillating term.

By choosing $t = \pi/2\delta'$, i.e. applying two $\pi/2$ pulses, we maximize the probability to transfer population from $|0\rangle$ to $|+1\rangle$. This is the so called Ramsey spectroscopy technique, represented by the experimental sequence shown in Fig. 1.4(a). From Eq. (1.7) we can note that for $\delta = 0$ (on-resonance pulses) $p_{+1}$ reduces to 1 as for the simple $\pi$-pulse case without any free evolution ($T = 0$ case). By changing the detuning, the obtained $p_{+1}$ modulations are the Ramsey fringes, characterized by a spectral linewidth $\Delta \nu = 1/2T$, that is, to the detuning corresponding to the first $p_{+1}$ minimum. This means that with a typical free evolution time $T \sim 2 \mu s$ the spectral resolution for an ESR transition would be 250 kHz, so below the best conditions with pulsed-ESR measurements.

As a consequence, in the presence of hyperfine structure, it is possible to exploit the free induction decay to easily resolve the various transitions. A typical measurement of free induction decay through Ramsey experiment is shown in Fig. 1.4(b); we can note the usual presence of many oscillation components, indicating the presence of detuned states evolving with $\cos^2(\delta T/2)$. The level structure of the defect becomes clear considering the Fourier transform (FT) of the signal, shown in Fig. 1.4(c) for a particular NV; it exhibits two distinct triplets, signature of the presence of not only the nitrogen composing the NV itself, but also of a second strong coupled nucleus, with spin $I = 1/2$ and an hyperfine parallel component $\omega_\parallel \simeq 12 \text{ MHz}$, ascribable to a nearby $^{13}$C nucleus. The peaks in general have different amplitude depending on the population of the $m_I$ spin projection as a result of a dynamic nuclear polarization process, that we will discuss in depth in Ch. 2.

In solid-state systems, the achievable precision of the Ramsey scheme is affected by the strong limitation of fast dephasing of NV electronic spin
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Figure 1.4: Measurement of ESR frequency via Ramsey spectroscopy. 
(a) Scheme of the experimental sequence. Green and pink square waves represent laser and SPD pulses used to initialize and read out the state, respectively. Red curves are the MW $\pi/2$ pulses separated by a free evolution time $T$. (b) Scatter of experimental PL acquired as a function of $T$. (c) Fourier transform of experimental data shown in (b) (black solid line) and Lorentzian fit of the peaks related to six different hyperfine transitions (see text). The two strong components around 10 MHz and 22.5 MHz explain the initial value of the time-dependent plot in b), where the first point correspond to $T = 40$ ns.

that limits the available interrogation time. The characteristic time scale of dephasing is defined $T_2^*$, determined by inhomogeneities in the environment. For a sample with natural abundance of $^{13}$C, 1.1 %, dipolar hyperfine coupling with their nuclear spin bath is the main source of NV dephasing, giving temporal fluctuations in the local magnetic field due to dynamics in the bath: The nuclei precess around magnetic fields which are usually externally applied, producing random-phase time varying fields on NV spins. Then,
variations in the local spin environment (i.e. local impurities close to the
defect) experienced by each NV center cause different (coherent) interactions
that would also change the local field. The coherence $W$ of NV spin goes
with $W = e^{-T/T_2}$, where for similar kind of diamonds the usual $T_2^*$ is on the
order of $3-5 \mu s$.

Since the typical time to drive and control the electronic spin, repre-
sented by the time $t_{\pi}$ needed to perform a $\pi$ pulse, is on the order of tens
of nanoseconds or less, it is possible to perform a number of manipulations
on the order of $10^2$ before dephasing occurs. On one hand, for the main
scientific purposes and applications this would not be enough. However, in
general the sensitivity of a sensor also depends on the possibility to measure
the target field for long times without losing information; it is therefore clear
that enhance the coherence of the NV spin as much as possible is in general
a first important step to make it competitive for quantum sensing purposes.
Anyway, the Ramsey scheme remains a fundamental tool and it is included
among the main measurements techniques that I will discuss because, to-
gether with the optical read out, it easily enables to measure the electronic
spin state coherence.

1.6 Environment-spin decoupling

To enhance the coherence of the electronic spin in general it is possible to take
advantage of many techniques, based on spin-echo [63], developed for nuclear
magnetic resonance purposes in the last decades and more recently revisited
in the context of quantum information processing. These techniques allow
us to decouple the NV spin from the diamond environment. In this way, the
coherence time $T_2$ is increased up to hundreds of microseconds for single NV
centers at room temperature in bulk diamonds with natural abundance of
$^{13}$C nuclei, towards the ultimate limit of the relaxation time $T_1 \sim 1 \text{ ms}$. In
this section I briefly introduce a model for the environmental noise, some of
the methods used to filter it and their applications to NV platform.

In the presence of a static magnetic field $B$ directed along $\hat{z}$, the nuclear
spins composing the $^{13}$C bath start to precess around the field axis with the
characteristic Larmor frequency $\omega_L = \gamma_C B$, with $\gamma_C = 2\pi \times 1.08 \text{ kHz/G}$
gyromagnetic ratio of the $^{13}$C nucleus.

This spin bath, interacting with the NV electronic spin, represents the
main noise source for centers hosted in diamond with natural abundance
of $^{13}$C nuclei, and its characterization is therefore fundamental to develop
strategies to increase the coherence of the system for both quantum sensing
and information applications. The study of the diamond environment will
be the subject of Chapter 4. For now, since the nuclear spins are randomly both oriented and spatially distributed, we can limit ourselves to consider the bath as a source of a stochastic variable magnetic field centered at frequency $\omega_L$. Therefore, they induce an additional rotation of the NV electronic spin around the $\hat{z}$ axis with the Hamiltonian operator

$$H_{\text{int}} = \gamma_e \beta(t) S_z$$

representing the interaction between the electronic spin and the environment, where $\beta(t)$ is a stochastic variable with power spectral density $S(\omega)$ in the frequency domain.

Under the assumption of a Gaussian stationary noise, the noise-induced decoherence is described by a simple function $\chi(T)$ [64], called decoherence function, associated with the decay of the signal (i.e. the population) $p(t)$ during the sensing time $t$:

$$p(t) = \frac{1}{2} \left( 1 + e^{-\chi(t)} \right).$$

The decoherence function can be identified with the root mean squared phase accumulated from the NV around the $\hat{z}$ axis during the evolution time:

$$\chi(t) = \frac{1}{2} \phi_{\text{rms}}^2.$$  

Therefore, $\chi(t)$ will also depend on the particular control sequence applied to the spin, that influences this phase. Considering that the control is described by modulation function $y(t)$, the decay function is determined by the correlation integral:

$$\chi(T) = \int_0^\infty \frac{d\omega}{\pi} S(\omega) |Y_T(\omega)|^2,$$

where $T$ is the total time of the sequence and $|Y_T(\omega)|^2$ is the so-called filter function of the control sequence, defined by the finite-time Fourier transform of $y(t)$:

$$Y_T(\omega) = \int_0^T y(t) e^{i\omega t} dt.$$
1.6.1 Spin refocusing

The first fundamental technique for the decoupling from the environment is the so-called spin-echo (or Hahn-echo) [63], schematically represented in Fig. 1.5. The first steps are the initialization in $|0\rangle$ and the creation of a superposition between two $m_S$ states with the aid of a $\pi/2$ pulse. Then, after a free evolution time $\tau$, a resonant MW $\pi$ pulse is applied in order to prevent the dephasing: Its effect is to imprint a $\pi$ phase on the NV electronic spin (i.e. obtain the inversion of the temporal evolution). At this point, if we wait $\tau$ again, a complete refocusing of the spin is obtained and a second $\pi/2$ pulse would project in the final state, again $m_S = 0$, in principle with fidelity $\mathcal{F} = 1$.

![Figure 1.5: Spin-echo scheme for NV electronic spin refocusing.](image)

Top row: Commands time sequence of laser and MW pulses; bottom row: Top views of the Bloch sphere with spin evolution along the sequence: Thanks to a first $\pi/2$ pulse, the NV electronic spin (represented by the black arrow) rotates around the Rabi vector (red arrow) with a frequency $\Omega$ and reaches the equatorial plane of the Bloch sphere. During the evolution time $\tau$, the spin vector is "spread" (colored arrows) due to inhomogeneities of the environment. The $\pi$ pulse induces a rotation of all the components around $\Omega$; consequently, "clockwise" and "anticlockwise" rotating components of the spin refocus themselves after waiting a second $\tau$ interval and the last $\pi/2$ pulse would complete an effective $2\pi$ pulse, re-projecting the spin in $m_S = 0$.

On the other hand, the presence of noise with a spectrum centered in $\omega_L$, that influences $\chi(t)$, has to be taken into account. In a spin-echo sequence, the control function is represented by a sign switch in the evolution given by the $\pi$-pulse operation, and the Eq. (1.12) becomes:

$$\mathcal{Y}_{2\tau}(\omega) = \int_{0}^{\tau} e^{i\omega t} dt - \int_{\tau}^{2\tau} e^{i\omega t} dt = \frac{4e^{i\omega \tau}}{\omega} \sin^2 \left(\frac{\omega \tau}{2}\right). \quad (1.13)$$

The filter function exhibits a periodicity in frequency, with maximum and minimum values correspondent to $\omega_m = m\pi/\tau$, with $m$ odd and even integers, respectively. The periodic function is in turn multiplied by an amplitude scaling $1/\omega$, so that the filter results in a sinc-like function, with periodic
revivals with decreasing amplitude. From these considerations, we can see how the spin-echo sequence makes the NV center insensitive to all the noise frequencies correspondent to $Y_{1,\tau} \cong 0$, and that the effect of $S(\omega)$ (that is peaked in $\omega = \omega_L$) becomes relevant (meaning $\chi$ different from 0) only for sensing times $\tau_j = 2j\pi/\omega_L$, $j$ integer number. For all the other values of $\tau$, the electronic spin is decoupled from the nuclear spins environment.

All these features lead to a modulation on the trend of the signal $p(t)$, characterized by collapses and revivals with periodicity given by the Larmor frequency of the bath. An example of this dynamics is shown in Fig. 1.6, where the experimental $p_0$ population (i.e. the probability to find the NV in the $|0\rangle$ state) is represented by normalizing the measured PL level to the $|0\rangle$ and $|+1\rangle$ references through:

$$p_0 = \frac{s(T) - s_{+1}}{s_0 - s_{+1}}, \quad (1.14)$$

**Figure 1.6:** Example of spin-echo measurement. $|0\rangle$ state probability $p_0$ as a function of the free evolution time. Red dots are experimental data for the $|0\rangle \rightarrow |+1\rangle$ transition at $B_z \sim 64$ G; the collapses-revivals trend with period $2\pi/\omega_L$ is clearly visible. The black scatter represents the envelope of the spin-echo signal, given by the amplitude associated to Gaussian fit of each revival with its error; black solid line is a fit of $\exp[-(t/T_2)^k]$ to the overall signal decay, where the exponent $k$ is a fit parameter [65] and the long term baseline is taken to be 0.5 (mixed-spin-state case). For the measurement shown, $T_2 = 205 \pm 22$ $\mu$s and $k = 1.7 \pm 0.7$. 
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where \( s(T) \) is the fluorescence signal at the measurement time \( T \), and \( s_0 \) and \( s_{+1} \) are the PL related to \( |0\rangle \) and \( |+1\rangle \) spin states, respectively. I will use this same notation, including also the definition \( p_{\pm 1} = 1 - p_0 \) for the populations of the \( |\pm 1\rangle \) states, along the remained part of this dissertation. In Fig. 1.6 we can note how the finite width of both filter and noise spectrum results in a non-perfect noise filtering for long measurement times; this leads to decoherence of the NV spin, i.e. a decay of the signal with typical times \( T_2 \geq 100 \mu s \), that is still two order of magnitude longer than the one of the free induction decay case.

1.6.2 Dynamical decoupling

Starting from the spin-echo sequence, it is possible to extend the environment decoupling by means the use of series of \( \pi \) pulses: This method is indicated as dynamical decoupling (DD) \[66\]. Even if DD has been initially devised in nuclear magnetic resonance research field in the last decades, it is widely used in many different platforms, including quantum sensors such as defects in diamond.

Defining \( n \) the total number of \( \pi \) pulses along the sequence, it is possible to redefine the decoherence function starting from Eq. (1.11):

\[
\chi_n(T) = \int_0^\infty \frac{d\omega}{\pi} S(\omega) |\gamma_{n,T}(\omega)|^2,
\]

(1.15)

where \( |\gamma_{n,T}(\omega)|^2 \) represent the filter function given by \( n \) flips in the temporal evolution generated by the \( \pi \) pulses (see App. B).

The most relevant DD sequences include first of all the ones with equally spaced \( \pi \) pulse, like Carr-Purcell-Meiboom-Gill (CPMG) \[67, 68\] and periodic dynamical decoupling (PDD) \[69\]. These first examples rely on the approximation to have perfect pulses able to completely reverse the states populations; in particular, the finite duration, non-perfectly shape and the possible uncertainties on the phase of the pulses affect the process reducing the fidelity of each spin manipulation. To overcome these imperfections it is possible to take advantage of rotations of the spin around different directions of the Bloch sphere: The sequences are based on \( \hat{x} \) and \( \hat{y} \) phase alternation of the \( \pi \) pulses (performed with the same timing as for CPMG), compensating for cumulative pulse errors for all three components of magnetization; they are therefore named XY sequences \[70, 71\].

Nevertheless, DD sequences with equidistant pulses are still extremely fragile with respect to possible noise frequencies \( \omega \sim 1/\tau \), where \( \tau \) is the interpulses spacing, and their harmonics. To avoid this, it is possible to resort to
non-equidistant sequences, like Uhrig dynamical decoupling UDD [72], that is very efficient to cancel strong couplings to the environment. Finally, I would mention the case where the whole sequence is divided in groups with odd number of $\pi$ pulses [73, 74]; there are now two different time (i.e. frequency) constants: One related the intra-group time interval, the other to the inter-group one. These sequences, to which I will refer as adaptive-DD ones, have been demonstrated to be very robust against experimental instabilities, like shifts of the transition energy (or, equivalently, pulses’ detuning) or non-perfect $\pi$-pulse duration; moreover, they are still compatible with corrections routines via phase alternation. A scheme of all mentioned sequences can be found in Fig. 1.7.

**Figure 1.7:** Schemes for different dynamical decoupling sequences. The $\pi$-pulses distribution as a function of the time is shown, from top to bottom, for PDD, CPMG, XY-8, Uhrig, and adaptive-XY-4. Below each pulses distribution, the corresponding control function $y_n(t)$ is represented as well.
Chapter 2
Control and initialization of the NV nuclear spin

The presence of other nuclear spins in the proximity of the NV defect can be exploited to enhance quantum computation or sensing tasks, for example to achieve better readout [75, 76], long-time memory [77], or to implement quantum error correction schemes [19, 78, 79]. A critical step in many of these schemes is to first initialize the nuclear spin in a highly polarized (pure) state [36, 57, 58, 80–82].

To do this, a precise knowledge of a quantum system’s Hamiltonian is a critical pre-requisite. In this chapter, I report a method for the precise characterization of the non-secular part of the excited-state Hamiltonian of an electronic-nuclear spin system in diamond. The method relies on the investigation of the dynamic nuclear polarization (DNP) mediated by the electronic spin: Close to the excited state level anticrossing (ESLAC), occurring at magnetic field around 510 G, the transverse hyperfine coupling induces electron-nuclear flip-flops, and consequently polarization transfer from electron to nuclear spins [81]. The polarization transfer dynamics, and its ultimate achievable level, depends critically on the hyperfine spin structure of the ground and excited electronic levels. By studying the population of the GS hyperfine levels of a nitrogen-vacancy center, we obtain the first direct estimation of the excited-state transverse hyperfine coupling between its electronic and nitrogen nuclear spin [83]. Our method could also be applied to other electron-nuclear spin systems, such as those related to defects in silicon carbide.

DNP is currently exploited as a primary tool for initializing nuclear qubits and performing enhanced nuclear magnetic resonance. A deeper understanding of this mechanism would allow us enhanced control of this multi-spin system, from its initialization to more complex sensing and computational
2.1 Hyperfine states control

I consider again the two-spin system given by the electronic spin $S = 1$ associated with the NV center, in its orbital ground and excited states, and the nuclear spin $I = 1$ of the substitutional $^{14}$N that constitutes the center.

In this section I briefly illustrate the methods used to manipulate and control the nuclear degree of freedom via nuclear magnetic resonance tools. As we discussed in Sec. 1.4, the setup presents also the possibility to deliver RF waves affecting the NV centers. This represents a fundamental tool to achieve a complete control of the NV center and engineer systems selecting the number of states, from 2 to $2(2I + 1)$.

The RF wave is created with the aid of the arbitrary waveform generator and sent to the copper antenna after passing through an amplifier. Since we are dealing with magnetic dipole transitions between nuclear states, I underline that their rate is much smaller than the one related to electronic transitions. In fact, considering to have just two nuclear spin levels involved in the hyperfine transition, i.e. a two-level system, the interaction strength is proportional to the nuclear magneton $\mu_N$ and the relative Rabi frequency $\Omega_n$ results:

$$\Omega_n = \gamma_n B_{RF} = g_n \mu_N B_{RF}, \quad (2.1)$$

where $B_{RF}$ is the magnetic field associated to the RF wave, and $g_n$ the $g$-factor of the specific nucleus, in general on the order of the unity. So, it is easy to note that the order of magnitude of $\Omega_n$ is around $\mu_B/\mu_N \sim 2000$ times
smaller than typical electronic Rabi frequencies, so tens of µs. In particular, for the $^{14}\text{N}$ nucleus the gyromagnetic ratio is $\gamma_n = 0.308$ kHz/G (about 9000 times smaller than $\gamma_e$).

These considerations imply first of all a linewidth associated to the transition much smaller than the one related to an electronic one, therefore requiring a precise knowledge of the transition energy, that is, frequency, that has to be associated to the RF wave. Restricting ourselves to the $m_S = 0$ hyperfine manifold, the Hamiltonian in Eq. (1.2) related to the N nucleus, defined $H_N$, reduces to:

$$H_N = QI_z^2 + \gamma_n (B_z I_z + B_x I_x) = QI_z^2 + \gamma_n B [\cos(\alpha)I_z + \sin(\alpha)I_x].$$  \tag{2.2}

The leading term is given by the nuclear quadrupole one, with $Q = 4.945$ MHz, even if the angle between the static magnetic field and the nuclear spin quantum axis, $\alpha$, is in general much different from 0. Indeed, the corrections to the energy levels with respect to the case of a magnetic field aligned with $I_z$ are very small, quantified through the solutions of the characteristic polynomial of Eq. (2.2):

$$\lambda^3 - 2Q\lambda^2 + (Q^2 - \gamma_n^2B^2)\lambda + \frac{Q}{2}\gamma_n^2B^2(1 - \cos(2\alpha)) = 0.$$  \tag{2.3}

Experimentally, we found corrections to the energy transitions on the order of 1 kHz, so much smaller than $Q$, at fields $B = 530$ G. This is also a signature that we can still consider $|m_I\rangle$ as nuclear spin states.

### 2.1.1 Measurement of $^{14}\text{N}$ nuclear magnetic resonance

Once discussed the typical energies involved in the nuclear magnetic resonance transitions, now I describe the experimental methods used to induce them and perform their measurement. To do it, I consider the two-level transition $|0, +1\rangle \rightarrow |0, 0\rangle$, considering to start in a pure state $|0, +1\rangle$. Even if this example is very specific for a spin system given by the NV energy structure, I consider it on purpose since it is the most common experimental condition for a two-level system within the NV hyperfine manifold, achievable via dynamic nuclear polarization, that is subject of the next parts of the chapter, or exploiting some initialization procedures that I will describe in Sec. 2.1.2.

So, the first problem that we need to consider is how to measure transitions between nuclear spin states, or equivalently what could be a good observable for them. In principle, is not always possible to distinguish different hyperfine states belonging to the same $m_S$ manifold through the fluorescence
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intensity. Fortunately, it is possible to map different nuclear spins onto different electronic states and exploit the different PL of the latter ones. A scheme of the procedure is shown in Fig. 2.1(a).

Figure 2.1: $|0, +1\rangle \rightarrow |0, 0\rangle$ hyperfine spin resonance characterization. A static magnetic field $B \simeq 410$ G removes the degeneracy between $|0, \pm 1\rangle$ states. (a-b) Schemes of $m_S = 0, -1$ hyperfine manifolds and used experimental sequences (see text). (c) $|0, +1\rangle \rightarrow |0, 0\rangle$ nuclear magnetic resonance: Black dots are experimental PL as a function of RF frequency, gray solid line is a Gaussian fit of the data. (d) Rabi nutation measurement: Experimental PL as a function of RF duration (black dots) and cosine fit of data (gray solid line).

After the initialization in $|0, +1\rangle$, a RF pulse is delivered to the NV, typically with duration of 30-60 µs in order to induce the hyperfine transition; after that, a calibrated MW $\pi$ pulse at low power and on resonance with the $|0, 0\rangle \rightarrow |+1, 0\rangle$ is used to selectively move only the population in $m_l = 0$. Finally, an SPD pulse, associated with green laser excitation light, reads out the system. The possible final states for this kind of sequence are two: If the RF is out of resonance, the NV remains in $|0, +1\rangle$, the MW is ineffective and the measured PL is the one related to $m_S = 0$; otherwise, with an RF on resonance with the $|0, +1\rangle \leftrightarrow |0, 0\rangle$ energy difference, the MW induces the electronic transition and the read out pulse measures the fluorescence related to $m_S = -1$, that is, a lower photon count rate.

So, detecting the PL as a function of the RF frequency, it is possible to measure a nuclear magnetic resonance in a similar way to what we discussed for the ESR. An example of this kind of measurement is shown in Fig. 2.1(b). Since the two hyperfine spin states involved in the measurement are coherent between each other on the timescales of the measurement, the contrast depends on the RF duration $t_{RF}$ and in general oscillates in between the

---

1Coherence time of NV hyperfine states are in general above 1 ms.
best condition, correspondent to with \( t_{RF} \Omega_n = \pi \) for \( |0, +1\rangle \rightarrow |0, 0\rangle \), and the worst case scenario with \( t_{RF} \Omega_n = 2\pi \). Anyway, once obtained a first experimental evaluation of the hyperfine spin resonance, with the same experimental scheme it is possible to set that RF frequency and change \( t_{RF} \), that is, perform a Rabi nutation measurement (see Fig. 2.1(c)).

### 2.1.2 Preparation of single hyperfine states

These same procedures can be exploited to characterize all the possible hyperfine states and transitions, once implemented an experimental routine that allows us to initialize in an arbitrary \( |m_S, m_I\rangle \), and considered the selection rule related to the difference between initial and final nuclear spin projections \( \Delta m_I = \pm 1 \).

I underline that the preparation of a highly polarized state is a critical step for many important applications, ranging from long-time memory [77] to quantum error correction schemes [19]. Therefore, in this section I present a first simple example of possible experimental sequences used to obtain a specific single spin state.

In general, with small static magnetic fields \((B < 100 \text{ G})\), at room temperature the probability to occupy a specific \( m_I \) state of the \(^{14}\text{N}\) is the same for all the three nuclear spin projections. To initialize the NV state in a given hyperfine component (e.g. \( |0, +1\rangle \)) we can exploit one of the \( m_S = \pm 1 \) manifolds (I will consider for instance \( m_S = -1 \)), and combine the possibility to selectively manipulate \( m_S \) or \( m_I \) without changing the other quantum number thanks to MW or RF pulses, respectively. A complete scheme of the experimental procedure is shown in Fig. 2.2.

However, for similar sequences, a preliminary characterization of the hyperfine transitions is necessary and would be performed with a finite probability for the NV to be in a spin state not-involved in the transition itself, limiting the contrast (i.e. the achievable precision) in NMR and Rabi measurements. Moreover, I underline that similar initialization techniques are inefficient because they requires many manipulations of the NV spin, highly increasing also the initialization time. Both these limitations, many manipulations with limited precision and long times (from some tens to more than 100 of microseconds) fighting against the spin decoherence, could affect the final fidelity of the whole procedure.

As I explain in the next section, at higher magnetic field, the peculiar energy structure of NV centers enables the possibility to have a nuclear spin pumping together with the electronic one. This dynamic nuclear polarization allows us to set up initialization routines much faster than the previous one and leads to high accuracy in the preparation of a single hyperfine spin state.
2.2 Dynamic nuclear polarization mechanism

The scheme of the level structure generated from the Hamiltonian operators is represented in Fig. 1.1(a) and (b). In the presence of an externally applied
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Figure 2.3: Fluorescence intensity of different hyperfine states in manifolds $m_S = 0, -1$. The PL is normalized to the $|0, +1\rangle$ maximum, as a function of detection delay time with respect to the laser pulse starting. The measurement is performed for two magnetic field $B$, aligned with the NV symmetry axis with an angle $\leq 3^\circ$. (a) Static magnetic field strength $B \approx 200$ G. (b) $B \approx 530$ G.

magnetic field $B$, since the ES behaves as an effective orbital singlet like the GS (as explained in Sec. 1.3), the ES Hamiltonian is analogous to Eq. (1.2):

$$H_e = D_e S_z^2 + \gamma_e S \cdot B + Q I_z^2 + S \cdot C \cdot I + \gamma_n I \cdot B,$$

where the hyperfine interaction reads:

$$S \cdot C \cdot I = C_s S_z I_z + C_\perp (S_x I_x + S_y I_y).$$

All the previous constants already defined in Sec. 1.3 have been directly measured before this work, with the exception of $C_\perp$, and are shown in Tab. 1.2.

The transverse hyperfine coupling in the excited state is at the basis of the nuclear spin polarization process, since it leads to a mixing of the states with the same total (electronic plus nuclear) spin [81], and the eigenvectors of the system read:

$$\begin{align*}
\psi_+ &= \cos(\theta_+) |0, -1\rangle_e + \sin(\theta_+) |-1, 0\rangle_e \\
\psi_- &= \sin(\theta_-) |0, -1\rangle_e + \cos(\theta_-) |-1, 0\rangle_e \\
\phi_+ &= \cos(\eta_+) |0, 0\rangle_e + \sin(\eta_+) |-1, 1\rangle_e \\
\phi_- &= \sin(\eta_-) |0, 0\rangle_e + \cos(\eta_-) |-1, 1\rangle_e
\end{align*}$$

Again, here we used the notation $|m_S, m_I\rangle_e = |m_S\rangle_e \otimes |m_I\rangle_e$ to indicate the unperturbed hyperfine levels of the ES, in the absence of couplings and transverse magnetic fields. We note that $m_S = +1$ manifold of ES is not
involved in this process because of the high difference in energy due to the different sign of Zeeman interaction.

The mixing parameters $\theta_{\pm}$ and $\eta_{\pm}$ can be written as:

$$
\theta_{\pm} = \tan^{-1} \left[ \frac{-2C_\perp}{(D_e - \gamma_e B - C_\perp) \pm \sqrt{(D_e - \gamma_e B - C_\perp)^2 + 4C_\perp^2}} \right]
$$

$$
\eta_{\pm} = \tan^{-1} \left[ \frac{-2C_\perp}{(D_e - \gamma_e B + C_\perp) \pm \sqrt{(D_e - \gamma_e B + C_\perp)^2 + 4C_\perp^2}} \right]
$$

(2.7)

The conditions for the maximum mixing are simply:

$$
\begin{align*}
\theta_+ &= \theta_- \Rightarrow B = \frac{D_e - C_\perp}{\gamma_e} \\
\eta_+ &= \eta_- \Rightarrow B = \frac{D_e + C_\perp}{\gamma_e}
\end{align*}
$$

(2.8)

Since $D_e \gg C_\perp$, both mixings become relevant (i.e. $\tan \theta_{\pm} \sim \tan \eta_{\pm} \sim 1$) near the level anticrossing in the excited state, where $D_e - \gamma_e B = 0$, as illustrated in Fig. 2.4. Then, energy-conserving exchange of polarization by spin flip-flop can occur, that, when combined with a continuous cycle of optical excitation and non-radiative decay, leads to a polarization of both the electronic and the nuclear spins.

The relative population of the hyperfine levels of the ground-state achieved after long optical pumping depends (i) on the magnetic field strength and orientation with respect to the NV symmetry axis, and (ii) on the decay rates of the optical transitions between the spin states (spontaneous emission and intersystem crossing). On the other hand, the temporal dynamics of the nuclear polarization strongly depends on the rate of the flip-flop process, that is, on the transverse hyperfine interaction in the excited state. In the next section I present a characterization of the temporal dynamics of the population of the hyperfine levels in the ground-state of a single NV center, both in experiment and with a theoretical model. Since the characteristic timescale of the population (resp., depletion) of the state $|0, +1\rangle_g$ (resp., $|0, 0\rangle_g$) crucially depends on the excited-state transverse hyperfine interaction, we determine, in Sec. 2.6, the excited-state coupling constant $C_\perp$.

### 2.3 DNP measurement

Two different NV centers, denoted as NV1 and NV2, were chosen since they are free from proximal $^{13}$C. Typical working conditions were with magnetic fields ranging from 200 G to 420 G, and with a controlled orientation with
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Figure 2.4: Sketch of the hyperfine energy levels of the excited state, close to the excited-state level anti-crossing.

respect to the defect symmetry axis. Thus, optical illumination induces polarization of the nuclear spin with variable efficiency due to the changing proximity to the ESLAC.

At a given magnetic field, we measured the relative population of the hyperfine sublevels of the ground-state electronic spin triplet by performing Ramsey experiments. The typical microwave $\pi/2$ pulse that drives the electronic spin lasts 25-50 ns, with a corresponding Rabi frequency large enough to simultaneously excite all the three transitions separated by the 2.16 MHz hyperfine interaction \(^2\). Due to the high frequency to be probed compared to $1/T_2^* \sim 0.2$-0.3 MHz, Ramsey experiments provided high resolution and signal-to-noise ratio.

Within each spin resonance, the intensities of the different hyperfine transitions give information on the ground state manifold populations (see Fig. 2.5 (b) and (c)). We extract the relative probability of the nuclear spin projection $m_I$ as:

$$P_i = \frac{I(\nu_i)}{\sum_j I(\nu_j)},$$

(2.9)

where $I(\nu_j)$ is the integral of the Fourier component of the Ramsey signal with frequency $\nu_j$ ($j = 0, \pm 1$).

In order to investigate the temporal dynamics of the polarization process, we prepare the system in a mixed state in the lowest-energy electronic level,

\(^2\)The Rabi frequency varies at different driving frequencies, as set by the magnetic field, due to variation in the transmission of the wire used to drive the spins.
and then we follow the behavior of polarization under optical illumination of variable time duration at the saturation power (see Fig. 2.5 (a)). For the preparation, first a 20 µs-long optical excitation partially polarizes the NV-14N system, driving it into an unbalanced mixed state $\alpha_{-1}|0,-1\rangle|0,-1\rangle_g +$
$\alpha_0 |0, 0\rangle_g |0, 0\rangle_g + \alpha_1 |0, 1\rangle_g |0, 1\rangle_g$, where $\alpha_1 \sim 1$ for fields close to the ESLAC, and $\alpha_i$ depend on the magnitude $B$ of the external magnetic field and on the angle $\theta$ with the NV axis. Then, a radiofrequency $\pi$ pulse ($t_\pi \sim 30 \mu$s) on resonance with the $|0, +1\rangle_g \leftrightarrow |0, 0\rangle_g$ coherently reverses the population of nuclear spin projections $m_I = 0, +1$ and alters polarization. To reveal the polarization dynamics, we use an optical pulse of variable length $t$, and probe the resulting population of the hyperfine levels with the Ramsey experiment explained in Sec. 1.5.2.

We characterized the polarization dynamics for different values of the magnitude and different orientations of the magnetic field. The method used for calibrating magnitude and orientation of the magnetic field is described in Sec. 2.5. The polarized fraction $P_{+1}$ is reported in Fig. 2.5 (d) as a function of the optical pumping time $t$ for $(B, \theta) = (252 \text{ G}, 1.7^\circ)$, $(348 \text{ G}, 1.5^\circ)$ and $(411 \text{ G}, 0.8^\circ)$. We observe that $P_{+1}$ increases in time until reaching its final value, with variable time-constant ranging from 1 to 5 $\mu$s. This saturation level corresponds to the equilibrium condition between the two competing processes: Flip-flop between electronic and nuclear spin and optical spin pumping.

2.4 Numerical model

We compare the experimental results with simulations obtained by modelling the time evolution of the two-spin state with the Master equations in the Lindblad form [86, 87]. In turns, this allow us to determined the unknown parameters in the model.

The time evolution is dictated by the ground-state and excited-state Hamiltonians ($H_g$ and $H_e$, which generate a coherent dynamics) as well as Markovian processes associated with coupling to photons and phonons, that induce transitions between different spin and orbit configurations, such as laser excitation, spontaneous and stimulated emissions, as well as intersystem crossing.

The two-spin system is described by the density operator $\rho$ consisting of hyperfine states given by the direct product of the two sub-spaces $|m_S\rangle \otimes |m_I\rangle$, with dimensions $\dim[|m_S\rangle] = \dim[|m_I\rangle] = 3$ in the ground and excited states, whereas in the metastable singlet state $\dim[|m_S\rangle] = 1$. The resulting space of $\rho$ is therefore given by 21 states. The population of the hyperfine sublevels of the ground state and the polarized fraction are calculated from the diagonal elements of the density matrix.
The time evolution of $\rho$ is described by the generalized Liouville equation:

$$\frac{d}{dt} \rho = -\frac{i}{\hbar} [H, \rho] + \hat{L}[\rho],$$

with $H$ the total spin Hamiltonian of ground and excited states. This master equation allows us to go beyond a simple rate equation model, and fully account for the effects of transverse fields as well as coherent spin polarization exchange. The Lindbald operator $\hat{L}$ in the second term on the right is related to jumps $L_k$ between different spin states through the equation [84]:

$$\hat{L}[\rho] = \sum_{k=1}^{N} \left( L_k \rho(t) L_k^\dagger - \frac{1}{2} L_k^\dagger L_k \rho(t) - \frac{1}{2} \rho L_k^\dagger L_k \right).$$

Most generally, we can write the jump operators as $L_k = \sqrt{\Gamma_{mn}} |m\rangle \langle n|$, with $\Gamma_{mn}$ the rate of the transition between $|m\rangle$ and $|n\rangle$. We consider spin-conserving radiative transitions and the decay from the excited states to the ground through the metastable $S = 0$ level. We also introduce the contribution of spin non-conserving radiative processes, the rate of which we evaluated as $\epsilon = 0.01$ of the rate of spin conserving transitions [52]. All the rates related to these transitions are reported in Table 1.1. Note that these parameters have been independently measured before, from the dynamics of the NV center electronic spin alone [51–53]. In order to reproduce the measured polarization evolution at saturation, and extract the strength of the transverse hyperfine coupling from the comparison between theory and data, we set the optical pumping rate equal to the corresponding radiative relaxation rate.

The only experimentally unknown parameter in our model is then the transverse coupling $C_\perp$, that influences the rate of the flip-flop process and therefore determines the DNP dynamics.

With these mathematical tools, we performed numerical simulations in different temporal regimes of the optical pumping, investigating both the transient behavior for short time durations, and the stationary case. We first find, both experimentally and in simulations, that long optical pumping leads to a maximum constant polarized fraction, which depends on the magnetic field amplitude and its orientation with respect to the NV axis, as I discuss in Sec. 2.5. I underline that in our model we neglect the NV ionization process during optical illumination, which gives a small correction to the calculation, as shown in Sec. 2.4.1.

Finally, we need to note that the excitation rate from the ground to the excited levels, set by the laser power, plays a fundamental role in the time evolution of the population of the hyperfine sublevels of the GS, as I point
out in Appendix A. Therefore, I stress that all the experiments discussed in Sec. 2.6, and used to extract the strength of the transverse hyperfine coupling, were performed by exciting the NV defect at the saturation power; consequently, simulations were conducted setting the optical pumping rate to be equal to the corresponding relaxation rate, in order to reproduce the measured time evolution of the hyperfine sublevels.

2.4 Effects of charge-state conversion dynamics

The negatively charged NV center can undergo ionization (charge-state conversion to NV\(^0\)) during the 532 nm laser excitation. The ionization-deionization process has been studied under various conditions of laser wavelength and power \([88-90]\), with rates, related to the excitation powers, varying between kHz \([91, 92]\) and MHz \([93]\). The NV\(^-\)-NV\(^0\) transitions during the polarization laser pulse can reduce the efficiency of the nuclear polarization mechanism and slow down its dynamics. To investigate the contribution of these effects on our estimate of \(C_\perp\), we added in our simulations a simple model of the transitions involving the NV\(^0\) state. The ionization process can only occur from the NV\(^-\) excited states, and the NV\(^0\) state then decays to the NV\(^-\) ground state \([91]\); we assumed that these transitions are nuclear-spin conserving \([94]\) and have nuclear-spin-independent rates.

We characterize the nuclear polarization time \(\tau_{+1}\) as a function of the magnetic field strength for different ionization-recombination rates \(\Gamma_I\). The results of the simulations are shown in Fig. 2.6. We observe that \(\tau_{+1}\) increases with \(\Gamma_I\), more markedly at relatively low magnetic field \((B \sim 100 - 200 \text{ G})\) than close to the ESLAC, and saturates for \(\Gamma_I \gtrsim 10 \text{ MHz}\). Even for large ionization rate, \(\Gamma_I = 10 \text{ MHz}\), we verified that the estimated \(C_\perp\) values are compatible with our evaluations in the absence of ionization, given our estimate uncertainty. At saturation power, we can assume \(\Gamma_I\) to be on the order of 1 MHz, implying a correction of \(\sim 5\%\) of our estimate of the transverse hyperfine coupling, smaller than our experimental uncertainty, as we will see in Sec. 2.6. Finally, we note that if the ionization process had a larger effect, we would see a more pronounced effect at lower fields, where the polarization times were much longer than at higher field. This would have lead to a variation of the estimated \(C_\perp\) with the magnetic field strength, which is instead absent, as shown in Fig. 2.9(c).
2.5 Steady-state nuclear spin population

Here, we show that the dependence of the asymptotic (long-time) nuclear spin populations on the magnetic field provides a precise method to calibrate the magnitude $B$ of the local magnetic field at the NV position, and the angle $\theta$ between the magnetic field and the symmetry axis of the system.

To first obtain a rough calibration we use a method that relies only on the electronic spin, measuring the resonance frequencies $\nu_{\pm}$ of the two ground-state spin transitions $m_S = 0 \rightarrow \pm 1$, which are univocally determined by $B$ and $\theta$.

In the presence of the magnetic field $B$, and excluding for now hyperfine spin Hamiltonian for sake of simplicity, the ground-state Hamiltonian of the NV electronic spin $S = 1$ can be written as:

$$H_g = \gamma_e S \cdot B + D_g S_z^2 = \gamma_e (S_z B_z + S_x B_x) + D_g S_z^2,$$  \hspace{1cm} (2.12)

where $S_x, S_z$ are the orthogonal and parallel spin operators, respectively, and we remind that $D_g = 2.87$ GHz is the fine structure splitting. Thus, in analogy with Eq. (2.2) and (2.3), the eigenvalues of the Hamiltonian can be found as the solutions of the following characteristic equation

$$\lambda^3 - 2D_g \lambda^2 + (D_g^2 - (\gamma_e B)^2)\lambda + \frac{D_g^2 (\gamma_e B)^2}{2}(1 - \cos(2\theta)) = 0$$ \hspace{1cm} (2.13)

and depend on $B$ and $\theta$. Note that the introduction of the nuclear quadrupole term and the parallel hyperfine interaction would just shift the hyperfine energy levels without changing the dependence from magnetic field strength.
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and angle and can therefore be included in the model; the transverse coupling with the $^{14}$N nucleus gives very small corrections and could be neglected, as we discussed in Sec. 2.1.

For the measurements related to this chapter, we worked at local magnetic fields well-aligned with the NV symmetry axis, and far away from ground-state level-anticrossing (GSLAC) occurring at around $B \sim 1025$ G, so that the eigenvalues correspond to well defined electronic spin projections $m_S = 0, \pm 1$. We directly evaluated the zero-field splitting $D_g$ with a magnetic resonance experiment in the absence of any external static magnetic field, and measure the two frequencies $\nu_{\pm}(B, \theta)$ of the transitions $m_S = 0 \rightarrow \pm 1$ of the NV in the local magnetic field via Ramsey spectroscopy. Then, we obtain a set of two equations $\nu_{\pm}(B, \theta) = (E_{\pm 1}(B, \theta) - E_0(B, \theta))/h$, where $E_{0, \pm 1}$ are the eigenvalues of the ground-state Hamiltonian. These equations can be solved with respect to the two unknown parameters $B$ and $\theta$. Because of uncertainty in the measured $D_g$ value, as well as the measured frequencies, the estimate of the magnetic field angle $\theta$ is not accurate enough.

Figure 2.7: Steady-state population of the nuclear spin projections $m_I = 0, \pm 1$. Simulations are performed in presence of a magnetic field as a function of the orientation angle $\theta$ with fixed magnitude $B = 411$ G (solid symbols: $m_I = +1$ blue dots, $m_I = 0$ red diamonds, $m_I = -1$ green squares), and as a function of the magnitude $B$ in the range $B = 390 - 432$ G for $\theta = 0^\circ$ (empty symbols, same color code).
Thus, we also extract an independent estimate of the orientation angle $\theta$ of the local magnetic field, by measuring the steady-state populations $P_{0,+1}$ of the nuclear spin projections $m_I = 0, +1$ of the spin state $m_S = 0$. The solution of the generalized Liouville equation has shown us that the short-time dynamics of the hyperfine populations is governed by the excited-state transverse hyperfine coupling $C_\perp$, as discussed in Sec. 2.6, whereas the steady-state populations $P^\infty_{0,+1}$ at long-polarization time is unaffected by $C_\perp$, as shown in Fig. 2.9 (a). The steady-state populations $P^\infty_{0,+1}$ is found instead to strongly depend on the angle $\theta$, and less crucially on the magnitude of the field $B$, within our typical experimental uncertainty on the order of few $\%$, as exemplified in Fig. 2.7.

For any given $B$ and $\theta$, we evaluate the characteristic rise-time $\tau$ (resp., depletion time) of $P_1(t)$ (resp., $P_0(t)$). The time average of $P_{0,+1}(t)$ for $t > 5\tau$ is used to estimate $P^\infty_{0,+1}$.

![Figure 2.8: Steady-state population $P_{+1}$ of the hyperfine state $|0, +1\rangle_g$, as a function of the modulus of the magnetic field, $B$, for different angles $\theta$ with respect to the NV axis. The curves are numerical solutions of the generalized Liouville equation ($\theta = 0^\circ, 1.0^\circ, 1.5^\circ, 2.0^\circ, 2.5^\circ, 3.0^\circ$). For the $\theta = 0^\circ, 3^\circ$ lines, the shaded area represents the error due to the uncertainty in the decay rates reported in Table 1.1 (we expect similar uncertainties for the other angles). Circles are experimental results, with color code and labels indicating the field orientation $\theta$.](image-url)

Comparing the asymptotic polarization obtained from simulation and from experiments allowed us to verify the validity of our model. We note
that our model reproduces very well the experimental findings at small angles ($\theta < 3^\circ$), as shown in Fig. 2.8. For larger angles the observed polarization is lower than expected; this deviation could be attributed to other spin decoherence processes in the excited state that reduce the effective interaction time available for the polarization exchange [36]. Although in our model we did not include these processes, such as the excited state electronic spin dephasing, we verified that they do not have a significant influence on the dynamics at small angles. Therefore, the theoretical steady-state populations $P_{0,\pm 1}^\infty(B, \theta)$ is fitted to the experimental data, with the angle $\theta$ as the only free parameter of the fit, by minimizing the mean squared residuals $\chi^2$ between data and theoretical curves.

With this method, we extracted a second refined estimate of the angle $\theta$, which we found to be consistent with (but more accurate than) the value estimated from the frequencies of ground-state spin transitions. We use this refined estimate of the angle as an input in further calculations of the polarization dynamics.

### 2.6 Excited-state transverse hyperfine coupling evaluation

Although the spin structures of both the ground [49, 57, 58, 80, 95, 96] and excited [57, 60, 97] triplet states have been characterized in experiments, the transverse hyperfine coupling between electronic and nuclear spin is in general difficult to measure. In particular, the excited state transverse hyperfine coupling strength has been inferred by assuming an isotropic interaction [57, 60], although ab initio calculations indicate an anisotropy of the hyperfine tensor for the $^{15}$N isotope [36].

Once defined and verified the model that can reproduce well the behavior of the nuclear spin polarization for long polarization times, we investigate the dynamics of the process and its characteristic times. We now discuss the time-evolution the population of the $|0, +1\rangle_g$ and $|0, 0\rangle_g$ states as a function of the interaction between the optical excitation and the NV system.

For various experimental conditions, $B$ and $\theta$, we performed simulations of the time-evolution of the state probability as a function of $C_\perp$, which is the only free parameter in the master equation Eq. (2.10). This was done for both the $|0, +1\rangle_g$ and the $|0, 0\rangle_g$ spin components. The $|0, -1\rangle_g$ was excluded because in most cases the amplitude of its Ramsey component is very small and comparable with our signal to noise ratio.

In Fig. 2.9 (a) we report the relative probability of the states $m_I = 0, \pm 1$.
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Figure 2.9: Dynamical nuclear polarization analysis. (a) Comparison between experimental data and calculation of the relative population of the states $|0, -1\rangle_g$, $|0, 0\rangle_g$ and $|0, +1\rangle_g$ after optical pumping of variable length $t$. Blue dots, red diamonds, and green squares correspond to $m_I = +1, 0, -1$ nuclear spin relative probability. Dotted and dashed lines are the theoretical curves for $C_\perp = -15 \text{ MHz}$ and $-40 \text{ MHz}$, respectively; black line and gray region correspond to $C_\perp = (-23 \pm 3) \text{ MHz}$. (b) Mean squared residuals $\chi^2$ between data and theoretical curves, as a function of the hyperfine transverse coupling $C_\perp$ at $B = 252 \text{ G}$; black and red scatters refer to $m_I = +1$ and $m_I = 0$, respectively. The fit to the residuals (black and red lines) were used to find the minimum of the residual distribution and thus the best-fit estimate for $C_\perp$. (c) Transverse hyperfine coupling parameter of the excited state, $C_\perp$, evaluated for different values of the magnetic field. The analysis of both the $|0, +1\rangle_g$ and the $|0, 0\rangle_g$ components is included, for NV1 (diamonds) and NV2 (triangles). Red straight line and shaded region denote weighted average and standard deviation of the sixteen values of $(B, \theta)$.

As a function of the optical pumping time for $B = 252 \text{ G}$, compared with the theoretical calculation for $C_\perp = -15 \text{ MHz}, -23 \text{ MHz}, -40 \text{ MHz}$. I note that the value often used in literature, $C_\perp = -40 \text{ MHz}$ [60, 98], which derives from the assumption of isotropic interaction in the excited state, does not fit the experimental findings – neither the rise-time of the population of the $|0, +1\rangle_g$, or the decay time of the $|0, 0\rangle_g$ population.

For both $|0, +1\rangle_g$ and $|0, 0\rangle_g$, from the comparison between simulations and experimental data of the DNP we calculate the normalized mean squared residuals $\chi^2$:

$$\chi^2 = \frac{1}{N} \sum_{i=1}^{N} \left( \frac{P_{\text{calc}} - P_{\text{exp}}}{\Delta P_{\text{exp}}} \right)^2,$$  

(2.14)
where $N$ is the number of each measurement related to a given optical pumping time; $P_{\text{cal}}$, $P_{\text{exp}}$ and $\Delta P_{\text{exp}}$ are the calculated polarized fraction for the pumping time $i$, the experimental value and its associated error. In order to extract the minimum $C_{\perp \text{min}}$ in the residual distribution we built an empirical function:

$$
\chi^2 = \chi^2_{\text{min}} + A \left[ \left( \frac{b}{C_{\perp} - C_{\perp 0}} \right)^{12} - 2 \left( \frac{b}{C_{\perp} - C_{\perp 0}} \right)^6 \right],
$$

(2.15)

where $\chi^2_{\text{min}}$ represents the minimum value of $\chi^2$ and $A$ is an amplitude parameter; from the derivative of 2.15 we directly extract $C_{\perp \text{min}}$ as:

$$
C_{\perp \text{min}} = C_{\perp 0} - b.
$$

(2.16)

By averaging $C_{\perp \text{min}}$ over the two nuclear spin components and over the different experimental magnetic field magnitudes and orientations (Fig. 2.9 (c)), we obtain a precise estimate of the transverse hyperfine coupling, $C_{\perp} = (-23 \pm 3)$ MHz. This is the first experimental measurement of the transverse hyperfine coupling in the excited-state of the NV center, obtained with simple magnetic resonance tools [83]. The common assumption $C_{\perp} \approx C_{\parallel}$, which can be more easily measured, is not consistent with the present experimental observation of the timescale of the nuclear polarization.

Our result does not depend on the specific NV, and is representative of NVs in low concentration bulk diamond. Our findings can be useful in NMR experiments enhanced by DNP, hyperpolarization of nuclear spin ensembles, and in all the protocols involving fast and accurate control of nuclear spins, which are crucial for many applications in quantum technologies, including quantum computation, communication and sensing.
Chapter 3

Optimal control of NV electronic spin for quantum sensing

As already discussed in the Introduction, quantum control has been demonstrated to be a crucial tool both in quantum information processing [15] and in quantum sensing [4, 7] on a variety of experimental platforms, ranging from trapped ions [99] to ultracold atoms [100] and superconducting qubits [101, 102], as well as nuclear [103, 104] and electronic spin qubits [78, 105]. Quantum sensing poses peculiar challenges to control, as sensor qubits need to interact strongly with the target field to be probed, but this also leads to undesired coupling with external noise of the same nature of the target field, which often gives rise to either energy losses or decoherence. A paradigmatic scenario is when one wants to measure a frequency shift of a spin qubit sensor, as due to a magnetic field, in the presence of magnetic dephasing noise.

Optimal control theory [106, 107] exploits numerical optimization methods [108–112], to find the best control fields that steer the dynamics of a system towards the desired goal. Quantum optimal control has been successfully applied in the case of one- and few-body systems [113–118], as well as in ensembles [119] and correlated many-body quantum systems [100, 120, 121].

Typically, the optimal control problem involves the search for the optimal transformation that, given a system Hamiltonian $H$ dependent on a set of time-dependent control fields, drives the system from an initial state into a target state, whose desired properties are expressed by a cost function that one wants to minimize. Often this means maximizing the fidelity of the unitary operation, which describes this transformation, with the desired one.

However, the goal of quantum sensing is different. Since there is at most only some partial knowledge of the external field to be measured, the expected unitary dynamics is unknown, and thus the fidelity cannot be used to optimize control. In addition, quantum sensing is usually concerned with
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optimizing sensitivity, a quantity that intrinsically includes noise, also arising from the external environment.

In this Chapter, I present our work \cite{122} on how we adapted optimal control theory to the quantum-sensing scenario by introducing a cost function that, unlike the usual fidelity of operation, correctly takes into account both the field to be measured and the environmental noise. We experimentally implemented this novel control paradigm using a NV center, finding improved sensitivity to a broad set of time-varying fields. The demonstrated robustness and efficiency of the numerical optimization, as well as the sensitivity advantage it bestows, will prove beneficial to many quantum-sensing applications.

In Sec. 3.1, I describe a robust and efficient scheme devised for optimal control of a sensing qubit, which enhances its sensitivity to the amplitude of time-varying target fields. For this purpose, we use an unconventional optimization metric, the sensitivity, and develop a practical way of computing it (which allows for fast numerical searches). Furthermore, our search method includes, in the cost metric itself, the presence of an environment and the consequent decoherence induced on the qubit. While optimal control has been used before for sensing \cite{123–125}, the optimization was only targeted at improving the control fidelity and bandwidth, not the sensitivity itself. Sec. 3.2 is dedicated to the methods to obtain the theoretical optimization of the sensitivity and the experimental observable to compare with.

Afterwards, I analyze the different variable magnetic fields considered as exemplary cases for the application of our initialization protocol. In Sec. 3.3 I start considering the simple case of a monochromatic cosinusoidal field and the optimization of a small space of parameters, the total and the starting times of the measurement routine. Then, I tackle the complex task of measuring multichromatic variable (AC) target fields, engineering the design of non-equidistant multipulse sequences, enabling to simultaneously collect signal from all the various frequency components; moreover, we demonstrated the effectiveness of the method by investigating different frequency ranges.

In Sec. 3.4 I discuss sensing of different significant waveforms, such as trains of magnetic impulses, which are relevant for applications in biology, physiology, and neuroscience \cite{27, 126–128}. We show that, in these cases, optimal control demonstrates better performance than traditional dynamical decoupling since it allows for both a larger accumulation of the spin phase that encodes the field information and for an improved compensation of environment-induced decoherence, thus boosting the qubit’s sensitivity and enabling detection of very weak magnetic fields. Finally, Sec. 3.5 summarizes the main results and provides an outlook of our new optimal control strategy.
3.1 Optimal control of a qubit sensor with dephasing noise.

In this section I address the topic related to the measurement of time-varying magnetic fields in the presence of magnetic noise, which induces dephasing of the sensing qubit, using the electron spin states of an NV center. All the experiments discussed in this chapter have been performed on a single negatively charged NV center, located at ~ 13.5 µm below the diamond surface. A static bias magnetic field $B = 39.4$ mT, aligned along the symmetry axis of the NV center, removes the degeneracy of levels with spin projection $m_z = \pm 1$, and the microwave excitation selectively addresses the $|0\rangle \rightarrow |-1\rangle$ transition; therefore, the NV center can be effectively described as a single two-level system.

The spin qubit couples both with a time-dependent external field to be measured and with environmental magnetic noise. We model those couplings extending the Hamiltonian in Eq. (1.8):

$$H = H_{\text{field}} + H_{\text{int}} = \gamma_e b(t) S_z + \gamma_e \beta(t) S_z,$$  \hspace{1cm} (3.1)

where the field to be measured has the general form

$$b(t) = b f(t),$$  \hspace{1cm} (3.2)

and $\beta(t)$ is a stochastic variable with power spectral density $S(\omega)$ in the frequency domain, $\gamma_e = 2.80 \times 10^4$ Hz/µT and $S_z$ are again the gyromagnetic ratio and the $z$ component of the spin operator. Performing metrology means reaching a compromise between two conflicting tasks, i.e., minimizing the noise effects while maximizing the signal stemming from the field, during the sensing time. In particular, we assume to know the temporal dependence $f(t)$ of the field, aiming at measuring its amplitude $b$ (being thus interested in a parameter estimation task). I note that by embedding our scheme in an adaptive strategy, it would be also possible to tackle waveforms of unknown time dependency [129].

While different control strategies can be used for sensing, here we consider control via pulsed dynamical decoupling. We limit the notion of “optimal” control to optimality over this restricted choice of control strategies. The support in this choice of strategy derives by the great success that dynamical decoupling has obtained in quantum sensing. Even if allowing general

\footnote{Here I neglect the hyperfine coupling of the NV electronic spin to nearby nuclear spins since, in the presence of a static bias magnetic field close to 40 mT, we observe full polarization of the nuclear spin of the $^{14}$N composing the NV center (as discussed in Ch. 2).}
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Figure 3.1: One-qubit optimization strategy. (a) The electronic spin of a single NV center is optically initialized in the $|0\rangle$ state, and read out after the sensing period. The antenna delivers both the resonant control field (MW) (see also Sec. 1.4) and the target magnetic field $b(t)$ to be measured, in the proximity of the spin qubit. Each measurement shot is repeated $N = 2 \times 10^5$ times. (b) Illustration of the optimization protocol. The starting point is an initial guess for the control sequence described by a modulation function $y_0^n(t)$, which depends on a given number of parameters. While in Sec. 3.3 and 3.4 I consider more general cases, for the sake of simplicity the central panel shows a search in a two-parameter space (sensing time $T$ and phase shift $\alpha$) for CPMG control sequence used to detect a monochromatic AC field $b(t) = b \cos(2\pi \nu_0 t + \alpha)$, with frequency $\nu_0 = 20.5$ kHz, and unknown amplitude $b$ to be measured. The map represents the experimentally measured inverse sensitivity $\mathcal{E} = C/\eta$ (see Sec. 3.2). The algorithm computes the sensitivity $\eta$ under the initial control sequence and then produces and evaluates a number of other trial points $y_n^{(i)}(t)$ and moves in the multidimensional parameter space until global convergence is reached. The final point, described by $y_n^{\text{opt}}$, represents the optimal control sequence.

control fields could lead to a true optimal solution, it would also complicate the search space and its computational cost. Nevertheless, while we do not demonstrate the realization of the ultimate limit of sensitivity, that is, the Quantum Cramér-Rao bound [130] (discussed in Sec. 3.1.1), our optimal control method remarkably enhances sensitivity in a number relevant and demanding experimental scenarios.

The phase $\varphi_n(T)$ accumulated by the spin during the sensing time $T$, 
under the action of the control field, is

$$\varphi_n(T) = \int_0^T \gamma b(t) y_n(t) dt \equiv b \phi_n.$$  \hfill (3.3)

The Ramsey interferometer, that hold the control sequence, enables the mapping of the phase accumulated around the $\hat{z}$ axis into the observable population of the spin projection $m_S = -1$. In this way, it allows us to read out the effect due to the target field.

As said, during the sensing process, the sensor qubit is also subject to noise. In the case of the NV center, as introduced in Sec. 1.6 and discussed in Ch. 4, this is mainly due to the nuclear spin bath that generates a stochastic time-varying field, which leads to a reduction of the observed population.

The state of the qubit after the sensing process is described, as in a Ramsey interferometer, by population and coherence of the density matrix

$$\rho_{1,1}(T) = \frac{1}{2}, \quad \rho_{1,2}(T, b) = \frac{1}{2} e^{-i\varphi_n(T)} e^{-\chi_n(T)},$$  \hfill (3.4)

with the temporal coherence function $\chi_n(T)$ defined in Eq. (4.1). Thus, a projective measurement on the $\sigma_x$ basis, $|\pm\rangle = (|0\rangle \pm |-1\rangle)/\sqrt{2}$ gives a signal

$$p_n(T) = \langle + | \rho(T, b) | + \rangle = \frac{1}{2} \left( 1 + e^{-\chi_n(T)} \cos \varphi_n(T) \right).$$  \hfill (3.5)

I point out that here we treat the environment as a source of pure decoherence noise and further assume a classical bath described by its spectrum $S(\omega)$, as this allows the simple expression in Eq. (4.1) to describe its effects [64, 131] (see Sec. 3.1.2 for further discussion of this approximation validity). While a classical bath is a good model for many physical systems [132-137], the same formalism can tackle more complex and quantum baths [72, 138]. More generally, using Eq. (4.1) to calculate the environmental effects on the sensor only simplifies the numerical optimization, but a more complex noise model could also be taken into account.

### 3.1.1 The sensor sensitivity

As already mentioned in the Introduction, the quality of the quantum sensor is crucially described by its sensitivity. The latter is defined as the minimum measurable signal for an integration time of 1 s. The minimum signal is limited by the signal-to-noise ratio (SNR) achieved with the measurement. In the present case, the signal is nothing else than the probability $p_n$. With noise we indicate here the total uncertainty given by the sum of all the possible error sources. A first contribution to the error is given by the quantum
projection noise. As we discussed, to measure $p_n$ we need to collect a statistics, since each repetition gives only a binary value, so we have to repeat the procedure $N$ times in order to extract the real value of $p_n$. The associated error would be equal to 0 for an infinite number of measurements, up to 0.5 for $N = 1$ and in general it scales as $1/\sqrt{N}$. Another cause of uncertainty is the classical readout noise due to the fraction of measurement that are erroneously assigned to $|0\rangle$ or $|1\rangle$ with respect to the total number of measurements. If the classical readout noise is small with respect to the quantum projection noise, the overlap of the measurement distributions with results 1 and 0 is small. In the opposite case, classical readout noise much bigger than the quantum projection one, it is possible to obtain just a single distribution of measured values over the $N$ repetitions. Its variance can be expressed by the ratio between the distribution variance and the contrast of the binary measurement (i.e. difference between observed values for measuring 0 or 1) and goes like $1/N$.

To evaluate the denominator of the SNR, the total error is the sum of readout noise and quantum projection error. A different argument has to be done for decoherence and errors due to initialization and qubit manipulations, since they directly affect the amplitude of the measurable $p_n$. Indeed, they reduce the dynamical range of $p_n$, i.e. the possible values that it could achieve, limiting the numerator of the SNR. Summarizing, a signal correspondent to a SNR equal to one (i.e. the minimum measurable signal) achieved with a measurement integration time of 1 s is the experimental sensitivity.

Up to now, we just provided an operational definition, but the ultimate limit for the intrinsic sensitivity is more rigorously identified by the (quantum) Cramér-Rao bound (CRB). The latter states that the lower bound for any unbiased estimator obtained with a positive operator-valued measure (POVM) is proportional to the inverse of the Fisher information (FI) \cite{CR}. In other words, maximizing the information obtained on the quantum system through the measurement, we obtain the minimum uncertainty on the observable. Considering to maximize the Fisher information over all the possible POVM, we would obtain the quantum FI and the quantum CRB. Integrating this limit over a measurement time of 1 s we define the possible minimum sensitivity achievable by a sensor.

To assess the quality of parameter estimation, as achievable under a given control protocol and within the experimental constraints, we start from the definition of $F_N$, the Fisher information \cite{CR, FI} associated with the measurement:

$$F_N = \sum_x \frac{1}{\mathcal{P}_N(x|b)} \left( \frac{\partial \mathcal{P}_N(x|b)}{\partial b} \right)^2.$$  \hspace{1cm} (3.6)
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Here $\mathcal{P}_N(x|b) = \text{Tr}[E^{x}_N \rho \otimes \rho]_b$ are conditional probabilities of obtaining $x$ as a measurement result for a given field $b$ over $N$ repeated measurements, $E^{x}_N$ being a positive measurement estimator $^2$ and $\rho$ the density matrix of each independent copy of the system.

From $F_N$ we can extract the minimum distance between two different results of the measurement by optimizing over possible estimators for a given quantum measurement: We get the limit on the variance of any estimator for the classical distinguishability metric, known as the Cramér-Rao bound (CRB) $^{[140]}$:

$$\Delta p_n \geq \frac{1}{\sqrt{N F_N}}, \quad (3.7)$$

where $\Delta p_n$ represents the minimum measurable difference between two $p_n(T)$ measurements. Sensitivity, that is, the minimum detectable signal per unit time, is simply related to the CRB by

$$\eta = \frac{\sqrt{T}}{\sqrt{N F_N}}, \quad (3.8)$$

where $T = NT$ is the total sensing experiment time. For the one-qubit sensing schemes we are considering, putting Eq. (3.5) in Eq. (3.6)$^3$, $\eta$ reduces to

$$\eta = \min \left\{ \frac{p_n}{\partial b p_n} \right\} \sqrt{T} = \frac{e^{\chi_n(T)}}{\phi_n} \sqrt{T}. \quad (3.9)$$

This is indeed the cost function that we want to minimize. In practice, for a given field $b(t)$, we are searching for the optimal control field that steers the spin trajectory of the electronic spin on the Bloch sphere in such a way that, while the accumulated phase $\phi_n(T)$ is maximized, the effect of non-Markovian noise described by $\chi_n(T)$ is minimized.

For this purpose, we have designed a direct and fast search method that looks for the optimal modulation function $y^{\text{opt}}_n(t)$ that minimizes the cost function $\eta$. We have investigated various multidimensional parameter spaces and analyzed which optimization parameters (e.g., total sensing time, $\pi$-pulse positions, signal phase, signal trigger time) provide the largest improvement without requiring excessive computational resources, as we detail in the following. The search of the optimal control field is performed by means of a simplex (Nelder Mead) minimization numerical algorithm that allows us to reach global convergence in the parameter space, as illustrated in Fig. 3.1(b).

---

$^2$We can restrict ourselves without any concerning to consider only positive operator-valued measure (POVM), as it is for projecting measurements $^{[15]}$.

$^3$That is, considering in the sum also the possible outcome $\langle - | \rho(T, b) | - \rangle$, meaning a sign change on the second term of the right hand side of Eq. (3.5).
The method requires a precise knowledge of the temporal coherence function of the electronic spin sensor, which depends on the noise spectrum induced by its spin bath, as I detail now.

### 3.1.2 Measuring the sensor noise spectrum

As expressed by Eq. (3.9), our optimal control strategy depends on knowledge of the coherence function $\chi_n(T)$. As shown in Eq. (4.1), $\chi_n(T)$ depends on both the noise spectrum and the frequency filter $Y_{n,T}(\omega)$ given by the specific sensing sequence. In order to compute the sensitivity $\eta$, the optimization algorithm calculates the value of $\chi_n(T)$ for different trial sequences; thus, it needs the noise spectral density $S(\omega)$ as an input. Various methods to measure the noise spectrum have been suggested in the literature \[132, 135, 141-145\]. In our case, although the environment exhibits a relatively abundant amount of $^{13}$C nuclei, meaning a strong spin-bath coupling, for the sensitivity optimization we limited ourselves to an approximated procedure, presented in Ref. [141]. I will discuss its limitations and alternative methods for the environment characterization in Ch. 4.

Then, the coherence signal decays as $p_n(t) \sim e^{-t/T_{2}^{\text{CP}}(\tau)}$, where $T_{2}^{\text{CP}}(\tau)$ is a coherence time directly related to the noise spectral density via \[141\]

$$
\frac{1}{T_{2}^{\text{CP}}(\tau)} \simeq \frac{8}{\pi^2} S(\pi/\tau).
$$

For each value of $\tau$ (which sets the noise frequency that we are considering), we measured the signal decay as a function of the number of pulses, obtaining $T_{2}^{\text{CP}}(\tau)$. By varying the time $\tau$ between MW $\pi$ pulses, we can extract the main frequency components of the noise spectral density using Eq. (3.10). The spectrum was finally obtained by fitting the raw data with a sum of Gaussian functions, as shown in Fig. 3.2(a).

In the mean peak we can recognize the known Larmor frequency for the $^{13}$C bath ($\sim 424$ kHz at 394 G). Nevertheless, the experimental spectrum $S(\omega)$ obtained for sequences with different number of pulses showed some additional peaks and variations. Thus, we further refine $S(\omega)$ by fitting the signal $s(T)$ measured after a CPMG decoupling sequence as in Ref. \[146\] (see, e.g., Fig. 3.2). This procedure is aimed at correcting $S(\omega)$ for sequence-dependent noise related to two different reasons, which are not taken into account in our model: The first concerns control imperfections, e.g. the finite $\pi$-pulses duration \[147\]. The second approximation is given by coherent couplings due to strongly interacting nearby nuclear spins, generating a signal oscillation as a function of the number of pulses (see \[148-150\], and Ch. 4 for further discussion); indeed, the signal $p_n(T)$ exhibits periodic collapses.
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Figure 3.2: Experimental and reconstructed NV spin coherence under CPMG sequence. (a) Reconstructed $S(\omega)$ based on a classical model of the bath, for CPMG decoupling sequence with $n = 50$. The main component at $\sim 424$ kHz, related to the interaction with the $^{13}$C bath, is in common with all CPMG sequences. Other peaks are aimed to reproduce the effects of control imperfections and strong coupled $^{13}$C nuclei (see text). (b) Measured signal $s(T)$ (gray dots) after a CPMG-50, as a function of time $T = n\tau$. Here, the sensor is not irradiated with any external target field $b(t)$ to be measured. The solid red line is a simulation of the signal produced with $S(\omega)$ represented in (a).

due to the nuclear spin bath, with additional dips below 0.5 (see Fig. 3.2) that are a signature of a quantum environment, more precisely, of a hyperfine interaction between the NV electronic spin and isolated nearby nuclear spins. Although the latter interactions give rise to unitary evolution of the NV, we include them in the model as classical external noise sources at fixed frequency. This approximation can be possible only once fixed the number of pulses composing the sensing sequence and we chose a Gaussian line-shape as for the case of the carbon bath. This allows us to use Eq. (3.5),

which does not take unitary evolutions into account but provides a speedup of the numerical optimization, with the important caveat to require corrections once changed $n$. We emphasize that good agreement between predicted and measured sensitivity (also for $150 \mu s < T < 200 \mu s$, where we see a dip below 0.5; see Fig. 3.6 and 3.5) is proof of the robustness of the model to the effects of weak couplings between NV and isolated spins, as well as to imperfections in the empirical function $\chi_n(T)$. Therefore, we finally find a noise spectrum that, for a fixed number of pulses, is completely independent of the timing at which each $\pi$ pulse occurs; thus, it can be used for sequences that are

\footnote{Even if the characteristic frequency of this interaction does not depend on the specific measurement filter, its amplitude is strongly dependent on it, as I will detail in Sec. 4.4.}
very different from CPMG in the optimization procedure. Including pure quantum noise effects in the optimization routine would be an interesting technical extension of the present method.

3.2 Optimal control simulation and experiment

The experimental procedure is sketched in Fig. 3.1(a) (see also Sec. 1.4). After the initialization in \( |0\rangle \), the spin qubit is coherently controlled with a resonant field and radiated with the off-resonance, time-varying, target magnetic field to be measured. To experimentally validate the optimal control, we compare the optimized sensitivity \( \eta \) with the corresponding measured quantity. We obtain the sensitivity of the spin qubit to the target field by sweeping the amplitude of the magnetic field and measuring the slope of the signal \( p_n(T) \), depicted in Eq. (3.5), at the points of maximum slope (where \( s = 0.5 \)), as shown in Fig. 3.3(a).

However, since we do not have an independent measure of the local amplitude of the magnetic field at the position of the NV center, in the experiment we measure \( \mathcal{E} = \max \{ \partial_t p_n \} / \sqrt{T} \), where \( p_n \) is the normalized signal presented in Eq. (1.14). Following Eq. (3.9), this experimental observable is simply related to sensitivity through \( \mathcal{E} = K / \eta \), where \( K \) represents a conversion factor between the generated RF field amplitude and the unknown magnetic field at the defect; as \( K \) is the only calibration constant and does not depend on the target field strength and of the control sequence, it can be evaluated once and then used for all the control scenarios considered.

In particular, we estimate \( K \) from the experimental results for CPMG sequences. We experimentally evaluate \( \mathcal{E}(T) \) as a function of the sequence total time \( T \) and fit the curve to extract the maximum \( \mathcal{E}_{CPM} \). Similarly, we evaluated the theoretical value of \( \eta \) and obtained its minimum \( \eta_{CPM} \). We then defined \( K \) as the product \( K = \mathcal{E}_{CPM} \eta_{CPM} \). This procedure allows us not only to define \( K \) but also to estimate its uncertainty \( \Delta K \), from the fit error. We can then compare the (inverse) experimental sensitivity \( \mathcal{E} \) and the theoretical sensitivity \( \eta_i \) for each control sequence by rescaling the theoretical sensitivity by \( K \).

In the following, I consider different time-varying target fields that mimic signals of interest and highlight the advantage of our optimal control method. The method can be applied over the same frequency range accessible by a non-optimized sensor, with a typical bandwidth of the sensor under pulsed control set by the pulse length and by the control-dependent decoherence time \( T_2 (\sim 2 \text{ kHz} - 15 \text{ MHz}) \).

From a theoretical point of view, the core of our optimal control technique
for sensing is an optimization algorithm that minimizes the sensitivity as a function of the parameters of the control function, e.g. total sensing time, phase of the AC field, and time intervals between $\pi$ pulses.

We use a MATLAB routine based on the simplex minimization algorithm to achieve global optimization of the figure-of-merit, the sensitivity $\eta$. The two main ingredients of this quantity, represented in Eq. (3.9), are the electron spin phase $\varphi_n(T)$ and the coherence function $\chi_n(T)$. We consider pulsed control sequences described by the $\pi$-pulse times $\{t_j\}$. For any time-varying external magnetic field $b(t) = bf(t)$ to be measured, we can define the integral of the magnetic field (known) temporal profile $f(t)$

$$F(t) = \frac{1}{t} \int_0^t f(t') \, dt'.$$  \hspace{1cm} (3.11)

The phase $\varphi_n = b\phi_n$ acquired by the NV qubit can then be calculated for any given control sequence as

$$\phi_n = (-1)^{n+1} F(T)T - 2 \sum_{j=0}^{n+1} (-1)^j F(t_j)t_j.$$  \hspace{1cm} (3.12)

The coherence $\chi_n(T)$ is instead obtained from the experimentally measured spectrum with the method described in Sec. 3.1.2. From $\chi_n(T)$ and $\phi_n(T)$ we can calculate $\eta$ for each trial sequence according to Eq. (3.9).

In order to verify the global convergence of the optimization algorithm, we tested different initial guesses and found the same optimized parameters for a given AC target field. In most cases, we used a constrained search, by setting bounds for each parameter or constraining the overall result, for instance, to keep the total time $T$ constant. We investigated also the effect of the finite MW pulse duration. Considering the case of a Gaussian-shaped train of magnetic impulses under a CPMG control sequence, we calculated phase accumulation and sensitivity when excluding from the spin evolution the time intervals where the $\pi$ pulses occur, finding the same theoretical values of $\eta$, for all the considered total sensing times $T$. We underline that this procedure does not correct the model for the contribution to $\chi_n(T)$ given by MW pulse imperfections or finite duration [147], but it confirms that the pulses can be considered instantaneous in our picture for the accumulated spin phase $\varphi_n(T)$; we verified that this approximation is valid up to $\pi_{MW} \leq 0.5 \mu s$ for $n = 50$ and $T \sim 250 \mu s$ and was very effective for pulses duration $\pi_{MW} = 56 \text{ ns}$ and $T \geq 50 \mu s$, as in our case.

The described procedure is quite general and could be applied to a broad range of sensing scenarios. To demonstrate its reliability, we considered some
exemplary target fields and related control models, varying, e.g., the number of parameters tackled by the optimization algorithm. We first considered AC fields with single or multiple frequencies, and we started optimizing $\eta$ as a function of total time $T$ and the AC field phase $\alpha$, while fixing the number of pulses ($n = 8$) and setting $\tau = T/n$ for all time intervals between the $\pi$ pulses. We proceeded then to allow more flexibility in the optimization by varying the duration of each time interval between $\pi$ pulses, starting from an initial guess given by a periodic (CPMG) sequence with $n = 50$. The experimental results, presented in Sec. 3.3.2 and 3.4, are in agreement with our theoretical optimization and pave the way for more complex treatments, e.g., extending the noise model or the typology of considered measurement techniques, for optimal sensing perspectives towards the sensitivity limits.

3.3 Optimized sensing for oscillating fields

In this section, I address the problem related to the optimization for sensing oscillating magnetic fields. We start from the simple single-frequency case, in order to test the reliability of the method, to ones with arbitrary spectral composition, for which searching the best experimental conditions in a multi-parameters space parameter to boost the sensitivity is necessary.

3.3.1 Monochromatic field case

As a proof of principle, I first focus on the simple case of monochromatic sinusoidal signals

$$b(t) = b \cos(2\pi vt + \alpha),$$

(3.13)

with $\nu \approx 20 - 125$ kHz (further results will be shown in 3.3.3). We note that measuring signals in this frequency range at a magnetic field $B \sim 39.4$ mT is a difficult task since the signal is obscured by the $^{13}$C bath field. Indeed, even if the Larmor frequency at such field is $\omega_L = 2\pi \times 424$ kHz (as shown in Fig. 3.2(a)), the presence of a periodic filter produces coherence collapses at times $T_k = nk\pi/\omega_L$, with $k$ odd integer, and therefore competing with the target for $k \in \{3, 21\}$. We start from a common pulsed dynamical decoupling sequence, the CPMG multipulse sequence, which has been demonstrated not only to extend the qubit’s coherence [66], but has been also successfully employed in sensing to measure monochromatic AC magnetic fields (see, e.g., Refs. [22,149–152]). However, CPMG is highly selective in frequency: Its filter function $Y_{n,T}(\omega)$ is indeed peaked at $\nu = 1/(2\tau)$.

\footnote{For a bare CPMG sequence, the filter function is $Y_{n,T} = \sqrt{2} \left[2 \sec(\pi \nu\tau) \sin(\pi \nu n \tau) \sin\left(\frac{\pi \nu \tau}{2}\right)\right]$, which is peaked at $\nu = k/2\tau$, with $k$ being an}
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Figure 3.3: Optimized sensing of monochromatic fields. (a) Experimental signal measured in the presence of a monochromatic target AC magnetic field, \(b(t) = b \cos(2\pi \nu t + \alpha)\), with \(\nu = 9.24\) kHz and \(\alpha = 0\), as a function of the target magnetic field amplitude \(b\). Here, the spin sensor is controlled with a CPMG sequence of \(n = 4\) equidistant \(\pi\) pulses. Dots are the experimental data, the curve is a cosinusoidal fit. Error bars are the statistical errors over \(2 \times 10^5\) repeated measurements. (b) Theoretical prediction of the optimal sensing time of a CPMG-8, calculated for a target AC magnetic field \(b(t) = b \cos(2\pi \nu t + \alpha)\), as a function of the AC frequency \(\nu\). The black empty squares are the optimized solutions of the sensing problem when neglecting the presence of the noisy environment, and the black curve represents the expected optimal time, \(T_{opt} = n/(2\nu)\), with no fitting parameters. Purple dots are optimized solutions including the noise-induced decoherence of the spin qubit (the line is a guide to the eye). (c) Inverse of sensitivity, in the presence of a cosinusoidal field \(b(t)\) of frequency \(\nu_0 = 20.5\) kHz under CPMG control, with \(\alpha = 0\) (in red), and with \(\alpha = 102^\circ\) (that is, an initial delay time \(t_0 = 0.28/\nu_0\)) resulting from optimization (in blue). Dots are experimental value of \(\mathcal{E}\) (left side vertical axis - see text) lines are theoretical \(1/\eta\) (right side vertical axis) The experimental error bars come from the slope uncertainty of the experimental signal \(p_n\).

interest, if the target signal has frequency close to the center of the noise spectrum (the Larmor frequency of the \(^{13}\)C spin bath), CPMG control may not be the best choice, since the sequence achieving noise cancellation also leads to a significant attenuation of the signal to be measured.

As a warmup for the full optimization, we optimized the control over a restricted space of two parameters, the sensing time \(T\) and the initial phase shift \(\alpha\), with a fixed number of pulses, \(n = 8\). First, fixing \(\alpha = 0\), we found the optimal sensing time as a function of the AC frequency, as reported in Fig. 3.3(b). Taking into account decoherence effects appreciably modifies the optimal sensing time (purple curve), compared to the results obtained odd integer index, where the higher harmonics have decreasing weight (see [7] and Tab. B.1).
in the absence of noise sources (black curve), where the optimization routine recovers the expected analytic solutions $T_{\text{opt}} = n/(2\nu)$; the latter would be given considering $\chi_n(T) = 0$ by maximizing the phase $\phi_n$ in Eq. 3.12. Then, we optimized both $T$ and $\alpha$. To evaluate the global convergence of the optimization, we have also mapped $1/\eta$ in the two-dimensional (2D) parameter space $(T, \alpha)$. Figure 3.1(b) shows this map for an AC field of frequency $\nu_0 = 20.5$ kHz. This allows the results of the optimization to be compared with the brute-force approach of an extensive search in the parameter space. The full optimization of the two parameters, including noise effects, is able to find the global minimum of sensitivity (the optimized parameters are $T = 216$ $\mu$s and $\alpha = 102^\circ$, corresponding to an initial delay time $t_0 = 0.28/\nu_0$ of the control sequence). Figure 3.3(c) shows some cuts of the previous 2D map as a function of $T$, with $\alpha = 0$ (red solid line) and with $\alpha = 102^\circ$ (the optimal value resulting from the numerical search, blue line). Using Eq. (3.9), we have also calculated the experimental observable $\mathcal{E} = K/\eta$ (left side, vertical axis in Fig. 3.3(c)), which can be directly compared with the experimental findings at fixed $\alpha = 0$ (red dots) and with $\alpha = 102^\circ$ (blue dots). We find good agreement of the experiments with the results of the optimization.

We also investigated monochromatic AC magnetic fields in a different frequency range, at 125 kHz, as shown in Fig. 3.4. For a CPMG sequence with $n = 8$, we evaluated the theoretical value of $1/\eta$ and measured $\mathcal{E}$ as a function of the measurement time $T$. I also remark that even in the simple case

![Figure 3.4: Sensitivity to a monochromatic field as a function of sensing time $T$. We plot $\mathcal{E}$ from experimental data and $1/\eta$ from simulations, for an XY-8 CPMG sequence used to sense a field $b(t) = b \cos(2\pi\nu_0 t)$ with $\nu_0 = 125$ kHz. Solid lines and scatters refer to simulations and experimental data, respectively.](image-url)
of one-parameter optimization, including the noise effects yields a different optimal sensing time than what was calculated in the absence of noise \((T = n/(2\nu_0))\), gray vertical dashed line), and this is also reflected in the observed experimental peak of \(E - vs - T\).

### 3.3.2 Optimized sensing of multitone AC signals.

We now tackle the more complex task of measuring arbitrary time-dependent signals. We consider multitone magnetic fields, in the form

\[
b(t) = b \sum_i w_i \cos(2\pi \nu_i t + \alpha_i),
\]

where \(m\) is the number of Fourier components, \(b_i = b w_i\) their amplitudes (with \(\sum_i w_i = 1\)), \(\nu_i\) their frequencies, and \(\alpha_i\) the initial phases. We employ our optimization tool to engineer optimal control sequences of nonequidistant \(\pi\) pulses that may extract information from multitone target signals, while refocusing spin dephasing better than common dynamical decoupling solutions.

As already mentioned, common multipulse control sequences like CPMG are, in general, highly selective in frequency. For this reason, these sequences may exhibit suboptimal performances when probing a multitone target field due to attenuation of some frequency components. In addition, increasing the interrogation time to enable a larger phase accumulation, thus improving measurement sensitivity, also further narrows the width of the filter function \(Y_{n,T}\) as \(\sim 1/(T)\). If the magnetometry task consists in measuring the signal amplitude of a spectrally characterized source as we are considering here, CPMG loses significant part of information apart from one frequency component at a given sensing time, when fixing the number of pulses \(n\) and sweeping the total time \(T = n\tau\).

We started by analyzing the sensitivity in three (total) time intervals, \(T < T_2\), corresponding to different measurable frequencies, given for the simple CPMG sequence by \(\nu = n/(2T)\). For each of these total time intervals, we increased the complexity of the magnetic field by choosing three random frequency components \(\{\nu_i\}\), \(i = 1, 2, 3\) (or, equivalently, fields made of \(m = 3\) Fourier components each), in different ranges between 20 kHz up to 141 kHz, and with different amplitudes. In these cases, we optimized the sensitivity as a function of the total time under a CPMG-8. The results, presented in Fig. 3.5, show good agreement between data and our predictions for all the cases investigated.

To emphasize that the phase accumulated by the spin-qubit sensor under CPMG control reflects the spectral composition of the signal, showing peaks
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Figure 3.5: Three-components target fields in different frequency ranges. \( \mathcal{E} \) (left vertical axis) and \( 1/\eta \) (right vertical axis) as a function of the sensing time \( T \) for 3-chromatic AC fields under CPMG-8 sequences. Solid lines and scatterers refer to simulations and experimental data, respectively. Given the field \( b(t) = b \sum_i w_i \cos(2\pi \nu_i t + \alpha) \), the three datasets correspond to the following parameters: In red, \( \nu_i = (77; 96; 141) \) kHz and \( w_i = (0.45; 0.43; 0.12) \); in green \( \nu_i = (50.5; 48.1; 46.2) \) kHz and \( w_i = (0.40; 0.44; 0.16) \); in blue, \( \nu_i = (25.0; 20.4; 19.9) \) kHz at times \( \tau_i = 1/(2\nu_i) \), we tested one of the previous three cases under a CPMG train of \( n = 50 \) pulses, where the width of the filter is narrower by a factor \( 50/8 \sim 6 \); the results are shown in Fig. 3.6(b) (green solid line). However, the sensor’s decoherence influences the final sensitivity by suppressing the response of one of the three frequency components, as shown both in theory and in experiment (green solid line and yellow dots in Fig. 3.6(c)).

For this kind of scenario, optimal control strategies offer a key advantage. Optimal control can indeed be exploited to find optimal distributions of the \( \pi \)-pulse positions. Sequences of non-equally distributed pulse spacings, devised by means of analytical models, have been indeed demonstrated to correct for selectivity of CPMG in certain cases [73, 74, 153, 154], also for different experimental platforms [133]. In the case of multitone AC signals to be measured, such sequences enable to simultaneously collect signal from all the various frequency components thus achieving a faster phase accumulation.

Therefore, we optimized the single time intervals, maintaining the number of pulses fixed to \( n = 50 \), by keeping the time delay symmetric around each \( \pi \) pulse, as shown in Fig. 3.7, in order to ensure cancellation of static noise and better refocusing of low-frequency noise. Including also the optimization of the phase of the multitone field (\( \alpha_i = \alpha \)), or equivalently, the initial time of the measurement sequence, this optimization manages 51 free
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Figure 3.6: Optimized sensing of multitone AC fields. (a) Upper panel: Sample multitone target field, \( b(t) = b \sum_{i}^{3} w_i \cos(2\pi\nu_i t + \alpha_i) \), with \( \alpha_i = 0 \), frequencies \( \nu_i = (77; 96; 141) \) kHz, and amplitudes \( w_i = (0.45; 0.43; 0.12) \) G, respectively. Bottom panel: In green, position of the first 19 \( \pi \) pulses of a Carr-Purcell sequence of 50 equidistant \( \pi \) pulses (CPMG-50) with optimized sensing time \( (T = 260 \mu s) \); in blue, position of the first 27 \( \pi \) pulses of an optimal control sequence of 50 non equally-distributed \( \pi \) pulses with optimized time intervals and optimized initial phase \( (T = 187 \mu s, \alpha_i = 0.3) \). (b) Phase \( \phi_n(T) = \varphi_n(T)/b \) accumulated by the spin qubit sensor during the sensing time \( T \) in the presence of the field \( b(t) \), under a control field of \( n = 50 \pi \) pulses, in the cases of CPMG-50 (solid line) and optimized control (blue squares). (c) Experimentally measured \( \mathcal{E} = K/\eta \) in the presence of the field \( b(t) \) under CPMG-50 (dots) and optimized control (diamonds). The curves represent the theoretical prediction for \( \mathcal{E} \), for CPMG-50 (solid green line) and optimized control (blue line), respectively, obtained by rescaling \( 1/\eta \) (right-hand side, vertical scale) with the unique factor \( K \). The shaded area takes into account the experimental uncertainty due to \( K \) (see Sec. 3.2).

parameters. We performed different optimization runs as a function of the total measurement time, keeping \( T \) constant in each of them. The only additional constraint that we imposed was to force the times \( \tau_j \) between different \( \pi \) pulses to be longer than about 10 times the \( \pi \) pulse duration, which in our case means \( \tau_j > 600 \) ns. This restriction was to ensure that no MW pulses would be very close to each other, as that would have resulted in the \( \pi \) pulses canceling each other, giving an effective sequence with a different \( n \).

The results of optimization for the multitone field considered above are shown in Fig. 3.6. As shown in Fig. 3.6(b), the optimization method leads to a remarkable improvement in the accumulated phase per unit field amplitude \( \phi_n \) (blue squares) compared to CPMG (green line), over an extremely wide range of sensing times. The overall-optimal control sequence (obtained with
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Figure 3.7: Time interval $\tau_j$ engineering. Optimization scheme of the $n$ time intervals $\tau_j$ of a measurement sequence with $n$ $\pi$ pulses. Here, $\tau_j = (t_j + t_{j+1})/2$, where $t_j$ are the $n+1$ time intervals between the $\pi$ pulses, with $j = 0, ..., n$, and $t_0 = t_{n+1} = 0$.

sensing time $T = 187 \, \mu s$ and phase shift $\alpha = 0.3$) realizes a sensitivity $\eta_{\text{opt}} = 12 \, \text{nT/}$\sqrt{\text{Hz}}. Since each of our sensing experiments is typically obtained by averaging over $N = 2 \times 10^5$ measurement shots, the optimized control sequence enables the measurement of a local field of 2 nT. The improvement in sensitivity is more than 2 orders of magnitude compared to the sensitivity of CPMG ($\eta_{\text{CP}} = 8.3 \, \mu \text{T/}$\sqrt{\text{Hz}}) at the same sensing time. We remark that the best sensitivity obtained with CPMG control is still a factor of 1.75 worse than the best sensitivity achieved with the optimized control ($\eta_{\text{opt}}^{\text{best}} = 21 \, \text{nT/}$\sqrt{\text{Hz}}), and with an acquisition time ($T = 260 \, \mu s$) that is 40% longer than the optimal sequence. In addition, optimized control is able to achieve the same $\eta_{\text{CP}}^{\text{best}}$ 3 times faster than CPMG ($T = 75 \, \mu s$, compared to $T = 260 \, \mu s$; see black arrow in Fig. 3.6(c)).

Thus, optimal control is able to attain a remarkable enhancement of sensitivity compared to standard control when measuring multitone AC fields at fixed interrogation time. Besides, optimal control makes it possible to speed up the measurement while maintaining the same sensitivity of standard control, e.g., when measuring target signals with inherently short coherence times or in the presence of fast experimental drifts that limit the available coherent single-shot measurement time.

We then characterized the sensitivity of the qubit sensor to a multitone signal as a function of the amplitude of one of its components. We still considered the case of the field discussed in Fig. 3.6. We tuned the weight of the third frequency component, while maintaining constant the total field amplitude $b (w_1 + w_2 + w_3 = 1)$, and $w_2/w_1 = 0.96$ as in the previous case. As shown in Fig. 3.8, under the CPMG sequence, the increase of the amplitude of the third field component $w_3$ corresponds to the emergence of a peak of $1/\eta$ at $T = n/(2\nu_3)$, as expected. The signal amplitude increases indeed due to the combination of good spin coherence at that specific measurement time and larger acquired phase because of longer integration time. For the optimal control results we observe not only better performance for increasing
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$w_3$ amplitudes, but we still preserve the broadening of the $1/\eta$ peak already observed in the case presented in the main text, as well as a small shift of the optimum $\eta$ towards shorter times $T$.

![Figure 3.8: Multitone target signals with different relative weights.](image)

Inverse of sensitivity to a multitone signal with three frequency components $\nu_i = (77; 96; 141)$ kHz, when varying the weight of the third component $w_3$ compared to the others (with $w_1 + w_2 + w_3 = 1$). Solid lines refer to CPMG-50 sequences, dashed lines refer to optimal control sequences of $n = 50$ pulses with optimized time intervals, respectively.

3.3.3 High frequency range for cosinusoidal signals

Up to now, I focused on an intermediate frequency range that overlaps with the main source of decoherence present in our system. However, measuring fields at higher frequency with our optimization protocol is possible. The general upper limit for measurement methods based on dynamical decoupling is given by the inverse of the interaction time for the spin control, i.e. the $\pi$-pulse duration, typically on the order of some tens of nanoseconds (but pulses as short as 1 ns are possible [155]).

In order to show the potential of our optimization method at higher frequencies, we consider a practical scenario where the high frequency of the target field competes with the noise. This is for example the case of shallow NVs [44, 75, 136, 156], where the interaction with surface spins, e.g. hydrogen nuclear spins [157], introduces a noise source in the same high frequency range. Following Ref. [136], we consider a typical noise spectrum in the presence of a static magnetic field $B \approx 45$ mT, given by a
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Figure 3.9: Target fields in the frequencies range $[1.5 - 2.5]$ MHz. Acquired phase $|\phi_n|$ (left panels) and inverse of sensitivity $1/\eta$ (right panels) of a qubit sensor under CPMG-50 control sequences (green solid lines) and optimized control sequences with the same ($n = 50$) number of pulses (blue lines with squares).

(a)-(b): Monochromatic target field with frequency $\nu = 1.912$ MHz; logarithmic scales emphasizes the similar behavior of $|\phi_n|$ and $1/\eta$ as a function of time $T$.

(c)-(d): Multitone target field, with frequencies $\nu_i = (1.708; 1.941; 2.461)$ MHz and amplitudes $w_i = (0.15; 0.42; 0.43)$. Spin bath with Larmor frequency close to $2$ MHz, yielding decoherence time $T_2 \simeq 50 \mu s$ under multipulse control. As for target fields, we consider both a monochromatic signal and a 3-chromatic field with the same amplitude weights, $w_i = (0.15; 0.42; 0.43)$; the frequencies are again randomly picked, in the range $1.5 - 2.5$ MHz. Figure 3.9 shows numerical simulations of the acquired phase and sensitivity of the qubit sensor under CPMG and optimized sequences with $n = 50$ pulses. For a monochromatic target field (Fig. 3.9a and 3.9b), our optimization protocol yields an enhancement of the acquired phase compared to CPMG control on a wide range of total time. Both CPMG and optimized sequences show the same sensitivity trend as a function of total time, and reach the same minimum sensitivity. For the multitone case, shown in Fig. 3.9c and 3.9d, the optimized control provides significant advantage, confirming that our method can overcome the “monochromaticity”
3.4 Optimized sensing of trains of magnetic impulses.

We have applied optimal control to the different scenarios where the target magnetic field is a train of impulses. This is, in general, the case of the temporal shape of electric and magnetic fields associated with cardiac, neural, and nervous activities of human and animal organs [27, 126–128]. For this kind of application, the NV sensors may offer the remarkable advantages of subcellular spatial resolution, in addition to high sensitivity, and biocompatibility [158].

As illustrative models for these biological applications, we consider a train of Gaussian-shaped impulses. The target field is thus of the general form, shown in Fig. 3.10(a),

$$b(t) = b \sum_{i=0}^{m_r} e^{-\frac{(t-i\Delta t)^2}{2\sigma^2}},$$

(3.15)

where $1/\Delta t$ is the repetition rate and $m_r$ is the number of repetitions, with $m_r \Delta t \gg T$. In this case, standard dynamical decoupling may be underperforming since the target signal $b(t)$ is positive definite in the whole temporal domain; thus, the product $y_n(t)b(t)$ may be alternately positive and negative, reducing the accumulation of a useful phase (see Eq. (3.3)). In other words, each time a $\pi$ pulse reverses the spin dynamics, it can partially cancel not only the effect of unwanted noise but also the phase associated with the field to be measured.

Figure 3.10(b)-3.10(i) compares the results of CPMG control (green-colored curves) and optimal control (in blue), when varying the width $\sigma$ of the target Gaussian pulse train and its repetition rate $1/\Delta t$. In this case as well, we evaluate the effect of control sequences made of $n = 50 \pi$ pulses. In the optimization, all the time intervals between the control pulses, symmetrized around the $\pi$-pulse positions, are free parameters. The left panels represent the modulus of the phase accumulated by the spin qubit sensor per unit of the target magnetic field amplitude $|\phi_n|$, whereas the right panels represent the inverse of sensitivity $1/\eta$, as a function of the sensing time $T$.

Optimal control outperforms CPMG in accumulating a useful phase due to $b(t)$ over a large sensing-time range. Both CPMG and optimal control lead to their largest phase accumulation when $T \simeq n\Delta t/2$, where they give similar results in $\phi_n$. This condition corresponds to having couples of $\pi$
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Figure 3.10: Optimal sensing of Gaussian impulses. (a) Upper panel: Target signal made of a train of Gaussian impulses of width $\sigma$ and repetition rate $1/\Delta t$. Bottom panel: Position of the first 10 $\pi$ pulses of a CPMG control sequence of 50 $\pi$ pulses (CPMG-50), with total sensing time $T = 280$ $\mu$s optimized to sense a train of Gaussian impulses with $\sigma = 2$ $\mu$s, $\Delta t = 11.2$ $\mu$s (in green), and optimal position of the first 10 $\pi$ pulses of a control sequence of 50 $\pi$ pulses (in blue), optimized to sense the same target field (50 optimization parameters). (b)-(i) Modulus of the phase accumulated by the spin qubit sensor in the presence of the target field (left panels), and the inverse of sensitivity $1/\eta$ (right panels), as a function of the sensing time $T$, under CPMG-50 control (green solid curves), and under optimized control (blue lines with squares) with bounds $\tau \in (0.6 - 10)$ $\mu$s (see Sec. 3.3.2). (c) Measurement of the experimental observable $E$ as resulting from CPMG experiments (yellow dots), and from optimized control (blue diamonds), scaling as indicated on the right-hand side vertical axis. The target field parameters of panels (b)-(i) are as follows: (b,c), $\sigma = 1.0$ $\mu$s, $\Delta t = 10$ $\mu$s; (d,e), $\sigma = 0.5$ $\mu$s, $\Delta t = 11.2$ $\mu$s; (f,g), $\sigma = 1.0$ $\mu$s, $\Delta t = 11.2$ $\mu$s; (h,i), $\sigma = 2.0$ $\mu$s, $\Delta t = 11.2$ $\mu$s.

Pulses located in each "empty" time window between two Gaussian pulses of the target field, albeit optimal control corrects, in a nontrivial way, the distribution of $\pi$-pulse positions to minimize $\eta$, as represented in Fig. 3.10(a) (CPMG, green vertical bars; optimal control, blue vertical bars). Thus, the $\pi$ pulses partially reverse the spin qubit dynamics due to undesired noise,
3.4 Optimized sensing of trains of magnetic impulses.

but do not cancel the phase due to the target field $b(t)$.

We note that, even when the phases accumulated with CPMG and with optimal control are comparable, optimal control compensates better than CPMG for decoherence, leading to better overall sensitivity. While here I do not explore this result further, it seems to indicate that numerically optimized sequences might also be useful for other quantum information tasks, such as building a robust memory. Figures 3.10(e), 3.10(g), and 3.10(i) show that optimal control of the spin qubit improves its sensitivity to Gaussian multipulse signals up to a factor of 2, enabling the measurement of multipulse magnetic fields down to $3 \text{nT}$. As shown in Fig. 3.10(c), the measurement of the experimental observable $E = K/\eta$ confirms the theoretical prediction of sensitivity both for the CPMG control (yellow dots) and for optimal control (blue diamonds).

3.4.1 Optimized sensing of a slowly-varying Gaussian impulse

The final target field that we considered is a magnetic field with a slow temporal profile given by a single Gaussian impulse of several hundreds of microseconds; this profile results in a quasi-constant signal, broad and positive during the whole sensing time. This target signal is a good model for any slow varying field, and in particular it can be considered a good model of neural action potentials associated with human cells [27,159,160]. We note that those signal durations are even longer than what considered here, but still on the same order of the milliseconds coherence time of NV spins in purified $^{12}$C samples. Here, to take into account our sample coherence time, we considered a field similar to the one expressed in Eq. (3.15), $b e^{-(t-t_G)^2/(2\sigma^2)}$ with $\sigma = 150 \mu s$.

We first study the acquired spin phase per unit field amplitude, $\phi_n = \varphi_n/b$, and the sensitivity $\eta$ as a function of the Gaussian center $t_G$ under CPMG sequences ($n = 50 \pi$ pulses) with different values of pulse delay $\tau$. Figure 3.11 shows that for both these quantities, when $\tau \leq 10 \mu s$ the optimal center position is $t_G = T/2$. For larger $\tau$, $1/\eta$ and $\phi_n$ show a minimum at $t_G = T/2$ and are symmetric around it. In particular, when $T = n\tau \geq 4\sigma$ (here 600 $\mu$s) the optimal case is to have the magnetic field pulse at the beginning or end of the measurement sequence. Moreover, even if the trend of $1/\eta$ is the same of $\phi_n$, the relative amplitude at different $\tau$ changes, due to the dependence of the electronic spin coherence on $T$. We note that the value of $1/\eta$ in these conditions is too low to be measured in our experiments.

We investigated also CPMG with different pulse numbers, $n = 8$, finding
3.5 Discussion

We have devised a versatile and robust method of optimal control for quantum metrology with one qubit, and we have applied this optimal control method to the measurement of weak time-varying magnetic fields with an NV spin sensor.

The key insight of our optimal control strategy is the introduction of an unconventional optimization metric, the qubit sensor’s sensitivity. The minimization of sensitivity is made by searching the optimal control field that realizes the optimal compromise between useful accumulation of the spin phase due to the external field to be measured and noise refocusing. The developed optimization algorithm offers the advantage of fast convergence and simplicity. We have further investigated the robustness of this method for different kinds of real target fields. Optimal control outperforms standard dynamical decoupling in different scenarios, ranging from multicomponent
AC target fields in a wide frequency range of the radio-frequency domain, to trains of impulses, which are illustrative examples of the typical shape of the electromagnetic field of interest in biology and physiology.

In the cases investigated, optimal control enables larger phase accumulation over wide sensing-time windows, as well as better cancellation of the effect of external noise on the spin dynamics. Sensitivity of the qubit sensor under optimized control shows an improvement up to a factor of 2, enabling the measurement of pulsed magnetic field down to amplitudes of 2 nT. The comparison of $1/\eta$ with the experimental observable $\xi$ demonstrates the reliability of this optimal control method applied to the NV spin sensor.

Beyond the results obtained in exemplary situations, our novel method is one of the first extensions of optimal control methods to quantum sensing. This application raises novel challenges and opportunities, in particular related to the need for new metrics for optimization, as well as the challenge to include nonunitary evolution in the numerical optimization. We underline that our optimization method can be extended to larger multidimensional space of parameters; for instance, one can optimize the number of $\pi$ pulses that flip the spin qubit during the sensing time, according to the target signal to be measured. Moreover, while we always considered control sequences given by a series of $\pi$ pulses, our scheme can also be generalized to other control strategies of the NV spin qubit.

Our strategy can be useful for metrology in the face of more and more
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demanding requirements for the NV spin qubit to sense weak time-varying electric and magnetic fields in noisy environments, with the sensing task aimed at measuring their amplitude, e.g., for detecting the number of spins in small electronic or nuclear ensembles [161–163], revealing excitations in nanostructured antiferromagnetic or multiferroic materials [164], or measuring biological activity at the nanoscale [27]. Adaptive strategies could also be used to extend this scheme to fields with an unknown temporal profile. Moreover, the method can also be applied to other physical platforms, such as ultracold atoms or trapped ions. Furthermore, the demonstrated enhanced protection of the spin qubit against noise-induced decoherence also makes optimal control a strategic tool for building memories in solid-state systems.
Chapter 4

Environment characterization: From spin bath to coherent coupling

As introduced in Ch. 3, the knowledge of the environment surrounding a quantum system is an important tool to enhance the capabilities of the qubit control techniques for sensing purposes. Moreover, characterizing the qubit-environment interactions is critical for its practical use for the realization of robust quantum devices, also for quantum information processing. A full understanding of the qubit environment enables developing effective strategies against decoherence, including optimized dynamical decoupling sequences [72] or quantum error correction codes [165]. Moreover, the controlled and coherent coupling of the qubit with part of its environment may provide an additional resource to enhance its computational or sensing performance [166, 167].

In this chapter I present a protocol implemented with an NV center that extends the method already presented in Sec. 3.1.2 and allows us to unravel the characteristics of the NV environment, comprising $^{13}$C nuclear spins randomly distributed in the diamond lattice. They give rise to both unknown coherently coupled quantum systems, and a larger quantum bath that can be modeled as a classical noise field [168]. The thermal and quantum fluctuation of this environment, and the distribution of environment-qubit interaction strengths make this an extremely rich scenario where to test our method. Several methods [64, 135, 141, 169, 170] have been proposed for noise spectroscopy. Relaxometry, stemming from magnetic resonance [171], has been exploited to investigate especially high-frequency noise based on the measurements of the sensor T1 relaxation time. Dynamical decoupling [142, 143] and dynamic sensitivity control [172, 173] techniques are also used to to probe
colored noise via pulsed or continuous driving of the NV electronic spin. Most of these methods, however, assume the environment to be simply a classical stochastic bath and rely on the assumption that the noise is weak enough to enable relatively long qubit coherence time under the applied control.

The protocol that we implemented for characterizing the qubit environment overcomes the challenges arising when those assumptions are not verified. We show how to reconstruct the noise spectral density even when limited by relatively short coherence times, and identify the coherent quantum coupling with the nearest nuclear spins. Importantly, we also demonstrate that in the presence of high magnetic field ($\approx 200 - 635$ G) the acquired knowledge of the environment can reliably predict the qubit dynamics quite generally, even under driving controls that differ from the ones used for noise spectroscopy.

The first part of the Chapter, Sec. 4.1, provides a short introduction to noise spectroscopy, focusing in particular on methods based on DD techniques. Sec. 4.2 shows the specific experimental conditions and some exemplary experimental results that we use to distinguish different interactions between the NV spin and the environment. In Sec. 4.3 I present our method to obtain the noise spectral density exploiting DD techniques. In particular, when the noise amplitude due to the carbon nuclear spin bath induces a fast coherence decay in correspondence of its noise frequency, we demonstrate that it is necessary to resort to high harmonics of the filter function to obtain accurate and precise information of the spectrum. Then, in Sec. 4.4, I pass to analyze the hyperfine coupling with nearby $^{13}$C nuclear spins, showing also our ability to model the different behavior under different $|0\rangle \leftrightarrow |\pm 1\rangle$ combinations. Sec. 4.5 presents a systematic characterization of both the spin bath and the coherent coupling with nearby nuclear spins when varying the external environment by tuning the magnetic field strength. In Sec. 4.6 I discuss the predictive power of the reconstructed environment, also for qubit control techniques different from the ones used to obtain the NSD. Finally, I summarize the main results obtained from our environment characterization in Sec. 4.7.

### 4.1 Noise spectroscopy

The interaction of a system with a noisy environment can be spectrally characterized through the analysis of relaxation and dephasing processes occurring to the system itself.

As already mentioned in Sec. 3.1.2, the approach that we exploit is based on the systematic analysis of the sensor decoherence under a set of dynam-
4.2 Experimental conditions

We investigated the environment of a single deep nitrogen-vacancy center placed around 13 µm below the diamond surface. All the experimental work was performed by taking advantage of the setup discussed in Sec. 1.4.

A Ramsey free-induction-decay experiment features the presence of at least one strongly-coupled nucleus close to the NV spin (coupling strength $\omega_h \sim 2\pi \times 700$ kHz), apart from the nitrogen composing the NV center.
We also observe the coupling of the NV spin to the carbon nuclear spin bath, visible in spin-echo experiments at low magnetic field strength ($B \lesssim 150$ G) as periodic collapses and revivals of coherence spaced by the bare $^{13}$C Larmor period, as expected [148].

![Fourier transform of a Ramsey measurement on the NV subject of NSD analysis.](image)

**Figure 4.1:** Fourier transform of a Ramsey measurement on the NV subject of NSD analysis. Experimental amplitude of the Fourier components as a function of frequency (black dots) and Lorentzian fit (red solid line) are shown. The six peaks correspond to the six components of the hyperfine structure: Each state correspondent to the $^{14}$N triplet (with a splitting $A_\parallel = 2.16$ MHz) is divided in a doublet given by a $^{13}$C nuclear spin, with a coupling strength (extracted from the fit) of $0.73 \pm 0.07$ MHz. Measurement performed with a static magnetic field $B \sim 80$ G.

To measure the NSD (see Sec. 4.3), we measured the spin coherence under sequences of $\pi$ pulses separated by a time delay $2t_1$, using the XY-8 sequence [70, 177] as a base cycle, as in Fig. 1.7. We verified that applying the $\pi/2$ pulses along $Y$ improves coherence with respect to using $\pi/2$ pulses along $X$. Even under these circumstances I maintain the sequence nomenclature of XY throughout the text. In all the experiments, we also average the signal over two measurements where the last $\pi/2$ rotation is applied respectively along $Y$ and $-Y$, to improve reproducibility of the signal. The sequences of the XY family are designed to improve robustness against detuning and imperfections on the shape of the $\pi$ pulses. As usual, the Ramsey interferometer maps residual coherence after the spin manipulation into the
observable population $p_n$ of the $m_s = -1$ spin projection. We collected data for a large set of $t_1$ values ($0.15 - 6.5 \mu s$), and repeated each measurement for different number of pulses, typically multiple of $n = 8^1$.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure4.2.png}
\caption{Evolution of $p_n$ under an XY-8 sequence for a $|0\rangle \leftrightarrow |-1\rangle$ system. (a) Varying the time between pulses, with $n = 40$. Black dots are experimental data for a static magnetic field $B = 635 \pm 1$ G, red solid line is a simulation of the evolution of the spin with the environment reconstructed as discussed in following Sections 4.3, 4.4 and 4.6. (b-d) Varying the number of pulses, fixing $t_1$ to the center of a ♦ collapse (b), a ★ collapse (c) and a ■ flat region (d).}
\end{figure}

By combining the data sets associated to each $t_1$ value, we separated the contribution of different noise frequency components $\omega = \pi/2t_1$. We then categorized the coherence behavior as a function of $n$ into two different cases: Decay and modulation, as presented on Fig. 4.2(a), (c-d). For most of the range of $t_1$, we observe an exponential decay of coherence, which is faster for $t_1$ around the coherence collapses, due to the semi-classical coupling with the spin bath. For certain $t_1$, coherence also presents sharp peaks with an amplitude that oscillates as a function of $n$, even going to negative values.

\[^1\text{For } t_1 \text{ values with coherence showing a fast decay, we also included } n = 1, 4, \text{ and } 12.\]
(\(p_n < 0.5\)). These coherent modulations arise from the coupling with single nuclear spins. With this method, we detected at least three nearby nuclei. We investigate these features for different intensities of a bias magnetic field aligned with the NV spin, as shown in Sec. 4.5.

## 4.3 Effect of the decoherence

To characterize the effect of the classic bath we measure the NSD via a systematic spectral analysis of coherence under DD sequences with an increasing number of equidistant pulses.

In the limit of a long spin evolution time, once fixed the inter-pulse delay time \(2t_1\) (that is, for sufficiently large number of pulses \(n\)), the residual coherence \(W(nt_1)\) decays with a generalized coherence time \(T_2^L\) [141], as

\[
W(nt_1) \approx \exp(-2nt_1/T_2^L).
\]  
(4.2)

For a given \(t_1\), \(T_2^L\) is affected by the convolution of \(S(\omega)\) with the filter function \(Y_n(\omega)\). For long enough evolution time, \(T_2^L\) depends only on the spectral weight of the NSD at frequency \(\omega\) (whereas the equispaced DD sequence filters out all the nearby noise components):

\[
S(\pi/2t_1) \approx \frac{\pi^2}{8T_2^L}.
\]  
(4.3)

Given the observed time evolution, which presents collapses and revivals of the signal, a practical protocol is to extract \(T_2^L\) as the characteristic coherence decay time for various \(t_1\) values, in a window around the first collapse, where no additional modulations are observed. The inset of Figure 4.3(a) shows \(1/T_2^L\) measured with this procedure (blue dots).

However, our experiments show that the coupling to the spin bath leads to very fast decay of the NV spin coherence for \(t_1\) around the first collapse – where coherence is lost within \(n < 8\), so that using large number of pulses is not possible. For low number of pulses the filter induces an additional broadening of the NSD. An accompanying issue is that XY-8 sequences can no longer be used for the measurement of \(T_2^L\), but one needs to use alternative equidistant-pulse sequence, as CPMG or XY-4, which although robust enough for small \(n\), might still introduce some pulse error effects.

Indeed, Eq. (4.2)-(4.3) offer only an approximated, idealized picture of our practical scenario. As depicted in App. B, since a sequence of equidistant \(\pi\) pulses acts on the spin evolution as a step modulation function \(y_n(t)\) with periodic sign switches, its filter function \(Y_n(\omega)\) is not a single \(\delta\)-function, but
shows periodic sinc-shaped peaks at frequency $\omega_l = (2l + 1)\pi/(2t_1)$, which can be well approximated by a periodic comb of $\delta$-functions only for large $n$. Then, $T_2^L$ is affected not only by the noise spectral weight (convoluted with the filter function) at frequency $\omega = \pi/(2t_1)$, but also by its higher harmonics [141, 142]:

$$\frac{1}{T_2^L(\omega)} = \frac{8}{\pi^2} \sum_{l=1}^{\infty} \frac{1}{(2l + 1)^2} S(\omega_l).$$

(4.4)

This second observation gives us a simple tool to overcome the limitation of the short coherence decay time, and thus the small feasible number of pulses, in the collapses time windows. We can center the NSD maximum around the higher order harmonics of the filter function to partially attenuate strong noise that would saturate the coherence decay. In addition, the filter function gets narrower at higher orders, for a fixed number of pulses.

Simultaneously fitting different harmonics $l > 0$ results in a good estimation of the center and shape of the nuclear spin bath noise peak. In Fig. 4.3.a
Table 4.1: Comparison between original and reconstructed NSD peaks. The noise peak is defined by its center $\nu_L = \omega_L/(2\pi)$, amplitude $A$, width $\sigma$ and offset $y_0$. The original parameters correspond to the dashed red line in Fig. 4.3.d and the parameters of the reconstructed NSD using the first two harmonics correspond to the blue line in the same figure. For the reconstruction, we simulated the coherence only for $n \geq 8$, including the points with $n < 8$ increases the percentage error on the estimated amplitude and width by a factor of 100 and 40, respectively. The estimation of the center was the same, within the error bars, in all cases.

<table>
<thead>
<tr>
<th>Original</th>
<th>Reconstructed</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(0-th order)</td>
</tr>
<tr>
<td>$\nu_L$†</td>
<td>750</td>
</tr>
<tr>
<td>$A$‡</td>
<td>600</td>
</tr>
<tr>
<td>$\sigma$†</td>
<td>9</td>
</tr>
<tr>
<td>$y_0$‡</td>
<td>5</td>
</tr>
</tbody>
</table>

† Values have units of kHz.
‡ Values have units of kHz²/kHz.

we show an example of the noise peaks for $l = 1, 2$ fitted with Eq. (4.4) using a Gaussian noise distribution. The inset shows the data for the 0th-order peak together with the corresponding curve predicted from the higher harmonics. We note that both the amplitude and width of the 0th-order peak data are not compatible with the values predicted from the fit of higher harmonics.

To correctly interpret these experimental results, and reliably extract the NSD, we performed the same analysis starting from a simple model of noise, and we verified auto-consistency of the method. We considered a Gaussian noise ($S(\nu) = y_0 + A e^{-(\nu-\nu_L)^2/(2\sigma^2)}$) centered at the Larmor frequency $\nu_L = \omega_L/(2\pi)$ of a carbon nuclear spin bath, for an external magnetic field of 700 G. We then calculated the temporal dependence of spin coherence under control sequences with different numbers of equidistant pulses (see Appendix B), and we used this coherence to reconstruct the original NSD with the same procedure used to treat the experimental data. As shown in Fig. 4.3(d), the 0th order peak of the reconstructed spectrum shows the same trend of the experimental data (inset of Fig. 4.3(a)), and significantly deviates from the original spectrum. Our analysis shows that using only the first two harmonics we can reliably reconstruct the NSD peak. We also performed the same analysis taking the first ten harmonics, with similar results. The four parameters that define the noise peak are listed in Tab. 4.1, for the original noise peak and for the reconstructed ones. By comparing the reconstructed
spectra with two and ten harmonics, it is possible to note that they are strongly compatible between each other. Moreover, with the exception of the offset $y_0$, they can reconstruct the original version of the NSD: This means that consider $l = 1, 2$ is sufficient to extract a complete information on the noise components, overcoming the (still present) limitations related to spectroscopy based on dynamical decoupling [178].

### 4.4 Coupling with single nuclei

The reconstruction of NSD fails at some narrow time intervals, but this allows us to identify the coherent coupling of the NV spin qubit to other quantum systems. Because the equispaced DD sequences partially filter out the spin bath, we can observe the effect of single proximal nuclear spins, provided that their coupling strength to the NV electronic spin is large enough to be distinguished from the bath itself. This hyperfine interaction reads

$$H_{hf} = \hbar S_z \omega_h \cdot I,$$

where $S_z$ is the electronic spin operator, $I$ is the nuclear spin operator (in this case, a $^{13}$C: $I_C = 1/2$), and $\omega_h/(2\pi)$ is the hyperfine coupling vector frequency. This interaction induces different phase acquisition of the states $|\pm\rangle = (|0\rangle \pm |1\rangle)/\sqrt{2}$ during the spin evolution time [149, 151, 179], and thus modulates the residual NV spin coherence in terms of the number of pulses, as shown in Fig. 4.2(a).

The time evolution of the qubit coherence under the effect of a single nuclear spin can be calculated as [180]:

$$M(T) = \text{Tr} \left( U_0 U_1 \right),$$

where $U_0 = \cdots e^{-iH_0 t_3} e^{-iH_1 t_2} e^{-iH_0 t_1}$, and $U_1 = \cdots e^{-iH_1 t_3} e^{-iH_0 t_2} e^{-iH_1 t_1}$. Here $t_i$ is the free evolution time between two consecutive microwave pulses. $H_{0(1)}$ is the Hamiltonian that describes the interaction between the $m_s = 0(+1)$ electron spin and a nearby $^{13}$C nucleus [149]:

$$H_0 = \omega_L \sigma_z,$$

$$H_1 = (\omega_h^\parallel + \omega_L) \sigma_z + \omega_h^\perp \sigma_x,$$

where $\sigma_i$ are the Pauli matrices related to the nuclear spin operator. This treatment allows us to simulate $M(T)$ under different kinds of DD sequences.

To experimentally determine the components of the coupling strength, $\omega_h^\parallel$ and $\omega_h^\perp$, we used an analytic expression for $M(T)$ valid for an even number of equidistant pulses $n$:

$$M = 1 - 2 \left( \frac{\omega_h^\parallel}{\omega_1} \right)^2 \sin^2 \left( \frac{\omega_1 t_1}{2} \right) \sin^2 \left( \frac{\omega_L t_1}{2} \right) \frac{\sin^2 \left( \frac{\omega_P}{2} \right)}{\sin^2 \left( \frac{\phi}{2} \right)},$$

(4.8)
where $\omega_1 = \sqrt{(\omega_{1h}^\parallel + \omega_L)^2 + (\omega_{1h}^\perp)^2}$ is the frequency seen by the spin in the $m_s = +1$ state, and the phase $\phi$ is the modulation frequency of the transition probability as a function of $n$, given by

$$\cos \phi = \frac{\omega_{1h}^\parallel + \omega_L}{\omega_1} \sin(\omega_1 t_1) \sin(\omega_L t_1) - \cos(\omega_1 t_1) \cos(\omega_L t_1).$$

(4.9)

We observe that $\phi$ is small for times $t_1$ corresponding to the minimum values of $M$

Note that equations (4.8) and (4.9) are already present in literature in Refs. [149, 179], with the simple transformation $\phi \rightarrow \phi' = \pi - \phi$. Both of these conventions are consistent with the model and suitable to evaluate the two components of the hyperfine strength, because they assume the same $M$ values for even integer $n$; nonetheless, they result in a very different periodicity of $p_n$ as a function of $n$, as shown in Fig. 4.4, making the analysis of the data very different in terms of the convergence of the fit.

Figure 4.4: Probability $p_n$ of the electronic spin to be in the state $|-1\rangle$, in terms of the number of $n$ (external bias field $B = (528 \pm 1)$ G). The gray points are the experimental data, the blue and red solid lines are obtained from fit when considering $\phi$ and $\phi'$, respectively (see text). The blue points show the intersection points of the two curves with even $n$ values.

The analysis of this modulation gives information on the coupling strength and relative orientation of the NV spin to nearby nuclear spins [149, 179]. In our specific case, for a $|0\rangle \leftrightarrow |-1\rangle$ system, the amplitude of the modulation shows sharp peaks (red dots in Fig. 4.6), from which we can identify three different carbon nuclei coupled to the NV. The frequency position of each peak give an approximate estimation of the parallel component of the coupling strength of a nuclear spin to the NV axis, $\omega_{1h}^\parallel$ [149]. We use this value as the initial guess to fit the observed modulation using Eq. (4.8), with $\omega_{1h}^\parallel$ and...
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\( \omega_{h}^{\parallel} \) as free parameters (blue dashed line in Fig. 4.6(b)). We thus extract a refined estimation of the parallel and orthogonal components of the coupling strength, as shown in Table 4.2. Note that we treat each coupling separately, since intraspin couplings are found to be negligible.

Table 4.2: Components of the coupling strength of the three \(^{13}\text{C}\) nuclei detected with the NV spin.

<table>
<thead>
<tr>
<th>Component</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \omega_{h}^{\parallel} / (2\pi) ) [kHz]</td>
<td>-698 \pm 8</td>
</tr>
<tr>
<td>( \omega_{h}^{\perp} / (2\pi) ) [kHz]</td>
<td>148 \pm 13</td>
</tr>
<tr>
<td>( \omega_{h}^{\parallel} / (2\pi) ) [kHz]</td>
<td>-73 \pm 4</td>
</tr>
<tr>
<td>( \omega_{h}^{\perp} / (2\pi) ) [kHz]</td>
<td>59 \pm 3</td>
</tr>
<tr>
<td>( \omega_{h}^{\parallel} / (2\pi) ) [kHz]</td>
<td>-25 \pm 2</td>
</tr>
<tr>
<td>( \omega_{h}^{\perp} / (2\pi) ) [kHz]</td>
<td>42 \pm 1</td>
</tr>
</tbody>
</table>

Two of the three observed nuclei are so weakly coupled that they are not visible in an usual Ramsey experiment. The more strongly coupled nucleus is visible with a Ramsey experiment, which still gives a consistent but less precise estimation of the coupling strength, due to decoherence.

It is also important to note that the sign of the hyperfine interaction is dependent on the electronic spin projection \( m_{S} = \pm 1 \). This leads to change the sign of \( \omega_{h} \) components in Eq. (4.7). For this reason, if we have the case \( \omega_{h}^{\parallel} \sim \omega_{L} \), the parallel component in \( \omega_{1} \) (\( \omega_{h}^{\parallel} \pm \omega_{L} \)) would pass from an amplitude \( \sim 2\omega_{L} \) to another one close to 0, strongly influencing \( \phi \) in Eq. (4.9). Therefore, we can exploit the spin triplet nature of the NV center to validate the fact that the reconstructed environment model is predicted independently of the qubit properties, that is, the environment model extracted from the dynamics of the the two spin states \( |0\rangle \) and \( |-1\rangle \) can predict also the dynamics of the \( m_{S} = \{0, +1\} \) manifold and not only the \( \{0, -1\} \) manifold as presented in Fig. 4.2. Figure 4.5 shows two different sequences for the two different electronic spin projections together with their simulations, that take into account also the correspondent NSD. In both cases we found a good agreement between the prediction and the experimental data.

4.5 Characterization with the external field

We used the method described in the previous two sections, to extract information about the NSD and the coupling strength with nearby nuclei, for different intensities of the magnetic field. However, I underline that, meanwhile the spin bath can always be treated as a classic noise source [175], a

\(^{2}\)The orthogonal component of \( \omega_{1} \) (equivalent to \( \omega_{h}^{\perp} \)) is a different case: Since it appears always on the second order, its sign does not influence Eq. (4.9) and (4.8).
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Figure 4.5: Time evolution of spin coherence at field $B = (394 \pm 1)$ G. The dots are the experimental data, and the red line is the simulation, in both cases the prediction was done using the same environment, i.e. same NSD and same nearby nuclei coupling strengths. (a) Two level system formed by $\{|0\rangle, |+1\rangle\}$. Sequence: One repetition of XY-4 ($n = 4$). (b) Two level system formed by $\{|0\rangle, |-1\rangle\}$. Sequence: Four repetitions of XY-8 ($n = 32$).

A single central spin model is feasible only if most of the nuclei composing the bath are weakly coupled with the NV spin, that is, the condition $\gamma_e B \gg \omega_h$ has to be verified [146]. Below that limit, the interaction with the nuclear spin ensemble exhibits peculiar quantum properties and more than one classical model is necessary to describe the evolution of the NV electron spin under different control sequences. In case of diamonds with natural abundance of $^{13}$C nuclei, the classical limit results verified for $B \geq 150$ G. For an in-depth study is possible to refer to [168].

The obtained NSDs are shown on Fig. 4.6 and their parameters are listed on Table 4.3. As expected, the center of the NSD peak shows a linear dependence with the magnetic field, having the gyromagnetic ratio $\gamma_N = 2\pi \times 1.08$ kHz/G of the $^{13}$C as proportional constant. The position in frequency of the modulations due to the coupling to nearby carbons follows the same trend. On the other hand, the width of the noise peak increases with the intensity of the magnetic field whilst the height of the noise peak decreases: For a detailed analysis of this phenomenon, it is possible to refer to [168].
Figure 4.6: NSD and coupling with nearby nuclei varying the magnetic field amplitude. We report $1/T_2^L$ (blue, left-hand side vertical scale) and the amplitude of the observed coherent modulations (red, right-hand side vertical scale), for magnetic field strengths $B = 208 - 635$ G. The blue lines are the fit of high-order harmonics (see text). The red lines are the results of simulation (see Sec. 4.4). The red shadow describes the uncertainty on the estimation of the coupling strength components.

Table 4.3: Parameters obtained for the NSD peak ($\nu_L = \omega_L/(2\pi)$) using only the 0-th order collapse and using higher harmonics.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$y_0$</td>
<td>$A\dagger$</td>
</tr>
<tr>
<td>635*</td>
<td>19.1(7)</td>
<td>0.35(8)</td>
</tr>
<tr>
<td>528</td>
<td>17.4(8)</td>
<td>0.16(3)</td>
</tr>
<tr>
<td>394</td>
<td>14.4(7)</td>
<td>0.25(4)</td>
</tr>
<tr>
<td>309</td>
<td>26.0(8)</td>
<td>0.21(3)</td>
</tr>
<tr>
<td>208</td>
<td>16.1(1)</td>
<td>0.29(2)</td>
</tr>
</tbody>
</table>

$\dagger$ Values have units of MHz$^2$/MHz.
$\dagger$ Values have units of kHz$^2$/kHz.
* For 635 G we also used the 3rd order harmonic.
4.6 Non-periodic decoupling

In principle, we have extracted all the information on the noise spectrum and coherent interaction with nearby impurities. To confirm that we have a full picture of the NV spin environment, now we want to predict the spin evolution under different kinds of time-dependent control. Until now, we have used equidistant pulses to measure the NSD and the hyperfine coupling strength of nearby nuclei, at different magnetic fields, mainly because these sequences are associated with a $\delta$-shaped filter function [7]. However, our characterization of the noise should be useful for any kind of sequence. To prove the robustness of our method, we use the measured spectrum and hyperfine couplings to simulate the spin coherence under other kind of DD sequences, and we compared this prediction with measurements.

The simulation calculates the residual coherence after the pulse sequence, $p_n$. As the spin dynamic is affected by both the spin bath and $m$ strongly-coupled single spins, we expect $p_n$ to reflect those two contributions:

$$p_n(T) = \frac{1}{2} \left( 1 + e^{-\chi_n(T)} \prod_{i=1}^{m} M_n^{(i)}(T) \right). \quad (4.10)$$

Here, $\chi_n(T)$ is obtained from the measured NSD via Eq. (4.1), whereas $M_n(T)$ is extracted by evolving the spin under conditional evolution operators, as discussed in Sec. 4.4.

Non-uniformly-spaced $\pi$-pulse sequences [74, 154] have been designed to improve resolution of single nuclear spin spectroscopy. A first important example is represented by Uhrig-DD (UDD) sequence [72], recently used to detect remote dimers formed by couples of nuclei [162], while suppresses the effect of the coupling of the NV spin with single nearby nuclei, which only results in a fast and small modulation. Results about the capability to predict the NV spin evolution under UDD with our reconstructed environment can be found in [168].

Here, I discuss a different type of non-equidistant sequences, that is, adaptivve XY-$\mathcal{N}$ (AXY-$\mathcal{N}$) [73]. They have been proposed to enhance robustness by sending the pulses along different axes within each other. AXY-8 is constructed by eight blocks, each containing five equidistant pulses with specific phases — known as Knill pulse [73, 181]. The phase distribution of the pulses in each block is:

$$\Pi_\varphi = \pi_{\varphi+\pi/6} - \pi_\varphi - \pi_{\varphi+\pi/2} - \pi_\varphi - \pi_{\varphi+\pi/6}. \quad (4.11)$$

Including 8 blocks alternating their phase as in Fig. 4.7 we produce a AXY-8 sequence. The blocks are themselves equidistant, thus the position in time
for each $\pi$ pulse is given by

$$t_{i,j}(r_m) = \frac{T}{N} \left( \frac{2i - 1}{2} + r_m \frac{2j - M - 1}{2M} \right), \quad (4.12)$$

where $M$ is the number of pulses inside each nest ($M = 5$ in this case), $i \in \{1, \ldots, N\}$, $j \in \{1, \ldots, M\}$, and $r_m$ is a parameter that defines how close within each other are the pulses inside each nest. For example, with $r_m = 1$ the 40 pulses are equidistant, and in the limit of $r_m = 0$ we would have only eight $\pi$ pulses (each one formed by the superposition of five pulses).

As we can see, this kind of sequence is characterized by two different time constants: The inter-block interval $t_i$ and the intra-block one $t_j$.

The comparison between simulation of $p_n$, performed without any fit parameter, and experimental data is shown in Fig. 4.8. First of all, Fig. 4.8(a) shows one of the sequences used to characterize the noise – a concatenation of XY-8 sequences, with $n = 32 \pi$ pulses. In Fig. 4.8(b) and (c) I present the cases for AXY-8 sequence (i.e. $n = N \cdot M = 40$) with $r_m = 0.5$ and $0.25$, respectively, which exhibits a good agreement for different values of the parameter $r_m$. We noted that, as expected, AXY-8 and XY-8 are more robust compared to CPMG and XY-4 against detuning and pulse shape imperfections, which our simulations do not take into account.

4.7 Results summary

To summarize, we have experimentally demonstrated a method to spectrally characterize the nuclear spin environment of NV centers, even when the resulting NV coherence time is short. The environment comprised both nearby nuclei, that induce coherent modulations, and a larger ensemble of nuclear spins, which we aim to model with a classical bath. Our method allows
identifying the characteristic parameters of both components of the environment (Hamiltonian of nearby nuclei and NSD of the bath). The method thus empowers the reconstruction of a full environment model that can be also used to predict the NV coherence even when the spin dynamics is driven by different kinds of control.

For high bias magnetic fields, we found remarkable agreement between the expected behavior predicted by the environment model and the measured spin coherence under various control sequences. This shows that the extracted environment model has not only descriptive, but also predictive power. The latter ability would represent a considerable enhancement of the optimal control method presented in Ch. 3, enabling the extension of the optimal sensitivity search with a wider space of control parameters, as, for instance, sequences with different number of \( \pi \) pulses.

Even if I did not explore the case, we can further tune the ratio between the environment internal energy and its coupling to the NV center by varying the strength of an applied external magnetic field, thus exploring different bath regimes [146]. For rather low magnetic field, where the quantum dynamics of the carbon nuclear spins is expected to have larger influence, the intrinsic quantum nature of the bath cannot be neglected; nevertheless, it has been demonstrated that we could identify a classical noise model describing the NV central spin decoherence [168], even if decoherence is fundamentally induced via bath-NV center entanglement. However, a univocal classical noise model is not sufficient, and we verified instead that different environment models are needed to describe the evolution under different types of applied controls.
Figure 4.8: Time evolution of the coherence under different DD sequences. (a) Four repetitions of XY-8 \((n = 32\) pulses) at \(B = (528 \pm 1)\) G. (b-c) Adaptive XY-8 with a total of \(n = 40\) pulses but with different spacing between subsequences corresponding to \(r_m = 0.5\) and 0.25 (see text), at \(B = (635 \pm 1)\) G. Dots represent the experimental data with statistical error. Blue lines are the predicted coherence under the effect of the measured environment given by both pure quantum and semi-classical contributions, with no free parameters. The mean squared residuals \((\chi^2 = 1/N)\) is, respectively, (a) \(\chi^2_\nu = 3.8\), (b) \(\chi^2_\nu = 2.2\) and (c) \(\chi^2_\nu = 4.1\). Below each plot, the distribution of the \(\pi\) pulses is shown.
Conclusions and perspectives

In conclusion, the goal of my Ph.D. work was represented by the experimental implementation of quantum control techniques for the spins associated to single NV centers. To achieve it, the preliminary step was the completion of the existing experimental setup and the engineering of measurement routines for the control of the static magnetic field, and electronic and nuclear spin degrees of freedom. The main scientific results, discussed in depth in Chapters 2, 3 and 4, could be schematically summarized as:

- Study of the nuclear spin polarization of nitrogen and characterization of its dynamics [83]
- Optimal control of the NV electronic spin for quantum sensing [122]
- Characterization of the NV-environment interactions: Coherent coupling with nearby $^{13}$C nuclei and "classical" spin bath [168]

The core of all these three projects was the development of new measurement protocols, aimed for the initialization of a fiducial state with high fidelity, and to enhance the quality of a quantum measurement, as achieving a better sensitivity for ultraweak magnetic field sensing. To this purpose, the characterization of the environment is a fundamental ingredient for the protection of the qubit from external perturbations. Therefore, this work represents a step for further measurement techniques implementations and opens new direct perspectives.

In the short term, the first possible extension could be to improve our optimal control technique including the environment reconstruction, that takes into account both the nuclear spin bath and the coherent interaction with strongly coupled nearby nuclei. Although this would complete the model, we need to consider a possible increase of the cost-to-benefit ratio for the computational sources for the evaluation of the optimal sequence that minimizes the sensitivity.

A second interesting outlook of the present dissertation is the further investigation about the possible presence of a transition between a quantum
and classical regime of coupling between the qubit and the spin bath inside the diamond, as recently proposed in [182]. Experimentally, this would require to extend the study of the noise spectral density as a function of a tunable parameter, e.g. the external magnetic field amplitude or the nuclear spin impurities concentration. The characterization close to the quantum-classical cross would shed new light on the description of the NV-environment interaction.

As a mid term perspective, we can extend the study of optimal control applied to sensing. We note that the optimal control that we implemented corresponds to an open-loop optimization scheme, where the (arbitrary) spectral composition of the variable magnetic field is known and the optimization of the sequence is a preliminary process before starting to measure. The combination of our technique with methods for spectral reconstruction, as Walsh sequences [183], can be a crucial target for its generalization. Another important extension would be also implementing and testing a closed-loop optimization [107], i.e. exploiting the output of the measurements as input for the algorithm [184] to find the best sensitivity, or performing coherent feedback control [19, 185].

In order to develop applications, would also be interesting to integrate and test our optimization protocol on different experimental platforms, as shallow NVs [44, 75] or nano-diamonds [24]. They would allow us to check the improvement given by optimal control for magnetic field sensing in practical scenarios, as the detection of paramagnetic molecules [25] or weak signals in biological samples [26, 27].
Appendix A

Effects of the Laser Excitation Power on DNP

The optical power used to excite from the ground to the excited levels set the rate of the process and strongly influences the time evolution of the population of the hyperfine sublevels of the electronic ground-state. To discuss its role, we introduce the optical pumping parameter $W$. Since we consider the relaxation rate via the spin-conserving radiative decay channel to be spin-independent (i.e., $\Gamma = \Gamma_{0e,0g} = \Gamma_{-1e,-1g} = \Gamma_{+1e,+1g}$), and the optical pumping rates from the ground to the excited level to be proportional to the corresponding relaxation rates [53], we define $W = \frac{\Gamma_{ij}}{\Gamma_{ji}}$, with $i = 0g, -1g, +1g$, and $j = 0e, -1e, +1e$.

In Fig. A.1 we characterize the time evolution of the populations $p_{0,+1}$ of three hyperfine states $|0, 0\rangle_g$ and $|0, \pm 1\rangle_g$ as a function of $W$, for a typical value of magnetic field ($B = 249$ aligned along $\theta = 2.1^\circ$). Figure A.1 (a) shows the theoretical curves obtained from the solutions of the generalized Liouville equation described in Sec. 2.4 with $C_\perp = -23$ MHz, and compare them with the experimental data obtained with optical excitation at the saturation power. From the exponential fit of the theoretical curves we obtain the characteristic rise-time $\tau_{+1}$ of the population of the hyperfine state $|0, +1\rangle_g$, and the decay-times $\tau_0$ and $\tau_{-1}$ of the population of $|0, 0\rangle_g$ and $|0, -1\rangle_g$, respectively. We observe that the characteristic times $\tau_{0,\pm 1}$ drop logarithmically when increasing the pumping parameter $W$, as shown in Fig. A.1 (b).
A. Effects of the Laser Excitation Power on DNP

Figure A.1: Analysis of DNP as a function of the laser excitation power. (a) Time-evolution of the populations of the hyperfine sublevels of the electronic ground-state, for a magnetic field $B = 249$ G aligned along $\theta = 21^\circ$. The points are the experimental results obtained for NV$_2$, with laser excitation at saturation power (blue dots, population of $|0,+1\rangle_g$; red diamond, $|0,0\rangle_g$; green squares, $|0,-1\rangle_g$). The curves are obtained from the solutions of the generalized Liouville equation with $C_\perp = -23$ MHz, for different excitation rates $W$. The solid line corresponds to $W = 1$, i.e., to the excitation rate at saturation power. The dotted lines refer to $W = 0.01, 0.02, 0.05, 0.1, 0.2, 0.5$, as denoted in the Figure. For $W \geq 1$, we do not observe further changes in the population dynamics. (b) Characteristic rise-time $\tau_{+1}$ of the population of the state $|0,+1\rangle_g$ (blue dots), and decay-times $\tau_0$ and $\tau_{-1}$ of the population of the state $|0,0\rangle_g$ (red diamonds) and $|0,-1\rangle_g$ (green squares) as a function of the pumping rate parameter $W$, in log-log scale. The curves are logarithmic fit of $\tau_{0,\pm1}$. 
Appendix B

Filter function picture

As introduced in Sec. 1.6, under the effect of a spin bath the time evolution of the electron spin can be described by the temporal coherence function $\chi_n(T)$ defined on Eq. (1.11), which depends on the NSD and on the specific filter control function $|\mathcal{Y}_{n,T}(\omega)|^2$. In particular, $\mathcal{Y}_{n,T}(\omega)$ represents the Fourier transform of the modulation function $y_n(t)$ and has a simple form for any pulsed sequence of dynamical decoupling, which is realized with series of $n\pi$ pulses that repeatedly flip the spin, thus reversing its time evolution. The control field can be thus described by considering $y_n(t)$ as a sign switch at the position of each $\pi$ pulse, indicating the direction of time evolution, forward or backward.

In these circumstances, recalling the filter function definition in Eq. (1.12)

$$\mathcal{Y}_{n,T}(\omega) = \int_0^T y_n(t)e^{i\omega t} dt,$$  \hspace{1cm} (B.1)

it is possible to redefine $Y_{n,T}$ in order to put in evidence $1/(i\omega)$ and obtain

$$Y_{n,T}(\omega) = \mathcal{Y}_{n,T}(\omega) \cdot i\omega = 1 + (-1)^{n+1} e^{i\omega T} + 2 \sum_{j=1}^{n} (-1)^j e^{i\omega \delta_j},$$  \hspace{1cm} (B.2)

where $\delta_j$ is the $j$-th $\pi$-pulse timing, and the pulses are assumed to be instantaneous. For some relevant pulsed sequences it is possible to find an analytic expression for Eq. (B.2), recalled in Tab. B.1 for sake of clarity.

As example, in Fig. B.1 I present the case of a CPMG sequence with $n = 12$ and inter-pulse spacing $\tau = 2 \mu s$: The corresponding modulation function is shown, as well as the filter function amplitude as a function of the frequency. In the limit of large pulse numbers, the filter function can be approximated by a $\delta$-function at the angular frequency $\pi/\tau$; I point out that the actual filter width scales as $1/(n\tau)$ and the limit of the $\delta$-function
Table B.1: $Y_{n,T}(\omega)$ for Ramsey-free induction decay (FID), spin-echo (SE), periodic dynamical decoupling (PDD), and Carr-Purcell-Meiboom-Gill (CPMG) [7, 133].

| Sequence       | $|Y_{n,T}(\omega)|^2$                                      |
|----------------|-----------------------------------------------------------|
| FID            | $2 \sin^2\left(\frac{\omega T}{2}\right)$                |
| SE             | $16 \sin^4\left(\frac{\omega T}{4}\right)$               |
| PDD (odd $n$)  | $4 \tan^2\left(\frac{\omega T}{2n+2}\right)\sin^2\left(\frac{\omega T}{2}\right)$ |
| CPMG (even $n$)| $8 \left[\sec\left(\frac{\omega T}{2}\right)\sin\left(\frac{\omega n T}{2}\right)\sin\left(\frac{\omega T}{2}\right)\right]^2$ |

approximation becomes relevant for regimes with high noise amplitude, as discussed in Ch. 4. Although the $\pi$-pulses phases are crucial to engineer sequences in order to correct for pulses imperfections, it is also important to note that they are not relevant for the filter modeling.

Finally, the probability $p_n(T)$ of the state $m_S = 0$ can be then obtained from $\chi_n(T)$ as

$$p_n(T) = \frac{1}{2} \left(1 \pm e^{-\chi_n(T)}\right),$$

where the sign is determined depending on the total, even (− sign) or odd (+ sign), number of $\pi$ pulses with the same phase of the $\pi/2$ pulses characterizing the Ramsey interferometer.
A CPMG sequence, with \( n = 12 \pi \) pulses and total time \( T = n\tau \), is represented together with the corresponding modulation function. The bottom graph shows a simulation for the filter function \( |\gamma_{n,T}(\omega)|^2 \) as a function of the angular frequency for an inter-spacing \( \tau = 2 \mu \text{s} \).
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