Evolution and new frontiers of histology in bio-medical research
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Abstract
Histology refers to the study of the morphology of cells within their natural tissue environment. As a bio-medical discipline, it dates back to the development of first microscopes which allowed to override the physical visual limitation of the human eye. Since the first observations, it was understood that cell shape predicts function and, therefore, shape alterations can identify and explain dysfunction and diseases. The advancements in morphological investigation techniques have allowed to extend our understanding of the shape–function relationships close to the molecular level of organization of tissues, as well as to derive reliable data not only from fixed, and hence static, biological samples but also from living cells and tissues and even for extended time periods. These modern approaches, which encompass quantitative microscopy, precision microscopy, and dynamic microscopy, represent the new frontier of morphology. This article summarizes how the microscopy techniques have evolved to properly face the challenges of biomedical sciences, thus transforming histology from a merely qualitative discipline, which played an ancillary role to traditional "noble" or "major" sciences such as anatomy, to a modern experimental science capable of driving knowledge progress in biology and medicine.
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1 INTRODUCTION

Histology refers to the study of the morphology of the cells in multicellular organisms within their natural environment, the tissues, which constitute organs and apparatuses of the body. Histology as a scientific discipline dates back to the development of first microscopes, which allowed to override the physical visual limitation of the human eye, the so-called resolution limit, and observe the cellular architecture of the tissues for the first time. This was a major step of biological sciences, comparable to the almost contemporary Copernican revolution in planetary astronomy: Indeed, it marks the starting point of a plethora of studies on the morphology of cells and tissues, which in turn led to understand that shape predicts function and, therefore, shape alterations can identify and explain dysfunction and diseases, opening the path to Histopathology. The advancements in morphological investigation techniques have allowed to extend our understanding of the shape–function relationships close to the molecular level of organization of organisms, as well as to generate reliable data not only from fixed, and hence static, biological samples but also from living cells and tissues, and even for extended time periods. Nowadays, these techniques, also called precision microscopy and dynamic microscopy, represent the new frontier of morphology.

This article aims at discussing how morphological techniques have evolved under the stimulus of emerging experimental needs, thus transforming Histology from a merely qualitative discipline playing an ancillary role to traditional “noble” or “major” sciences, such as...
Anatomy, to a modern experimental science capable of driving the scientific progress in Biology and Medicine. This fascinating transformation has made the evolved histological methods and knowledge indispensable not only to answer classical biomedical questions but also to develop new therapeutic strategies such as stem cell-based regenerative approaches and patient-specific therapy.

2 | HISTORICAL NOTES ON THE DEVELOPMENT OF IMAGE DETECTION SYSTEMS

The technical innovations in the manufacture of glass that took place in 1500–1600, exemplified by the crafting of the magnificent windows adorning churches in that period, were then prosaically translated into the development of increasingly cheaper graduated lenses to correct visual defects. The relatively low cost and easy availability of these lenses, along with the increased knowledge in optical physics, inspired scientists to build rudimentary albeit effective optical instruments to observe the very far and the very close: respectively, the Galileo Galilei’s telescope and the Antoni van Leeuwenhoek’s microscope. Figure 1. Of note, van Leeuwenhoek (1632–1723) described in a letter to the Academy of Sciences founded by King Charles II of England (the collection of correspondence of international scholars with this academy during the reign of Charles II will give rise to the *Nature* journal) his first microscopical observations of bacteria in the dental plaque, spermatozoa and erythrocytes moving in a drop of sperm and blood, respectively. These pioneer observations can be regarded as the onset of Microbiology and Histology.

As stated before, most cells are colorless and nearly translucent under natural conditions, thus requiring to be stained for microscopic observation. The enormous development of dyestuff chemistry for the textile industry that occurred between 1600 and 1800 led to the invention of synthetic dyes: on one hand, this favored the artistic revolution of the Impressionists, who were able to paint in open air, directly inspired by the scenes that they observed; on the other hand, it offered to scientists powerful tools to stain histological samples, and to develop and validate new tissue staining methods. In this field, it is worth mentioning the contribution of the renowned Italian scientist Marcello Malpighi (1628–1694) (Figure 1). Since that era, numerous techniques for tissue fixation, inclusion in inert materials (waxes, resins) to facilitate specimen sectioning and staining were set-up, positing the basis for modern Histology (Figure 2). However, it was in the 19th Century that Histology gained momentum, owing to the rapidly

![Figure 1](https://example.com/figure1.png)  
**FIGURE 1**  Portraits and photographs of some of the protagonists of the development of histology. Right panel: frontispiece of the book by the German anatomist August Franz Josef Karl Mayer, in which the name *Histologie* was first used to refer to tissues of the human body.
growing theoretical and technical knowledge on lenses. Such knowledge on one hand allowed the birth of “optical” arts, such as photography and cinema and, on the other hand, led to the development of microscopes whose optical characteristics were comparable to the modern instruments. Of note, the biggest microscope manufacturers of this period, that is, Ernest Abbe, Karl Zeiss, and Otto Schott, were best known as producers of photographic cameras (Figure 1).

The milestone of the histological discoveries of the 19th Century can be considered the formulation of the cellular doctrine by Theodor Schwann in 1839, who first hypothesizes that animals and plants are made up of tissues formed by a distinctive spatial distribution of myriads of single cells (Schwann, 1839). Due to the importance and originality of his contributions, the birth of this new discipline devoted to the study of tissues was changed from “tissue Anatomy” to “Histology”: this term had been coined in the early 19th century by Marie Francoise Xavier Bichat and reprised by Karl Mayer in 1819 (Figure 1). The official recognition of Histology as a medical discipline dates back to 1906, when Camillo Golgi and Santiago Ramon y Cajal were co-awarded the Nobel Prize for Medicine owing to their fundamental histological studies on nerve cells (Figures 1 and 3).

The 20th Century has been hallmarkd by the atomic theory and quantum Physics. From the histological perspective, the discovery that both photons and electrons behave as electromagnetic waves led in early 1930s to the development of the transmission electron microscope (TEM) by Ernst Ruska, in collaboration with Bodo von Borries and Max Knoll (Knoll & Ruska, 1932); Ruska was awarded the Nobel Prize for Physics in 1986 for his fundamental work in electron optics and for the design of the first TEM (Figures 1 and 2). Exploiting an electron beam with very short wavelength instead of photons, this microscope can attain a 100- to 1,000-fold higher magnification and resolving power than optical microscopes operating in the visible spectrum, thus allowing to observe the morphology of subcellular structures, viruses and even large molecular complexes (Figure 4). Electron microscopy also led to improve the existing methods of tissue processing for the specific purposes and characteristics of ultrastructural observation (aldehyde-OsO 4 fixation, resin embedding, ultramicrotomy, and electron-dense counterstaining). Few years after the development of TEM, the principle of electron beam imaging was applied to the scanning electron microscope (SEM) (von Ardenne, 1938), in which images result from interactions of the electron beam with the sample surface. The secondary, reflected, or back-scattered electrons are collected and their signal used to generate an image of the irradiated surface. However, the use of SEM for biomedical investigations is currently limited.

The second half of the 20th century saw the discovery of laser (Light Amplification by Stimulated Emission of Radiation), an invention of uncertain authorship which gave rise to a patent controversy lasted over 30 years, and the application of binary mathematics, theoretically introduced by the studies of Gottfried Wilhelm von Leibniz (1646–1716) and George Boole (1815–1864), to modern informatics and computer technology. These achievements have been the technological key points to develop confocal laser scanning microscope: this instrument exploits a monochromatic laser beam for 3-D detection of specific fluorescence markers of cells and tissues (see ahead).
In early 2000s, significant advancements were made in super-resolution microscopy (in the nanometer range) that exploits a non-linear optical approach to reduce the amplitude of the spot of incident light on the sample and therefore the background noise given by the illumination of the contours of the observed detail (point spread function). Among methods inspired by this approach, the most important are indicated by the acronyms STED (STimulated Emission Depletion) (Dyba & Hell, 2003) and SSIM (Saturated Structured Illumination Microscopy) (Gustafsson, 2005). Other high-resolution techniques are based on the transitions between the two molecular states (i.e., on/off) of photons with fluorophores, and exploit both spatial and temporal phenomena that allow the precise location of single fluorescent molecules. Such techniques include STORM (STochastic Optical Reconstruction Microscopy) (Rust, Bates, & Zhuang, 2006) and PALM (photo-activated localization microscopy) (Manley et al., 2008).

In the present days, the enormous increase in power of modern computers allows to interface different detection devices in order to analyze the same sample simultaneously, and information obtained can be integrated, nearly in real-time, at micrometric to nanometric resolutions. The simultaneous analysis of this multi-level information discloses new relationships between morphology and function undetectable with conventional methods, giving rise to a new branch of histology called correlative microscopy.

For long time, medical observation necessary to propose a diagnosis was based on the classical five senses: sight, taste, smell, touch and hearing, which are intrinsically subjective and often limited by low resolution. Concerning visual observations, their evolution from qualitative and subjective to quantitative and objective, as those available nowadays, has been possible, both conceptually and technically, by the development of the theory of measure and the progress in various disciplines with repercussions on Histology.

A dogma of the theory of measure is that error cannot be eliminated but only reduced in amplitude and frequency by improving the components of the measurement system. Transformation of

**FIGURE 3** (a) Microscope slides from early 1900s attributed to Camillo Golgi, containing sections of the barn owl cerebellum and stained with silver impregnation method. (b, c) Digital microphotographs of the same slides, at x4 and x20 magnification, obtained with a Leika ICC50HD microscope equipped with digital camera in April 2019. The slides belong to the "Luigi Cattaneo" collection of the Anatomical Wax Museum, Bologna, directed by Dr. Luisa Leonardi, who kindly granted her consent to publication [Color figure can be viewed at wileyonlinelibrary.com]
qualitative microscopic observations into quantitative assessments implies identification of parameters that can be quantified, as well as reduction of the frequency and amplitude of the measurement error, so that the corresponding numerical values are robust and reliable enough to be subjected to statistical analyses.

In Histology, the components of the measurement process susceptible to errors are: (a) the instrument generating the signal, (b) the observer who interprets the signal, and (c) the sample analyzed. The overall measurement error results by multiplying the errors of the individual components: hence, to reduce its dimension and frequency, all the three components need to be improved, namely through: use of sensitive and precise optical tools; objective interpretation of data, independent of human error related to the observer’s subjectivity; appropriate processing of the sample to be observed in order to generate uniquely interpretable signals.

1. The optical instrument: Its error-generating parameters are: (a) acuity, or resolution power: the ability to discriminate details as inverse function of their size and proximity; in Optics, resolution power ($d$) is expressed by the Abbe’s formula: $d = 0.61 \lambda / NA$, where $\lambda$ is wavelength of the radiation used to form the image, and NA (numerical aperture) is a light refraction characteristic of the used objective; (b) sensitivity: the range of intensity of the signal at which the instrument can detect it—for optical instruments, it corresponds to the wavelength range of the light forming an image; (c) accuracy: the precision of the objective measurements on a given image; and (d) reproducibility: the frequency with which an instrument yields similar measurements of the same subject in independent evaluations made under similar experimental conditions (temperature, pressure, etc.).

2. The observer interpreting the signal: In this instance, the error-generating parameters are: (a) decoding: the ability of the observer to distinguish specific signals (objects) from the background noise—this limit is especially relevant for complex images; (b) illusions or false signals: optical mis-perceptions depending on how an image is processed by the human eye and central visual pathways or the used hardware/software systems.

3. The analyzed sample: here, the error-generating parameters are: (a) Identity: presence of unique markers of the observed subject which are not present, or present at lower levels, in other subjects present in the field—ideally, these markers should persist in repeated observations. Improvement of identity detection of the observed subjects is specific matter for precision microscopy, as described in a following section. (b) Artifacts: with few exceptions, cells and tissues are colorless and prone to post-mortem degeneration. Therefore, prior to microscopical observation, it is necessary to preserve them by fixation and to enhance their visible details by histological staining. Both these procedures are made by chemical–physical treatments that may alter the original cell and tissue morphology generating false signals, or artifacts, the existence of which the observer must be aware. (c) Thickness: the subject under observation must be thin enough to allow the light (or electron beam) forming the image to cross it. In conventional histological analysis, several methods can be employed to achieve an adequate sample thinness for microscopic observation (smear, sectioning, grinding), depending on the nature of the tissue and the scopes of the observation. In addition, these two-dimensional observations may generate mis-interpretation of the actual three-dimensional structure of cells and tissues: for example, a round section profile can belong to both a sphere and a cylinder. (d) Staticity: by definition, fixed cells and tissues yield static images, whose observation is not informative about the movements and reciprocal interactions of the various subjects observed within their natural habitat. The technical advances to address the issues of thickness and staticity will be discussed in the sections on dynamic and three-dimensional microscopy, respectively.

4 | IMAGE GENERATION AND INTERPRETATION BY THE OBSERVER

For long time, man has been both author and interpreter of visual observations and, therefore, the main source of error. Human vision occurs in two phases: (a) early vision, related to the excitation of photoreceptors in the retina, (b) late vision, related to transport, coding, and interpretation of the optical neural stimuli to and by the visual cortex.

Early vision depends on the mode of action of the eye, which is similar to a photocamera provided with a built-in autofocus system (lens), a light probe that automatically determines opening of the diaphragm (iris), and a self-cleaning fore-lens (cornea and aqueous humor). The limitations and related errors of the human eye can be reduced by microscopes, whose lens systems increase both magnification and acuity, allowing accurate and reproducible observations and measurements of the subject, as better described in a following section.

Late vision occurs upon transmission of the visual neural signal to the brain, which operates like a highly sophisticated hardware system with immense analytical capability. The image recognition process requires three main requirements:

1. The image signal is recognized from background noise.
2. The image signal contains enough information (e.g., markers) to identify the subject and define its characteristics.
3. The markers are robust enough to allow that the recognition of the subject is univocal.

4.1 | The signal and the background

When our brain interprets an image, it automatically excludes the background and focuses on the signal of the subject, deciphered on the basis of the expected characteristics. This mechanism was elucidated in the second half of the 1900s by studies from the mathematicians Lionel and Roger Penrose and Penrose (1958), who noted that, in certain circumstances, our brain can mis-recognize images in a process called "optical illusion." Classical examples of optical illusion are
The theory of optical illusion was source of inspiration for various artists of the second half of the 20th century, particularly for the Dutch engraver Maurits Cornelis Escher (1898–1972). One of his most famous works, “Plane filling II” (1957) is shown in Figure 5b. Here, the white and black areas are clearly distinct and our brain can differently interpret the signal depending whether it focuses on the black areas, excluding the white areas as background, or vice versa. Surprisingly, once our brain discovers the trick, it can switch effortlessly from perceiving one or the other of the two images. Discriminating signal from background is more complex for the image shown in Figure 5c, which is similar to a microscopic image. Also in this case, the perception of the image changes when considering the white or black signal as background, but in this case the lack of a defined morphology hinders the evaluation of which signal is the background. As summarized in the following paragraph, conventional microscopic observation can be supported by digital imaging to improve the collection of objective images, but their deciphering and interpretation remains entirely entrusted to the human brain and subjected to possible error of interpretation by the observer.

5 | THE DEMAND FOR OBJECTIVE MICROSCOPY: TOWARDS DIGITAL IMAGING

In conventional microscopy, the signals (images) are perceived by the observer and the microscope can be considered a mere prothesis that increases acuity of the eye. Accordingly, measurements are carried out by the observer and are subjected to errors related to the visual efficiency of different individuals: for examples, the eventual astigmatism and/or daltonism of the observer will increase the level of error of the observation. These subjective limitations can be addressed owing to technological advancements in digital image recording. The last generation microscopes are equipped with high-resolution digital video cameras capable of discriminating a far broader chromatic and intensity light range than that perceived by the human eye. These cameras transform the visual signal in a digitized image, allowing an objective recording of the observed sample. Digital images are suited for morphometric analysis as well as for archiving and internet-sharing purposes. The immense possibilities of digital imaging can be exemplified by the fact that, nowadays, histopathological images for diagnostic purposes can be transmitted in real time and discussed during conference call by international teams of specialists.

6 | COMPUTER-AIDED QUANTITATIVE (COMPUTATIONAL) MICROSCOPY

Reduction of the observer-dependent error can be achieved by increasing acuity and precision of the optical devices generating the primary image and developing/improving the analysis systems of the digitized images. The first computer-aided microscopy systems were developed in the 1970s: the increasing performances of computers allowed these systems to transform primary images into sets of
numerical data. Digitalization divides the image into pixels (arbitrary elementary spaces). The number of pixels per unit area defines the resolution power of a digital image. Each pixel is identified by spatial coordinates: length (X) and height (Y) for a two-dimensional image, and depth (Z) for a three-dimensional image. For images in motion, time (T) is added as a fourth dimension.

In gray level images, the brightness of each pixel is represented by a number. The number of bits encoding the values of each pixel is called "system dynamic range": the most used formats are 8, 12, and 16 bits for gray images. In a 2-bit system, only black and white can be represented without any gradient, while using an 8-bit system the gray levels are 256 (black = 0, white = 255). When comparing the precision allowed by image digitalization with the human eye, this latter can usually discriminate about 70 shades of gray, and only trained observers (such as radiologists) are able to discriminate up to 100 Gy shades.

In color images, to each pixel are assigned numbers that specify its color as a combination of three basic components: Red, Green, and Blue (RGB). Each Red, Green, and Blue component also has a light intensity level for each pixel and the combination of them results in a specific color. In this way, a fully saturated (i.e., maximum light intensity) yellow pixel is identified by three numbers (255, 255, 0) which mean: Red = 255, Green = 255, and Blue = 0. The whole data set is then encoded as a digital file comprehensive of spatial, intensity and eventually timing information. Clearly, the greater the dynamic range, the broader the nuances of a digital image. Concerning colors, the 24-bit coding allows to discriminate 16.7 million colors, which nearly corresponds to the upper limit of the human eye.

**FIGURE 6** Example of computational microscopy, that is, computer-aided digitalization and analysis of a fluorescent microscopic image obtained by a confocal microscope. (a) unprocessed digital image of cells immunostained with two antibodies, labeled respectively with red and green fluorochromes and with nuclei counterstained in blue with the fluorescent dye DAPI. (b) Selection of the detail to be analyzed and of the threshold value of the total area. The instrument’s software then splits the signals for the individual colors (c), performs digitalization of each image attributing a binary value to each of its pixels, and sets the threshold value to exclude the background (d). Finally, the digitally reconstructed subjects of interest can be eventually analyzed quantitatively (e). Comparison between the original image (panel (a), bottom right) with its processed counterpart (e) demonstrates how, in the latter one, the cellular events associated with the red and green signal can be partly co-localized in the cytoplasm (yellow = red + green), while part of the red signal is also localized in the nucleus. [Color figure can be viewed at wileyonlinelibrary.com]
The methodology concerning conversion of microscopic images into digital sets of numbers that can be analyzed and evaluated statistically is referred to as computational microscopy: it offers the advantage of an accurate, objective, repeatable and quantitative analysis of the microscopic images freed from both the limits of human vision and the subjectivity of the observer. Computational microscopy can also contribute to decrease the degree of error due to technical artifacts introduced during preparation of the histological sample, since they can often be minimized by an appropriate setting of the digitalization parameters. Finally, the whole procedure can be automated, thus allowing the simultaneous analysis of a larger number of samples in a shorter time than that required for conventional histological analysis performed by an operator. An example of digital image processing is shown in Figure 6. First, the background is excluded by selection of its threshold value, which can be chosen by the observer or automated. In fact, for some applications, the distribution and intensity of the image pixels, computed with appropriate algorithms and statistical methods, can usually suffice to define the threshold separating the signal from the background noise.

7 | PRECISION MICROSCOPY

Until 1950s, a major limitation of Histology was that, with few exceptions, recognition of cells was mainly based on their mere morphology, a criterion which can be fallacious. A substantial advancement has been made with histochemical methods that have allowed to combine general cell morphology with specific staining of cell details obtained by compounds that develop specific colors when they are metabolized by cellular enzymes, similarly to invisible ink. Despite histochemistry can be actually applied to a limited number of purposes, chiefly the detection of typical enzymes of bone marrow-derived cells (myeloperoxidase, acid phosphatase), it has the merit of having focused the notion that, besides their shape, cells can be characterized by their content of specific molecules (proteins, nucleic acids, lipids, etc.). Besides being markers for their identification, such molecules can also be used as indicators of their functional and/or differentiation status, opening the way to the so-called precision microscopy. This methodology mainly exploits fluorescence microscopy due to its capability to detect fluorescent markers (i.e., substances that when excited by UV or short wavelength visible

---

**FIGURE 7** Precision microscopy: identification of specific cellular antigens by immunohistochemistry. The left drawings show the main detection systems, immune-enzymatic by means of peroxidase, or immunoperoxidase (top) and immunofluorescence by means of fluorochromes (bottom). The right panels show sections of bone marrow immunolabeled to reveal the transcription factor GATA1 specific for megakaryocytes: wild-type mice show a normal signal while hypo-expressing (Gata1low) mice show a weak signal. Upper row: immunoperoxidase method (nuclei are counterstained with May-Grunwald-Giemsa); lower row: immunofluorescence method (nuclei are counterstained with the fluorescent dye DAPI in blue). Note how immunofluorescence makes the reduction of nuclear GATA1 in megakaryocytes from the mutant mice more evident (the immunoperoxidase images are from Vannucchi et al., 2005) [Color figure can be viewed at wileyonlinelibrary.com]
light emit in the visible spectrum at longer wavelengths) with a higher sensitivity than standard light microscopy. Cell-specific markers that can be used for fluorescence analysis are represented by: (a) antibodies against cell proteins, conjugated with synthetic fluorochromes such as fluorescein (immunofluorescence) (Figure 7); (b) metabolic probes, which can be loaded into the cell where they become fluorescent upon reaction with specific metabolites; (c) specific cellular proteins, whose gene has been coupled with that for a naturally occurring fluorescent protein, such as green fluorescent protein (GFP), by molecular biology techniques; when cell activates the expression of the specific protein, this also includes GFP and hence appears fluorescent (Figures 8 and 9).

**8 | MARKING OF CELLS USING THEIR ANTIGENIC PROFILE: THE KEY CONTRIBUTION OF IMMUNOHISTOCHEMISTRY TO MODERN HISTOLOGY**

During the 1970s, there was an intense development of techniques for immortalization and in vitro growth of B cells, the cells responsible for the humoral immune response and antibody production. In the meantime, procedures for exploiting antigens and adjuvants were remarkably improved. B cells were stimulated both in vivo in laboratory animals (mainly mice, rats, and rabbits) and in in vitro culture to produce specific antibodies. This increased knowledge offered to researchers a formidable precision tool to recognize the molecules uniquely expressed by a given cell type that could be exploited for its identification. This methodology is termed immunohistochemistry (or immunocytochemistry, according to the structural rank of investigation) and has represented an authentic turning point in biomedical sciences. The premises of immunohistochemistry are that: (a) cells of different differentiation lineages express specific surface proteins; (b) these proteins induce the generation of specific antibodies when injected into allogeneic animal species or commissioned to challenge B cells in vitro; (c) these antibodies can be purified, labeled to become detectable (e.g., by binding with a fluorochrome) and used as selective probes to identify and locate their specific antigens in cells and tissues. At the same time, oncologists realized that immunohistochemistry had tremendous potential for improving the precision of diagnosis and therapy of tumors. In fact, starting from the assumption that neoplastic transformation usually alters the proteins expressed on the cell surface, it appeared feasible to immunize laboratory animals with

**FIGURE 8** Morphological techniques for cell identification based on the fluorescence emitted by Green Fluorescent Protein (GFP). The GFP gene has been cloned and inserted with molecular biology techniques in various types of eukaryotic cells, which become fluorescent when this gene is transcribed into the functional GFP. If the GFP gene is inserted into germ cells of laboratory animals, then the zygote and its cellular progeny, for example, the whole animal, are fluorescent. Besides GFP, other genes encoding for fluorescent proteins emitting in additional channels, can be used for experimental purposes (lower row); currently, about 50 different fluorescent markers, each emitting signals with a specific wave length, are available [Color figure can be viewed at wileyonlinelibrary.com]
cancer cells, isolate and cultivate their reactive B cells, and finally use the specific cancer cell antibodies purified from the culture media for diagnostic and/or immunotherapeutic purposes. This latter application, also defined passive cancer vaccination, raised great hope that would be greatly effective to treat cancer. Indeed, it is assumed that, once injected into the tumor-bearing patients, these antibodies would induce activation of the immune-mediated cytotoxic mechanisms specifically responsible to recognize and kill cancer cells. One of us (A. R. M.) had the privilege of participating in pioneering studies in this field at the TNO laboratories (Rijswijk, NL) during her PhD. She maintains a vivid memory of the enthusiasm of the researchers involved in injecting rabbits with human cancer cells, collecting and culturing rabbit B cells, purifying their antibodies from the culture media, labeling, and isolating the cancer cell populations by fluorescence-activated cell sorting (FACS). Of note, the first FACS prototype was designed and built in this laboratory: it was an open machine whose lasers had to be tuned daily by the investigators by sticking their heads among the lasers. Once isolated, the labeled cells had to be quickly centrifuged onto slides and immediately observed under a microscope to identify—when luck was on the right side—that the antibody had indeed recognized a specific target. Often, the preparations contained a mixture of different cells, but sometimes all the cells on the slide expressed the same phenotype: these rare fortunate instances gratified the researcher for his/her efforts because indicated that the antibody generated was specific for a given cellular lineage. Originally, these antibodies were termed with disparate names but, soon, researchers felt the need to reach a consensus on their nomenclature to avoid confusion. The first meeting dedicated to the establishment of an international antibody inventory took place in Paris in 1982. This meeting led to reach consensus to identify the antibodies with an alpha-numerical code represented by CD (for Cluster of Differentiation or “common denominator” as a joke), followed by a progressive number based on the order of their full characterization (molecular definition of the antigen recognized by the antibody). This first congress identified the antibodies from CD1 to CD15. Since then, these workshops are held on a regular management and have classified antibodies up to CD371. Unfortunately, these studies failed the ambitious goal to create a vaccine for cancer because their key premise was wrong: cancer cells express on their surface the same proteins expressed by their normal counterparts. Gene instability induced by the mutations which drive the transformation process may induce “benign” mutations (i.e., mutations which have no functional consequences) in genes encoding for surface proteins. Thus, new possibly immunogenetic epitopes are generated, but, since their generation is random by nature, these epitopes are not tumor-specific but rather patient-specific. This phenomenon makes practically impossible to produce a universal vaccine for a specific type of cancer. The recent progresses in whole genome and transcriptome sequencing, has allowed to revisit the concept of cancer vaccine. The new approach involves three steps: sequencing all the genes expressed by the cancer cells of a given patient, identifying mutations on genes encoding potentially immunogenetic epitopes on surface proteins; synthesizing peptides corresponding to these epitopes; finally, raising tumor- and patient-specific antibodies in laboratory animals or in B cells in culture to be used as patient-tailored anti-tumoral immunotherapy. This digression is intended as an example of how theoretical and technical advances in histology can have profound medical impacts.

Coming back to Histology, studies on CD expression have dramatically expanded the knowledge on the differentiation pathways of cells from different tissues and organs, as well as on the behavior and functional properties of their stem cells during ontogenesis, adult life, and aging. Besides immunohistochemistry, availability of large panels of CD antibodies has exerted a deep impact on the development of FACS methodology, which plays a fundamental role both for the identification and prospective isolation of living cells. FACS exploits the principle of flow cytometry, which allows to discriminate individual cells in suspension (in culture medium, blood, etc.) based on size, inner organization complexity (organelles, inclusions, etc., assessed as optical impedance), and fluorescent immunolabeling labeling by specific CDs. Briefly, cells run individually through a transparent capillary tube, where they are hit by a light beam, usually emitted by a laser or LED, generating optical events detected by a photomultiplier, recorded, and analyzed by a dedicated software. During this process, flow cytometric examinations provide highly specific and sensitive data on the number and type of cells present in the sample under analysis. Being based on computer-aided optical determinations of cell morphology, flow cytometry can rightfully be included among the most sensitive and accurate histological techniques. FACS exploits the same mechanism of flow cytometer but it associates the ability to separate the labeled cells from the remaining pool in a process called “cell sorting,” thereby yielding cell populations as pure as the specificity of the markers.

**FIGURE 9** Green fluorescent protein (GFP) allows to track the labeled cells upon in vivo transplantation. GFP-tagged muscle stem cells grafted into the heart of a laboratory animal are located around a blood vessel (asterisk). Nuclei are counterstained in red [Color figure can be viewed at wileyonlinelibrary.com]
used for their identification. A practical example of the impact of flow cytometry on conventional histological methods is provided by the determination of the leukocyte formula, a fundamental clinical diagnostic parameter. Until 1980, leukocyte formula (i.e., the relative frequency of the different types of white blood cells) was processed by highly trained operators by counting under an optical microscope the different types of cells present in a standardized area of the blood smear stained with May–Grunwald Giemsa (Figure 10). Frequency determinations were usually based on approximately 200 viewed cells and were a subjective and time-consuming process. A trained technician was able to evaluate no more than 10 patients per hour. Currently, leukocyte formula determinations are carried out rapidly and objectively by flow cytometry. Blood samples are first labeled with anti-CD45 fluorescent antibodies, which recognize all leukocytes, coupled with anti-CD14, which does not bind lymphocytes and recognizes granulocytes and monocytes but at different intensity. The labeled blood sample is then analyzed by flow cytometry, which rapidly (in minutes) scores large numbers of cells (~10,000). In the meantime, a specific software elaborates the different signals and calculates the leukocyte formula, increasing the numbers and precisions of the determinations that may be performed by a single technician. Typical histological and flow cytometry blood count outputs are shown in Figure 10.

A limitation of antibody-based cell recognition techniques is represented by the fact that protein epitopes may not be recognized when their conformation is altered by the fixation process and/or they became masked by association with other proteins. To overcome this limitation, cells of interest can be labeled, when suitable, by inserting a GFP gene in their genome (Figures 8 and 9), the expression of which is possibly driven by regulatory sequences that makes its expression specific for a given cell type or functional phase (Figure 11). Since this gene is inherited by offspring, all the cells of a specific differentiation lineage become traceable either in culture or in vivo (Figure 12). This tool has prompted highly sophisticated studies, which have greatly improved our knowledge of the regulation of lineage specification and differentiation. Among others, they have allowed to define the function of non-coding DNA sequences. In fact, since less than 10% of the human genome encodes proteins with the well-defined DNA triplet-protein aminoacid correspondence assured by the ribosome machinery, the information stored in 90% of the human DNA is unknown. It is assumed that this non-protein coding DNA contains information that regulates gene expression as well as specific functional fashion in a cell. However, deciphering the non-coding DNA is matter of intense...
investigation. Evidence is accumulating that this information is encoded by the epigenome, that is, the complex of chemical modifications affecting both DNA, such as cytosine methylation—a discovery of the Italian group led by Prof. Scarano (Grippo, Iaccarino, Parisi, & Scarano, 1968)—and structural and regulatory proteins interacting with DNA in the chromosome. A typical experimental approach used to define the function of the non-coding sequences is to delete them from the genome of mouse embryos and then to analyze their effects on tissue differentiation during development. The function of these regulatory sequences is then confirmed using them to drive the expression of GFP-labeled proteins in transgenic mice, as shown in Figure 12. Another approach, is to identify all mRNAs expressed by a specific cell type (the so-called transcriptosome) and then to compare shared sequences among all the DNA regions upstream of the genes included in transcriptosome. These experiments, which largely exploit histological techniques, have provided evidence that initiation of lineage-specific epigenomic changes occurs early at the levels of the stem cells, several generations upstream of the differentiated cells in which the genes will be expressed (Huang et al., 2016; Weinreb, Rodriguez-Fraticelli, Camargo, & Klein, 2020). Upon its transcription, mRNA is often not immediately translated but may remain dormant through additional cell generations. However, despite these advances, the molecular mechanisms of epigenomic regulation (so-called non-coding DNA code) have not been completely elucidated yet (Ferreira et al., 2007; Rickels & Shilatifard, 2018). Some key progresses in these direction are represented by identification of the minimum DNA sequences determining whether a gene is expressed in a specific cell type, for example in erythroid cells (Han et al., 2015), and by demonstration that, like mitochondrial DNA, the epigenome is chiefly inherited by the maternal line (Xu & Xie, 2018). Unfortunately, cell identification through GFP-tagging and by transcriptosome characterization is also prone to artifacts and bias. In fact, recent transcriptosome/proteosome correlation studies have shown that cells may express mRNAs for far more genes than those actually translated into proteins (see for example Huang et al., 2016). It is assumed that these untranslated mRNAs may represent either information to be passed on to daughter cells—the case for the mRNA present in the cytoplasm of oocytes that is translated only in the fertilized egg (Sheets et al., 2017)—or a reservoir of expression prompts that cells activate to switch towards a different differentiation pathway in response to stress. For example, this is the case of erythroblasts that express also megakaryocyte-specific mRNAs, which are translated to generate platelets in response to bleeding and vice versa (Vannucchi et al., 2000). In order to unveil more precisely the relationships between cells of different lineages. The most advanced research is moving towards single cell transcriptosome/proteosome determinations. These studies are indicating far more complex relationships than those we are familiar with, which are based on mere morphological observations performed through conventional histological technology.

10 | THREE-DIMENSIONAL (CONFOCAL) MICROSCOPY

Confocal microscopy allows to record digital stacks of bi-dimensional fluorescent images taken at sequential plane depths of a histological preparation. The series of digital images are then processed by a dedicated software that generates a three-dimensional reconstruction of the various signals. This model may be rotated, tilted, expanded, and so on like any other digital 3-D file, providing extremely precise information on the localization of the individual signals within the spatial architecture of cells and tissues. An example of the numerous applications of this technique is shown in Figure 13. This figures details the mechanism that mediates the translocation of the glucocorticoid receptor into the nucleus to activate the expression of the genes mediating the cellular response to stress (Nicolaides, Galata, Kino, Chrousos, & Charmandari, 2010). The 3-D images in Figure 13 depict the spatial localization between the glucocorticoid receptor and calreticulin, suggesting that calreticulin chaperons the receptors to the nucleus after ligand binding. In fact, cells stimulated with the receptor agonist dexamethasone exhibit signals for glucocorticoid receptor and calreticulin associated in the cytoplasm up to the border of the nuclear envelope, but only in the nucleus do they show the glucocorticoid receptor signal.

11 | DYNAMIC MICROSCOPY

The term dynamic microscopy indicates the different microscopic techniques aimed at the visualization and analysis of living cells and organisms, following their changes over time. A pioneer of dynamic microscopy was Van Leeuwenhoek himself, who left a detailed description of blood flow in the skin microvessels of the ear from a living rabbit performed with his rudimentary microscope, developing the
hypothesis, advanced for that time, that the blood circulation is a closed functional system. Between the XIX and XXI centuries, technical innovative microscopic and photographic devices, along with their respective technology, improved enormously our ability to observe and record the morphology of living cells, both in vitro in controlled laboratory conditions and in vivo in their natural habitat. Obviously, the possibility to analyze dynamic phenomena provides a great asset to the advancement of Histology, overcoming its intrinsic limitations of providing only static information. The fields in which dynamic microscopy is providing key and novel information are numerous. Few practical examples are described in detail below.

Dynamic microscopy in vitro: Basically, this term refers to the applications of optical microscopy to the observation of cells cultured in vitro. The need to observe cells growing attached to or in suspension in transparent cell cultureware led to the development of inverted optical microscopes in which the light source and the detection optics are placed, respectively above and below the culture chambers. Due to the low intrinsic contrast of living cells, inverted microscopes usually operate in the phase-contrast mode which exploits special optical systems in order to increase image sharpness and better discriminate details. This is achieved even in the absence of chemical staining most of which, by definition, may not be used with living cells (few exceptions are the vital dyes). Inverted microscopes are usually equipped with digital video cameras that, besides single photographs, allow to take sequential images from the same microscopic field at scalar time points. These images can be then assembled as a video (time-lapse videomicroscopy), thus providing dynamic information on how relevant features, namely: shape, size,
number, spatial position, and so on, may vary with time (Figures 14 and 15). In vitro dynamic microscopy is affected by several variables such as: (a) basic culture conditions, for example, maintenance of optimal temperature and availability of oxygen and nutrients in the medium; (b) experimental manipulation, for example, addition of bioactive molecules (drugs, growth factors, etc.) or co-culture with other cell types; (c) observation conditions, for example, mechanical stability of the optical components and specimen holder, adverse effects of exposure to prolonged and/or intense illumination, versatility of the support used to grow the cells (microscopic slides, flasks, Petri dishes), capability to compensate possible defocusing due to the movement of the subject with time; (d) acquisition variability of the software, for example, speed at which the sequential images are captured (frame rate), overall memory storage and image elaboration capability of the instrument, and so on. Each instrument configuration must therefore be adapted to the experimental purpose and level of resolution required. For very rapid cellular events, in the order of microseconds (such as Ca²⁺ transients, events involving molecular channels, synaptic activation, etc.), the time of observation usually lasts only few minutes, thus simplifying the set-up of the experimental conditions, but posing a high demand on the rate with which the sequential frames are recorded. For slow events, lasting between hours to even days, long-term maintenance of supportive culture conditions becomes crucial to avoid experimental bias due to cell toxicity. The final frame set may be then accelerated, slowed down or stopped to study the morpho-functional events in the most suitable time ranges. This process allows to collect detailed information on the modification in size, shape and number, as well as patterns and timing of eventual movement and interactions experienced by individual cells during the observation (Falchi et al., 2015). Usually, these observations may exploit the same tools described earlier for digital image analysis, achieving quantification of the parameters under study. For each experimental purpose, the hardware and software can be set to provide specific data output (morphometry, densitometry, single cell tracking, overall microscopic field analysis, etc.). However, this technology also has intrinsic limitations which the observer must be aware of, and complex and/or very rapid experiments often require manual interventions by trained operators. Most common examples are: out-of-focus frames due to improper timing for automatic focusing; changes of spatial arrangement of the subject during time; disappearance of the subject from the frame due to cell/tissue movements; modifications of exposure conditions due to alteration of medium; photo-bleaching of fluorescent probes; and so on.

Dynamic microscopy in vitro can be combined with the use of fluorescent probes, which can be loaded into the cells where they emit a light signal when they interact with specific metabolites and

**FIGURE 13** Example of three-dimensional confocal microscopy. In this experiment, human erythroblasts were labeled with anti-glucocorticoid receptor (GR) antibodies (green) and anti-calreticulin (CALR) antibodies (red), while the nucleus was counterstained in blue. Three-dimensional analysis shows that the signal co-localization (yellow = green + red), indicating the association between these two proteins, stops in the cytoplasmic area at the border of the nuclear envelope (arrow), whereas GR is alone within the nucleus (from Falchi et al., 2017) [Color figure can be viewed at wileyonlinelibrary.com]
are excited using appropriate wavelengths. This methodology has allowed to gather key information to understand on cell function and metabolism. For example, the regulatory role of Ca\textsuperscript{2+} on muscle contraction has been deeply investigated using FLUO-3, a fluorescent probe emitting signals in the green–blue spectrum directly proportional to Ca\textsuperscript{2+} concentration. When associated with a detection device with appropriate frame rate, this method allows to detect and measure onset and propagation of the rapid intracellular Ca\textsuperscript{2+} transient, allowing to detect dynamic functional data (Figure 16a) (Formigli et al., 2005). Other examples of fluorescent metabolic probes are MitoSOX, which reveals the production of reactive oxygen species (ROS) in mitochondria during cellular respiration or oxidative stress, and BODIPY 581/591 C11, whose fluorescence shifts from red to green when it interacts with membrane lipids oxidized by excess ROS (Figure 16b) (Boccalini, Sassoli, Formigli, Bani, & Nistri, 2015). Dynamic microscopy with metabolic dyes allows exact cellular localization and timing of functional events, which were previously evaluated only by biochemical assays on cell and tissue extracts with obvious loss of information at the single cell level. This is a constantly expanding field of investigation because of its potential to provide real-time information on the functional state of cells. As a proof, the catalogues of companies producing and distributing the reagents necessary for these experiments are enriched every year with less toxic and more specific fluorescent probes.

Dynamic microscopy in vivo: Small laboratory animals transparent to light, such as zebrafishes, have been among the first models to be used for dynamic microscopic investigations aiming to directly observe cells within their micro-environment. This technique has been then adapted by devising inverted microscopes suited to observe cells in the tissues and organs of more complex laboratory animals. These observations are particularly powerful when the observations are performed on animals genetically modified to express fluorescent proteins target to specific cell types. An example of labeled red blood cells circulating in a zebrafish is shown in Figure 11. In recent years, miniaturization of opto-electronic devices has allowed to assemble micro-cameras suitable for implantation into the organs of the laboratory animals. These devices allow the detection of the cellular changes within a tissue at the time of their occurrence in vivo, and provide robust information especially when coupled with technologies that tag the observed cells with fluorescent probes. An example of the information that may be provided by a micro-camera inserted in a mouse femur is shown in Figure 17: in the experiment described, this technology was used to track the localization of GFP-tagged hematopoietic stem cells in the trabecular bone of mice transplanted with pure hematopoietic cells from normal mice or from a mouse model of...
myelofibrosis (Gata1low mouse), a disease characterized by hematopoietic failure in the bone marrow (Spangrude et al., 2016).

Dynamic microscopy in vivo can provide indications on the cellular mechanisms underlying physiological and pathological events. For example, such observations have been helpful to demonstrate that thrombus formation within blood vessels is triggered primarily by the interaction between deformed erythrocytes and endothelial cells, followed by recruitment of neutrophils, activation of platelets and formation of the clot (Byrnes & Wolberg, 2017). This knowledge is fundamental to identify potential therapies to prevent and/or treat the early events of thrombosis and ischemia. In addition, dynamic microscopic observations on blood vessels in vivo have been used by a team of morphologists and bio-informatics to evaluate in situ blood flow rate and vorticity, allowing to identify the bio-physical parameters required by megakaryocytes to release platelets in the bloodstream (Ito et al., 2018).

Nowadays, to facilitate presentation of dynamic data, many scientific journals solicit the submission of videos that are published as supplementary material and stored in dedicated databases.

12 | EXPERIMENTAL HISTOLOGY

This title does not actually refer to any specific methodology, since all histological techniques have already been described in the previous sections. Rather, here we will recapitulate how histological approaches may be pivotal to answer specific experimental questions.

As specified in the introduction, a science is considered major when the hypotheses are tested through experimentation, that is, by objective determinations of the changes induced in the studied subject by the applied stimuli. Ideally, stimuli and changes should be quantitatively correlated, in other words each stimulus should induces a positive or negative change proportional to its intensity. The development of quantitative microscopy has finally turned Histology into a major science, by offering the opportunity to quantify the morphological changes induced by a stimulus in the observed subject. Concerning the stimuli, histological observations may now measure both changes induced in the subject before its fixation and processing for static microscopic observations and modifications produced by manipulations of the subject during real-time observations realized by dynamic microscopy.

12.1 | Manipulations of the experimental subject before observation

Examples of manipulations of the subject before its preparation for observation were already discussed in the experiments shown in Figure 7, where the subject underwent preliminary deletion of a tract of regulatory DNA; in Figures 9 and 11, where a fluorescent marker gene was inserted in the subject’s genome; and in Figure 17, where both these manipulations were applied. We now report other examples of a priori manipulations of the subject that have been helpful to provide clinical and therapeutic information.

FIGURE 16 Dynamic microscopy in vitro used to follow metabolic phenomena in living cells in culture by means of fluorescent probes (a) Cardiac muscle cells loaded with the Ca^{2+}-sensitive probe FLUO-3, which emits a fluorescence whose intensity is proportional to the intracellular Ca^{2+} levels (white, maximum; blue, minimum). The white arrows indicate the direction of propagation of a Ca^{2+} pulse (transient) within an elongated peripheral cell. (b) Myocardial stem cells subjected to oxidative stress: red MitoSOX fluorescence reveals the increase in the production of reactive oxygen species by mitochondria; green BODIPY 581/591 C11 fluorescence reveals the presence of oxidized by-products of membrane lipids [Color figure can be viewed at wileyonlinelibrary.com]
Intrafemoral video confocal endoscopy

GFP-tagged Gata1<sup>low</sup> HSC are delocalized day 9 post-transplantation

**FIGURE 17** Legend on next page.
1. As mentioned in the previous sections, the cellular response to stress is regulated by the glucocorticoid receptor (GR), a protein product of an extremely polymorphic gene that encodes for more than 250 GR variants differently distributed among humans. This genetic variability underpins the broad range of stress responses observed in different patients. Glucocorticoids are also capable of inhibiting immune response and inflammation. The GR polymorphism within the human population explains why not all patients respond similarly to glucocorticoids administered as anti-inflammatory drugs. A contribution to better understanding this phenomenon has been offered by the microscopic findings described in Figure 18. The GR gene, besides encoding for the active GR protein called alpha isoform, in some subjects may encode for GR beta isoform lacking the DNA binding domain.

Experiments supported by confocal microscopy on cells manipulated to express a GFP-conjugated GR gene encoding only for the alpha or the beta chain have shown that only those expressing GR alpha are capable to translocate the protein to the nucleus upon ligand stimulation. This finding accounts for the lack of responses to glucocorticoid therapy from patients who express GR beta. Moreover, intensity of the GFP fluorescence in the nuclei of manipulated cells is proportional to the concentration of agonist used in the experiment (Nicolaides et al., 2010). Such experiments have been extremely useful to pharmaceutical companies to design new broad-spectrum glucocorticoids that may also be effective on patients who express the beta GR. Furthermore, such experiments facilitate identifying cell-specific glucocorticoids that are, for example, capable of inhibiting lymphocytes without causing undesired...
adipocyte activation, which is responsible for weight gain and metabolic side effects of immunosuppressive therapies in the long term.

2. A representative example of in vivo manipulation of the studied subject is shown in Figure 19. In this experiment, mice were injected with an antibody recognizing an adhesion protein selectively expressed on the surface of megakaryocytes. Immunohistochemical analysis of lung tissues taken after sacrifice, disclosed occurrence of labeled cells within the parenchyma of the lungs, providing clear evidence that megakaryocytes are normally present in this organ to exert their platelet-producing functions (Lefrançais et al., 2017). Such methodology provides a wide range of practical applications: for instance, it can be used to determine the efficiency of penetration of anticancer drugs into a solid tumor, an useful information to adjust dose, mode, and timing of its administration.

12.2 | Manipulations of the subject during observation

The potential of dynamic microscopy for obtaining mechanistic information clearly emerges from the experiments described in Figures 14 and 15, devoted to investigating the time course of events and molecular mechanisms underpinning the aggregation between cardiac cells or hematopoietic cells in in vitro culture. Quantitative measurements of intercellular interactions in the presence of modulating substances in the medium (drugs, cytokines, hormones, antibodies, etc.) can provide precise indications on the mechanisms by which these interactions are regulated. Similarly, the study of hematopoietic stem cell homing in vivo, observed in real time by confocal endoscopy of mouse femurs, as described in the experiment shown in Figure 17, is a powerful tool to identify the adhesion proteins involved (cKit receptor and CXCR4) (Lo Celso, Lin, & Scadden, 2011) and explain how the homing process may be altered by pharmacological manipulations or in cancer (Lee et al., 2012). Extrapolation of these data from mice to humans can be useful to identify preliminary treatments to accelerate engraftment of hematopoietic stem cells in leukemic patients undergoing bone marrow transplantation.

A final example is depicted in Figure 20, showing a screenshot of a time lapse dynamic microscopy experiment, devoted to validating a new anti-cancer drug. Cancer cells were isolated from a patient’s tumor and grown in vitro as organoids. These cells were then co-cultured with T cells taken from the same patient which were genetically modified to enhance their ability to recognize the cancer cells. Time lapse videomicroscopy was crucial to demonstrate how T cells
recognize and bind to cancer cells, causing their death. These findings corroborate the feasibility of the anti-cancer therapeutic approach by exploiting patient-derived instructed cytotoxic T cells, a promising strategy of exploiting vaccinal approach for cancer (Penter & Wu, 2020). This intrinsically simple experimental set may be helpful to devise new therapies, since it is also suitable for studying the modulatory effects of drugs and cytokines, as well as investigating the mechanisms that regulate interactions between tumor cells and T cells, for example, by means of fluorescent antibodies against intercellular adhesion molecules.

13 | CONCLUSIONS

At the beginning of the 19th century, the average human life expectancy was only 30–45 years. This high mortality was also due to the fact that, until the mid-XX century, the drug repertoire available to physicians was very limited and yet substantially similar to that of the Ancient World. The dramatic increase in life expectancy of mankind that occurred after the Second World War is mainly attributable to the impact on everyday life of a relatively low number of key inventions, innovative processes and discoveries. These include the fridge, which decreased food toxicity; the industrial production of aspirin, which reduced the lethal consequences of inflammation; and the discovery of penicillin, intended as the progenitor of antibiotics, which allowed to eradicate deadly bacterial infections. Since then, the exponential development of pharmaceutical chemistry has led to the synthesis of active molecules specifically directed against a large number of diseases, and thus it appears to represent the main culprit for the incremental increase in life expectancy of the current time. On the other hand, the plethora of molecules, which can be introduced in the human body to modify its pathophysiological processes for curative purposes, has raised the major health issue posed by unwanted side effects. Therefore, a major challenge for the incoming years will be to set up new effective therapies that minimize the drug adverse effects, with the goal to improve the patients’ quality of life. In this view, the research for diagnostic and therapeutic innovations is shifting from the molecules to the target cells. Thanks to the scientific and technological advancements summarized in this article, Histology can be rightfully considered a “major” science and is ready to play its prominent role in the future challenges of modern medicine.
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